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Abstract

We introduce CoT-ICL Lab, a framework
and methodology to generate synthetic to-
kenized datasets and systematically study
chain-of-thought (CoT) in-context learning
(ICL) in language models. CoT-ICL Lab al-
lows fine grained control over the complex-
ity of in-context examples by decoupling (1)
the causal structure involved in chain to-
ken generation from (2) the underlying to-
ken processing functions. We train decoder-
only transformers (up to 700M parameters)
on these datasets and show that CoT ac-
celerates the accuracy transition to higher
values across model sizes. In particular, we
find that model depth is crucial for leverag-
ing CoT with limited in-context examples,
while more examples help shallow models
match deeper model performance. Addi-
tionally, limiting the diversity of token pro-
cessing functions throughout training im-
proves causal structure learning via ICL. We
also interpret these transitions by analyz-
ing transformer embeddings and attention
maps. Overall, CoT-ICL Lab serves as a
simple yet powerful testbed for theoretical
and empirical insights into ICL and CoT in
language models1.

1 Introduction

Transformer-based language models (Vaswani et al.,
2017) have demonstrated remarkable capabilities in
tasks requiring emergent reasoning behaviors, such
as few-shot ICL (Brown et al., 2020; Firooz et al.,
2025) and CoT prompting (Wei et al., 2022; Nye
et al., 2021; Kojima et al., 2022). In-context learn-
ing refers to a phenomenon wherein language models
generalize to new tasks by conditioning on a small
number of input-output examples without explicit
parameter updates (Dong et al., 2022). Meanwhile,

1The code and documentation is available at:
https://github.com/kvignesh1420/cot-icl-lab

chain-of-thought prompting augments the input with
explicit intermediate reasoning steps that can guide
the model’s generative process toward more accu-
rate solutions (Wei et al., 2022). Despite the sub-
stantial performance gains witnessed in various nat-
ural language processing tasks (Kim et al., 2023), the
precise mechanisms and architectural factors driving
ICL and CoT remain only partially understood.

Recent studies have ventured into controlled syn-
thetic tasks to understand how transformers learn
in-context (Garg et al., 2022; Von Oswald et al.,
2023; Bai et al., 2023). These works often rely on
real-valued examples consisting of single-input and
single-output pairs, and study if the transformers
can learn linear or non-linear function classes. While
these tasks facilitate theoretical analysis, they leave
open the question of whether the findings readily ex-
tend to more complex or compositional settings, es-
pecially pertaining to discrete tokenized sequences.
In a parallel line of research, investigations of CoT
prompting for NLP tasks often rely on short, human-
annotated explanations or heuristics, thereby limit-
ing the variety and control of “reasoning” processes
considered (Wang et al., 2022; Liu et al., 2024; Yang
et al., 2024; Prabhakar et al., 2024). Although such
strategies have yielded valuable insights, there does
not exist a setup that unifies ICL and CoT and fa-
cilitates systematic probing of different aspects of
complexity—ranging from vocabulary size and chain
length (i.e, the number of tokens involved in the rea-
soning process) to the shape and sparsity of depen-
dencies between tokens.

In this work, we introduce CoT-ICL Lab, a tok-
enized synthetic dataset generation framework, that
is specifically designed for studying how transformer-
based models acquire chain-of-thought reasoning in-
context. Our framework differs from prior work in
the following ways:

1. Tokenized setup akin to language. Unlike
many purely numeric toy tasks, we consider in-
puts and chain tokens in a discrete token space
(i.e, a custom vocabulary V). This setup aligns
closely with natural language prompting and fa-
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cilitates complexity control via vocabulary size.

2. Decoupled structure and token process-
ing functions. We represent the causal struc-
ture of the ‘reasoning’ chain via a directed
acyclic graph (DAG) and implement token pro-
cessing via arbitrary MLP transformations of
the corresponding ‘unknown’ data embeddings
Edata ∈ R|V|×d. This separation grants flex-
ibility in controlling problem difficulty —e.g.,
by manipulating chain length, number of edges
in the DAG, depth and activation functions in
MLPs and the dimension of data embeddings d.

3. Multi input-output ICL examples. A ma-
jority of the efforts which study ICL in trans-
former models rely on (real-valued) single input-
output examples in-context (Garg et al., 2022;
Bai et al., 2023; Li et al., 2023b). Our setup ad-
dresses these limitations and allows researchers
to use tokenized, multi-input multi-output ex-
amples in-context, which is closer to prac-
tice. To the best of our knowledge, this is the
first work to introduce and analyze transformer
models in such controlled settings.

4. Ablation-friendly design. By varying one
component at a time (vocabulary, number of
input or chain tokens per example, DAG con-
nectivity, MLP complexity, or the underlying
transformer architecture), researchers can pre-
cisely identify which facets of the problem most
challenge the model’s ICL and CoT capabilities.

Key Results. In addition to proposing the CoT-
ICL Lab framework, we showcase how it can be used
to gain insights into the abilities of decoder-only
transformer models in ICL with and without CoT.
Specifically:

• Transformer-models undergo phase transitions
in accuracy while training on ICL problems.
Such transitions are facilitated by model size,
availability of more examples in-context and
CoT prompting.

• We empirically show that the phase transition
correlates with the alignment between model’s
token embeddings and the data/language em-
beddings Edata. Furthermore, when utilizing a
finite set of token processing functions to gen-
erate the CoT-ICL Lab data, this reduction
in problem complexity facilitates the attention
maps of the model to capture the underlying
reasoning DAG and excel at ICL.

• In essence, we highlight an interplay between
the problem complexity induced due to diverse
token processing functions and the DAG struc-
ture. As DAG sparsity reduces and the number
of token processing functions increases, we ob-
served that larger models tend to adapt to such
diversity in ICL problems and leverage CoT to
outperform the smaller models. Thus, showcas-
ing the intricacies involved in scaling the model
size for ICL performance.

2 Related Work

In-Context Learning. Initially popularized by
GPT-3 (Brown et al., 2020), in-context learning has
garnered extensive attention for its surprising abil-
ity to generalize with just a few example prompts.
Many investigations center on how transformers
might implicitly perform gradient descent or imple-
ment other adaptation mechanisms in their hidden
activations (Garg et al., 2022; Akyürek et al., 2024;
Von Oswald et al., 2023; Bai et al., 2023). See (Dong
et al., 2022; Zhou et al., 2024) for surveys on the
topic. However, these analyses often assume real-
valued examples and very simple data distributions,
leaving room to explore richer compositional struc-
tures that can align with natural language tasks.

Chain-of-Thought. CoT prompting (Wei et al.,
2022; Nye et al., 2021; Kojima et al., 2022; Chu et al.,
2024) has emerged as an effective technique for elic-
iting more interpretable (and sometimes more ac-
curate) intermediate reasoning from large language
models. Despite empirical successes, debate persists
as to whether models truly learn a generalized rea-
soning algorithm or simply latch onto superficial fea-
tures (Wang et al., 2022). While some efforts (Liu
et al., 2024; Prabhakar et al., 2024) systematically
study CoT’s potential, they often rely on limited or
handcrafted tasks that do not fully capture the com-
plexity of multi-step compositional processes.

Synthetic Tasks for Controlled Model Anal-
ysis. Synthetic tasks provide controlled environ-
ments that enable precise interventions, ablation
studies, and theoretical insights into the model be-
havior and training dynamics (Garg et al., 2022;
Von Oswald et al., 2023; Bai et al., 2023). However,
existing synthetic settings generally remain numeric
and follow overly restrictive Markovian assumptions
(Edelman et al., 2024) (e.g., a single parent for
each token). Our proposed CoT-ICL Lab extends
these efforts by decoupling the causal structure from
token-processing functions. We leverage directed
acyclic graphs (DAGs) to control the branching fac-
tor in the chain generation, and MLPs for varied
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levels of token transformations. This design grants
extensive configurability, encompassing vocabulary
size, multi-input example length, chain length, DAG
sparsity, MLP depth, activations and more.

Chain-of-Thought & Compositional Reason-
ing. Recent studies focus on dissecting CoT to
assess how compositionality might emerge from
ICL. For instance, (Li et al., 2023b) examines how
CoT might be effectively disentangled into filter-
ing and learning the intermediate features of the
MLP components in the prompt. Furthermore,
our work can be treated as a generalization of the
MechanisticProbe approach by (Hou et al., 2023)
where the filtering and reasoning tree construction
process is not limited by the availability of natural
language datasets. While these and related efforts
(Yang et al., 2024; Prabhakar et al., 2024) represent
significant progress toward understanding emergent
reasoning, their experimental setups typically do not
offer the systematic and fine-grained complexity that
CoT-ICL Lab enables (see also Appendix F).

3 Preliminaries and Setup

Notation. Let {1, · · · ,K} = [K]. We consider a
vocabulary V to represent the tokens of a synthetic
language. Let F denote a class of functions that are
compositional in nature. Formally, a function f ∈ F
is composed of C sub-functions as: f = fC◦fC−1 · · ·◦
f1. Given N input tokens x = (x1, · · · , xN ) ∈ VN ,
the function f recursively generates C chain tokens
y = (y1, · · · , yC) ∈ VC as follows:

yc = fc(x1, · · · , xN , y1, · · · , yc−1), ∀c ∈ [C]. (1)

Here y:C−1 = (y1, · · · , yC−1) are treated as the in-
termediate tokens and yC as the answer token. The
recursive process involves all the input and inter-
mediate tokens to generate the answer token and
presents a generalized setup to study CoT. The full
notation list is presented in Table 3.

3.1 Compositional Nature of F
Let G,H denote the causal structure and token pro-
cessing function classes respectively. In this work,
we consider the sub-functions involved in the com-
position of f = fC ◦ fC−1 · · · ◦ f1 to be formulated
as fc = hc ◦ gc, where gc ∈ G, hc ∈ H. Given in-
put tokens (x1, · · · , xN ), the chain tokens in (1) are
decomposed into:

yc = fc (x1, · · · , xn, y1, · · · , yc−1)

= hc (gc(x1, · · · , xn, y1, · · · , yc−1)) ,∀c ∈ [C]
(2)

• The causal structure function class G. This
class represents functions which take an arbitrary
number of tokens and filter a fixed number of M ≤
N ∈ N tokens. These M parent tokens represent the
causal dependency of a chain token.

• The token processing function class H.
These functions process the M selected tokens from
G and output a single chain token. Thus, emulating
an arbitrary ground-truth ‘reasoning process’ which
the transformer models are trained to approximate.

3.2 Multi-Input ICL and CoT

Sequence design. We consider a generalized ICL
problem of learning f ∈ F with (multi) input-output
pairs in the token space. An example is defined as
a vector of N input tokens and the corresponding
answer token, as per (1). A collection of K ∈ N such
examples results in a sequence pK(f) as follows:

pK(f) =
(
x
(i)
1 , · · · , x(i)

N , y
(i)
C

)K

i=1
. (3)

By including the intermediate tokens in an example,
we obtain a CoT example, which is now a vector of
N input tokens, and all the C chain tokens. The
corresponding sequence pK

CoT (f) is given as follows:

pK
CoT (f) =

(
x
(i)
1 , · · · , x(i)

N , y
(i)
1 , · · · , y(i)C

)K

i=1
. (4)

4 CoT-ICL Lab: Data Generation

In this section, we present details about the synthetic
data generation using CoT-ICL Lab and draw par-
allels with NLP tasks.

Language vocabulary embedding. To create
synthetic training and evaluation datasets via the
CoT-ICL Lab framework, we consider a vocabulary
V of arbitrary size and associate with it a common
data embedding matrix Edata ∈ R|V|×d. Here d de-
notes the data embedding dimension and the entries
are sampled i.i.d from N (0, 1). In particular, Edata

will be leveraged by h ∈ H to process embeddings of
the tokens and return a new token (see Figure 1).

Causal structure via DAGs. G is selected to
be a class of topologically sorted DAGs whose (1)
edge connectivity represents the causality involved
in chain generation and (2) whose sparsity controls
the usage of input and intermediate tokens. For no-
tational simplicity, we represent DAGs in our setup
as G(M,N,C). We sample one DAG per sequence
and use it to create all (CoT-) examples within
the sequence. For instance, given input tokens
x1, x2, x3, x4 and chain tokens y1, y2, y3, we illus-
trate in Figure 1 a DAG which maps y1 ← {x1, x2},
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Figure 1: CoT-ICL Lab overview (right) and comparison to CoT ICL in NLP (left). The left figure illustrates
2 CoT examples (colored green and blue) presented in-context along with a question (colored in orange). A
corresponding scenario using CoT-ICL Lab is presented on the right where we model the causal structure
via the DAG g ∈ G and process the data embeddings Edata using the token processor function h ∈ H.

y2 ← {x3, x4} and y3 ← {y1, y2}. The possible
structures that can be sampled using a particular
choice of M,N,C controls the diversity of causal
structures in our dataset of sequences.

Token processing via MLPs. The function
class H is selected to be MLPs whose complex-
ity is controlled by the activation ϕ such as ReLU,

SiLU, LeakyReLU, Identity, and the depth l ∈
{1, 2, 3, 4, 5}. To generate a single chain token, we
randomly initialize an MLP based on l, ϕ and use it
to process the embeddings of the M parent tokens.
We take the mean of the M final layer features, ap-
ply the activation function again and multiply with
E⊤

data to obtain a chain token via arg-max. For no-
tational simplicity, we represent MLPs of depth l
and activation ϕ as H(l, ϕ) (see algorithm in Ap-
pendix A.1). Thus, we sample C MLPs per sequence
(one for each chain token) and use them to generate
the chain tokens of all K examples within the se-
quence. In essence, these token processing functions
are shared across the ICL examples in each sequence
but differ across sequences. We present comprehen-
sive details about the (1) distribution of tokens, and
(2) the flexibility of our setup in terms of simulating
the complexity of real world datasets in Appendix A.

5 Model Training and Evaluation

Training. We employ NLP style next-token pre-
diction training of decoder only transformer (TF)

models (Radford et al.) with Cross-Entropy (CE)
loss. We employ the supervised fine-tuning strategy
to compute the CE loss only on the K answer tokens
for pK and on all the K × C chain tokens for pK

CoT

(Garg et al., 2022; Bai et al., 2023; Li et al., 2023b).

Evaluation via accuracy. To measure the ICL
ability of a TF model, we measure the accuracy

of predicting the answer token of the query (final)
example. Formally, we generate the evaluation se-
quence prefix withK−1 in-context examples and ap-
pend the query input tokens x̃ = (x̃1, · · · , x̃N ) ∈ VN

at the end. For the query input x̃, the ground truth
chain tokens ỹ = (ỹ1, · · · , ỹC) ∈ VC are generated
by the recursive formulation given in (1) using a test
function f̃ ∈ F . Note that there is a difference in
model predictions w/ and w/o CoT as follows:

ŷpred := TF
(
pK−1(f̃), x̃

)
w/o CoT,

ŷpred := TF◦C
(
pK−1
CoT (f̃), x̃

)
w/ CoT.

(5)

Here TF◦C(·) represents the C-step auto-regressive
greedy token generation by the model (without any
teacher-forcing) as follows (Li et al., 2023b):

ŷC = TF


pK−1

CoT (f̃), x̃, ŷ1, · · · , ŷC−1︸ ︷︷ ︸
previous step outputs


 . (6)
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Intuitively, when using CoT sequences, we allow the
model to generate C − 1 intermediate tokens, fol-
lowed by the final token ŷpred = ŷC . Given an eval-

uation dataset of T̃ sequences, the accuracy is for-

mulated as accuracy = 1

T̃

∑T̃
t=1 Iŷpred=ỹC

.

On intermediate tokens. Since we have access
to all the ground truth chain tokens using f̃ , we
measure the accuracy of predicting them based on
ŷc,∀c ∈ [C]. In fact, in Section 6.2, we show a grad-
ual error propagation phenomenon which results in
higher accuracy values on tokens at the beginning
of the chain and lower accuracy at the end.

Models. We create three models TF-4, TF-8,

TF-12 with varying depth based on the Llama-3 ar-
chitecture (Dubey et al., 2024) for our experiments
(see Table 1). We ensure that depth is the only vary-
ing design factor in the architecture to facilitate a
systematic study of the model performance.

Learning the ‘unknown’ embeddings Edata.
Recall that the fixed embedding matrix Edata ∈
R|V|×d that was used to generate the training se-
quences is unknown to the TFmodels. To understand
the effect of training on the learnable embeddings
ETF of the TF models, we measure the subspace sim-
ilarity between the left singular bases of Edata and
ETF (Zhu and Knyazev, 2013). Let d < |V| and de-
note SVD of Edata and ETF as follows to obtain:

UdataSdataV
⊤
data = Edata; UTFSTFV

⊤
TF = ETF

sim(Edata,ETF) :=
1

d
·
∥∥U⊤

data[: d]UTF[: d]
∥∥
F
.

(7)

Here sim(·, ·) allows us to measure how well the sub-
spaces of Edata,ETF are aligned, and a higher value
indicates that the TF model is learning the token
space of the target language embeddings.

Experimental setup. To present our empirical
findings based on training TF models on CoT-ICL
Lab, we use the following common parameters to cre-
ate our datasets. We create a training dataset of size
T = 32×105, evaluation dataset of size T̃ = 104 and
use d = 10 along with H(1, LeakyReLU). In par-
ticular, as also mentioned in Section 4, we do not
put limitations on the cardinality of G,H. See Ap-
pendix B for details on the hardware, training re-
sources and hyper-parameters used for experiments.

6 Results

6.1 Effect of Vocabulary Size |V|
As shown in Figure 1, our setup aims to mimic ICL
and CoT problems in NLP. However, our synthetic
language setup does not have the same priors and

rules as tokens in natural language. In this section
we test if such a problem is learnable to non-trivial
levels of accuracy by TF models that only observe
patterns in the ICL examples. We vary the size of
the vocabulary as per |V| = {64, 128, 256, 512, 1024}
along with N = 4,M = 4, C = 2,K = {30, 40} and
show that the TF models achieve non-trivial perfor-
mance. To the best of our knowledge no prior work
has done experiments with synthetic datasets of this
vocabulary and model size (see Table 2).

Smaller models fail to leverage CoT for ICL
with larger vocabularies. When K = 30, ob-
serve from Figure 2 that towards the end of training,
the evaluation accuracy for |V| = {64, 128}, is al-
most the same for CoT and non-CoT cases across
all the three models. However, notice that CoT
based ICL results in higher evaluation accuracy af-
ter training on relatively less number of sequences
than the non-CoT approach, i.e CoT results in
faster transitions in performance. More impor-
tantly, the benefits of CoT are prominent in TF-4
when |V| = 256 (see Figure 2a). In this case, CoT
based ICL results in a sudden jump in accuracy

after training on ≈ 8 × 105 sequences, but the non-
CoT approach fails to exhibit such behavior even
towards the end of training. The same observation
can be made for TF-8 (Figure 2b), TF-12 (Figure 2c).
Nonetheless, the benefits of model depth are evi-
dent when |V| = {512, 1024} as TF-4 fails to leverage
CoT with such large vocabularies whereas TF-8, TF-
12 clearly show the jumps towards higher accuracy
(see Figure 2a vs Figure 2b, Figure 2c).

More ICL examples facilitate smaller models
to leverage CoT. By increasingK to 40, we make
an interesting observation that even a smaller TF-4
model can perform on-par with larger TF-8, TF-12
models in the difficult setting of |V| = {512, 1024}
(see Figure 3). However, the role of model size comes
into play when considering standard non-CoT exam-
ples where TF-12 gradually improves with |V| = 256
while TF-4, TF-8 show a saturated curve (see blue
dotted line in Figure 3c vs Figure 3a, Figure 3b).
See Appendix C.3 for experiments with smaller K
and Appendix C.4 for experiments with training on
3× larger datasets, which highlight the role of model
size for achieving better accuracy.

Embedding subspace similarity correlates
with transitions in evaluation accuracy. Re-
call that we employ a common Edata to prepare our
training and evaluation sequences. We noticed that
sim(Edata,ETF) serves as a useful metric to poten-
tially explain the TF-4 models earlier transition to
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(a) TF-4 (b) TF-8 (c) TF-12

Figure 2: accuracy by varying V with G(M = 4, N = 4, C = 2),H(1, LeakyRelu), d = 10,K = 30.

(a) TF-4 (b) TF-8 (c) TF-12

Figure 3: accuracy by varying V with G(M = 4, N = 4, C = 2),H(1, LeakyRelu), d = 10,K = 40.

(a) TF-4 (b) TF-8 (c) TF-12

Figure 4: sim(Edata,ETF) by varying V with G(M = 4, N = 4, C = 2),H(1, LeakyRelu), d = 10,K = 40.

a higer evaluation accuracy with |V| = 1024, when
compared to |V| = 512 in Figure 3a. From Figure 4a,
notice that sim(Edata,ETF) transitions to a higher
value after ≈ 23×105 steps, which exactly coincides
with the transition point in Figure 3a. Similarly, the
delay in alignment with |V| = 512 in Figure 4a is in-
dicative of a delay in the evaluation accuracy tran-
sition in Figure 3a. This is an interesting and unique
aspect of CoT-ICL Lab that allows us to interpret
and understand how the models learn relationships
between the concepts in the synthetic language.

6.2 Effect of Chain Length (C)

The number of intermediate steps involved in the
reasoning process is typically indicative of the com-
plexity of NLP tasks. Its counterpart in our CoT-
ICL Lab is the chain length C. By choosing |V| =
1024, N = 4,M = 4 and varying C = {3, 4, 5}, we

examine and show that longer chains result in harder
problems that the models without CoT would not be
able to solve effectively (Figure 5).

Longer chains result in lower accuracy across
all model sizes. As the chain length increases,
we can observe from Figure 5 that the evaluation
accuracy is consistently lower for all models. Since
the number of possibilities for the parents of the last
chain token increases with C, we hypothesize that
the models fail to adapt to such increased difficulty.
This is indeed what we observe in Figure 6 where the
accuracy consistently goes down for tokens towards
the end of the chain across all model sizes.

6.3 Effect of Number of Parent Tokens (M)

The dependency between tokens in NLP tasks is a
variable that is usually not controllable (see Fig-
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(a) TF-4 (b) TF-8 (c) TF-12

Figure 5: accuracy by varying C with G(N = 4,M = 4),H(1, LeakyRelu), d = 10, |V| = 1024,K = 40.

(a) TF-4 (b) TF-8 (c) TF-12

Figure 6: accuracy of predicting all the chain tokens (of the query CoT example in the evaluation sequences)
with G(N = 4,M = 4, C = 5),H(1, LeakyRelu), d = 10, |V| = 1024,K = 40.

ure 1). But in CoT-ICL Lab it can be controlled
via M . By choosing |V| = 1024, N = 4, C = 4 and
varying M = {1, 2, 3}, we observe that larger M
(i.e dependency on more prior tokens) can make the
problem harder for the models (see Figure 7).

Large models outperform small ones when
DAGs are sparse. When M = 1, we make an
interesting observation that TF-8 (Figure 7b), TF-12
(Figure 7c) models exploit CoT towards the end of
training to significantly outperform the TF-4 model
(Figure 7a). This shows an interesting difference in
the training dynamics of deeper models, which could
be an interesting research question for future works.

6.4 Ablations with G and H
Our CoT-ICL Lab datasets, in their most general
form, i.e. no restrictions on the cardinality of G and
H, are quite difficult for the models to solve (based
on the low evaluation accuracy observed in prior
sections). Owing to the flexibility of our setup, we
decouple the effect of G and H to better understand
the source of difficulty for the ICL problems.

• Fixed DAG structure. We follow the same
setup as Section 6.3 and sample different token pro-
cessing MLPs but choose a fixed random DAG for
all the training and validation sequences.

• Fixed token processors. Contrary to the
above case, we sample random DAGs for different
sequences but choose C fixed MLPs, one per chain
location, as our token processors for all sequences.

By comparing Figure 8a, for fixed DAG, and Fig-
ure 8b for fixed token processors, we can observe
that the models reach higher accuracies in the
fixed token processor setting. This points to
the possibility that the dense transformer models we
consider here can identify the causal structure of the
chain generation process with ease. We verify this by
analyzing the attention map of the models trained in
the fixed token processor setting (explained below).
Furthermore, this gives us another lever to adjust
the difficulty of synthetic datasets in CoT-ICL Lab,
i.e adjusting the number of possible token processors
(from infinite in the general case to a finite set). See
Appendix C.5 for experiments with TF-8 and TF-12.

6.4.1 Attention Maps reflect the DAG

We consider models trained in the fixed token pro-
cessor setting and analyze the attention map A av-
eraged across all the heads Ah, h ∈ [H] of the last

layer. Formally A := 1
H

∑H
h=1 Ah. We plot such A

for the last two examples of a single validation se-
quence in Figure 9a for M = 1. Notice that most
of the attention scores are almost zero and the ones
with large values correspond to the parent tokens
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(a) TF-4 (b) TF-8 (c) TF-12

Figure 7: accuracy by varying M with G(N = 4, C = 4),H(1, LeakyReLU), d = 10, |V| = 1024,K = 40.

(a) TF-4 (Fixed DAG) (b) TF-4 (Fixed 4 MLPs) (c) TF-4 (Fixed 40 MLPs)

Figure 8: Ablation experiments with fixed DAG (a) and Fixed MLPs (b, c) for the TF-4 model by measuring
accuracy with varying M and G(N = 4, C = 4),H(1, LeakyRelu), d = 10, |V| = 1024,K = 40.

(a) Average attention map A (b) Precision during training

Figure 9: (Left) Mean attention matrix (last 16 rows and columns) of all heads for the final layer of a
trained TF-4 model. The highlighted regions show that the model is attending to the correct parent tokens
y1 ← {x4}, y2 ← {x1}, y3 ← {y1}, y4 ← {y2} to generate the chain tokens. (Right) Precision in detecting
the parent tokens using average attention map A of a trained TF-4 model.

of each chain token, i.e. it matches the underlying
DAG structure for this sequence. See Appendix D
for illustrations with M = 2, 3.

Quantitative measurement via Precision. To
quantify the attention map analysis to diverse set-
tings, we calculate the Precision of identifying the
parent tokens which are needed to generate the final
answer token in the evaluation sequences. Let us as-
sume that G is the set of ground truth parent tokens

to formulate Precision as follows:

Aquery := A[−1,−(N + C − 1) :]

G̃ := argsort(Aquery)[−M :]

Precision :=

∑
i∈G̃ I(i ∈ G)

M
.

(8)

Figure 9b shows that as the model accuracy rises
in this setting, the Precision of detecting the right
DAG structure increases as well. It is worth noting
that we repeated such an analysis for datasets with
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infinitely possible token processors but could not find
such patterns. We believe that formalizing advanced
tools for understanding how/if models detect causal
structures is an important research area.

6.4.2 On Finite Token Processors

So far, we have considered the extreme cases of sam-
pling from infinite token processors for every se-
quence or sample once and keep them fixed for all
the sequences. Next, we show that by controlling
the diversity of sequences by using a fixed collection
(40 in this case, i.e 10 tuples of C = 4 MLPs.) of
token processors to choose from and generate the se-
quences, the TF models require relatively more train-
ing sequences, compared to the fixed token proces-
sor setting above, to transition to higher accuracies
(see Figure 8c). Intuitively, the final accuracy of the
model for this setting is higher than the infinite to-
ken processor case (Figure 7a) and lower than the
fixed token processor case (Figure 8b).

7 Connection to NLP

Tokenized prompts associated with NLP tasks are
grounded in real-world knowledge. But due to the
unknown causal structure of the underlying data
it is hard to do controlled experiments with these
datasets. On the other hand, although the se-
quences in CoT-ICL Lab are not associated with any
grounded semantic information, we observed that
models that are pre-trained on NLP learn CoT-ICL
Lab tasks better and faster. Moreover, when examin-
ing the NLP models’ attention maps, while perform-
ing reasoning on math tasks, we see sparse patterns
in attentions between tokens (Appendix E). This
motivates the design choice of using sparse causal
structures in CoT-ICL Lab.

7.1 Training NLP Pre-Trained Models on
CoT-ICL Lab

Setup. We consider the open-source pre-trained
Llama-3.2-1B-Instruct model (from Hugging-
Face) and its random weight counterpart. The
model.resize token embeddings() API is used to
restrict the vocabulary size to 1024 for both models.
The models are then trained on our synthetic CoT-
ICL Lab dataset using the same experimental setup
as in Section 6.1 with G(M = 4, N = 4, C =
2),H(1, LeakyRelu), d = 10,K = 40 and |V| = 1024.
Note that the vocabulary V and the data embed-
dings Edata used in the CoT-ICL Lab does not have
any connection to the initial embeddings of the pre-
trained model.

NLP pre-trained models transition faster
than random counterparts. As shown in Fig-

Figure 10: accuracy of pre-trained and random init
Llama-3.2-1B-Instruct on CoT-ICL Lab .

ure 10 the pre-trained model transitions to a higher
accuracy in the early phases of training with CoT
sequences. On the contrary the random model
exhibits such a transition after being trained on
≈ 13 × 105 sequences with CoT. Towards the end
of training, the pre-trained model has an overall
accuracy of 0.25, compared to 0.22 for the ran-
domly initialized model. In the non-CoT training
case, the pre-trained model has a final accuracy of
0.25 and clearly outperforms the random counter-
part (which has an accuracy of 0.08). Note that the
randomly initialized model does not exhibit a tran-
sition throughout training with non-CoT sequences.
These results highlight that the pre-trained model
has both higher accuracy w/ and w/o CoT and ex-
hibits faster transition/improvement during train-
ing on CoT-ICL Lab data (with the difference be-
ing significant when CoT is disabled). Thus, hinting
at a much deeper and interesting connection/sim-
ilarity between the patterns that the Llama model
learnt from natural language and the ones it is being
trained and evaluated on in the synthetic setup.

8 Conclusion

In this paper, we introduced CoT-ICL Lab, a frame-
work to generate synthetic Chain-of-Thought se-
quences and systematically study the role of CoT
for In-Context Learning tasks. We used the flex-
ibility and controllability of this framework to (1)
generate synthetic multi input-output ICL datasets,
(2) design controlled experiments to gain better in-
sights into the role of CoT for ICL and (3) interpret
the model behavior via embeddings and attention
map analysis. We believe these insights, and many
more that could be extracted by experimenting with
CoT-ICL Lab, would play a crucial role in better un-
derstanding CoT for ICL in NLP, which is of utmost
importance for the success of large language models.
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9 Limitations

While CoT-ICL Lab is designed to closely mirror the
chain-of-thought process in in-context learning for
NLP, we acknowledge that its synthetic nature does
not fully capture the linguistic properties of natural
language. Specifically, CoT-ICL Lab tokens are not
grounded in real-world concepts and therefore do not
inherently align with the priors that govern natural
language tokens. Consequently, researchers utilizing
CoT-ICL Lab for experimentation should carefully
weigh its advantages—such as flexibility and con-
trollability—against its limitations, particularly its
synthetic nature, and consider the potential impact
on their results.
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A Real World CoT Datasets and
CoT-ICL Lab

In this section, we provide additional comprehensive
details about the CoT-ICL Lab setup and draw par-
allels with real world NLP CoT datasets.

A.1 Algorithm for Token Processing

Algorithm 1 formalizes the token processing via
H(l, ϕ) by utilizing the corresponding data embed-
ding matrix Edata and generating a single chain to-
ken. Formally, given a token embedding e ∈ Rd, the
output of the MLP h ∈ H(l, ϕ) is formulated as:

h(e) = WL (ϕ (WL−1(· · ·ϕ (W1 (e))))) . (9)

Here Wl ∈ Rd×d,∀l ∈ [L] denote the linear layers
whose width is kept constant (d) across layers, and
whose entries are sampled from N (0, 1). The useful-
ness of CoT-ICL Lab lies in its flexibility to modify
Algorithm 1. For instance:

1. Future efforts can explore non-random Edata

and also modify Step 3 to employ more com-
plex function classes beyond just MLPs.

2. One can also explore feature aggregation tech-
niques (Step 5-6) when scaling to (|V| > 1024).

Algorithm 1 Generate a single chain token yc

Require: M parent token embeddings {eidata}Mi=1

from the data embedding matrix Edata ∈ R|V|×d,
choices of depth l and activation functions ϕ,

1: Initialize MLP hc ∈ H(l, ϕ)
2: for i = 1 to M do
3: hi ← hc(e

i
data) {Process parent embedding}

4: end for
5: hmean ← 1

M

∑M
i=1 h

i {Mean of features}
6: hact ← ϕ(hmean) {Apply activation}
7: yc ← argmax(Edatahact) {Get chain token}
8: return yc

A.2 Synthetic Datasets and Token
Distributions

To create synthetic training and evaluation sequence
datasets via the CoT-ICL Lab framework, we con-
sider a vocabulary V of arbitrary size and the data
embedding matrix Edata ∈ R|V|×d. To create a
single sequence, we randomly sample a DAG from
G(M,N,C) and sample C MLPs from H(l, ϕ). The
N input tokens per example are sampled uniformly
from V and are then used to generate the C chain
tokens using (2). Note that gc(.) corresponds to the

M edges of the DAG that map the parent tokens to
the chain token (i.e, the filtering function) and hc(.)
corresponds to the token processing function via a
MLP (as per Algorithm 1). Creating K such (CoT)-
examples gives us a sequence and creating T such
sequences gives us the desired synthetic dataset.

(a) d = 10 (b) d = 20

(c) d = 30 (d) d = 40

Figure 11: Token distribution from 10, 000 CoT se-
quences with |V| = 64,K = 40,H(1, LeakyReLU) and
G(M = 4, N = 4, C = 2).

(a) ReLU (b) SiLU

(c) LeakyReLU (d) Identity

Figure 12: Complementary cumulative distribution
plots of the chain token distribution, it’s corre-
sponding power-law and log-normal fits. We sam-
ple 10, 000 CoT sequences with |V| = 64, d =
40,H(1, ϕ),G(M = 4, N = 4, C = 2),K = 40.
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A.3 Token Distribution Fits

To understand the distribution of to-
kens in our synthetic datasets, we sample
10, 000 CoT sequences with |V| = 64, d =
{10, 20, 30, 40},H(1, LeakyReLU), N = 4,M =
4, C = 2,K = 40 and plot the distribution of input
tokens and chain tokens in Figure 11. Observe that
the distribution of chain tokens in the sequences
exhibit a decay that depends on d. By utilizing
the powerlaw python package (Alstott et al., 2014)
to fit power-law and log-normal distributions to
the chain tokens frequencies, we quantify that the
distribution is more likely to be log-normal. See
Figure 12 for the d = 40 case with varying ϕ.

To quantify the impact of varying factors (such as
V, d, l, ϕ), we measure the TokenCoverage over all
chain tokens in the dataset as follows:

Definition A.1. The TokenCoverage ∈ [0, 1] of
a dataset represents the ratio of number of unique
chain tokens to the number of unique tokens present
in the entire dataset.

Remark. We emphasize that TokenCoverage acts
only as a first-order explanation of uniqueness in the
entire collection of chain tokens and does not account
for the unique CoT examples in the dataset.

(a) ReLU (b) SiLU

(c) LeakyReLU (d) Identity

Figure 13: Measuring TokenCoverage of T = 10, 000
CoT sequences with G(M = 4, N = 4, C = 2),K =
40, |V| = 1024, d = {10, 20, 30, 40} and H(l, ϕ), l =
{1, 2, 3, 4, 5} with varying ϕ.

A.4 TokenCoverage by MLP depth l

To illustrate the role of depth l of the MLPs in gen-
erating the chain tokens, we sample T = 10, 000
CoT sequences with |V| = 1024, d = {10, 20, 30, 40}

(a) |V| = 64 (b) |V| = 1024

Figure 14: TokenCoverage of 10, 000 CoT sequences
with K = 40,H(1, ϕ) and G(M = 4, N = 4, C = 2).

Figure 15: Measuring TokenCoverage of all the 216
task datasets from the CoT-Collection corpus using
the Llama-3.1 Tokenizer with a vocab size of 128256.

and H(l, ϕ). We choose l = {1, 2, 3, 4, 5} and ϕ =
{ReLU, SiLU, LeakyReLU, Identity}. Each CoT
sequence uses N = 4,M = 4, C = 2,K = 40. Fig-
ure 13 illustrates that ReLU, LeakyReLU, Identity

functions have approximately the same token cover-
age for varying l. However, SiLU tends to exhibit
lower TokenCoverage for larger l values.

A.5 TokenCoverage by MLP Activation ϕ.

We vary ϕ = {ReLU, SiLU, LeakyReLU, Identity}
and plot the TokenCoverage for a similar dataset
with T = 10, 000 CoT sequences in Figure 14. A
key takeaway is that ReLU and SiLU lead to highly
skewed chain token distributions with relatively
smaller TokenCoverage for any given dimension d.
Nonetheless, all ϕ exhibit an increasing trend for
larger values of d.

A.6 TokenCoverage in the CoT-Collection
NLP Dataset

To further show that our setup is flexible enough
to resemble realistic NLP scenarios in token distri-
bution, we analyze CoT sequences from the CoT-
Collection dataset (Kim et al., 2023) which collates
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Model Layers Attention Heads Hidden Size Intermediate Size Params
TF-4 4 32 2048 8192 243, 288, 064
TF-8 8 32 2048 8192 486, 574, 080
TF-12 12 32 2048 8192 729, 860, 096

Table 1: Model Card: A naming convention for the TF models along with their number of layers, attention
heads, hidden size, and intermediate size. The parameter count excludes the Embedding layer weights.

(a) TF-4 (b) TF-8 (c) TF-12

Figure 16: accuracy by varying ϕ in H(1, ϕ) with G(M = 4, N = 4, C = 2), d = 10, |V| = 64,K = 40.

≈ 1.8 million NLP prompts from a diverse pool of
216 tasks. We analyze the TokenCoverage by tok-
enizing the reasoning text of the NLP prompts per-
taining to each task with the Llama-3.1 tokenizer
(|V| = 128256). From Figure 15, notice that the
tasks span a wide range of the TokenCoverage val-
ues with the lowest being< 0.2 and the highest being
1. From the above analysis of simulating chains via
different configurations of H, d, we can notice that
our setup is flexible enough to replicate the com-
plexity of real-world datasets (in terms of input and
chain lengths) and offer flexibility of simulating even
complex datasets which might not be easy to curate.

B Hardware and Hyper-Parameters
for Training and Evaluation

We use the DistributedDataParallel APIs in Py-
Torch (Paszke et al., 2019) to run each training job
on 4 H100 NVIDIA GPUs. Furthermore, since our
modeling code leverages HuggingFace APIs, we also
employ Liger-Kernels (Hsu et al., 2024) for faster
training. We created 3 different models based on
the Llama-3 architecture whose details are presented
in Table 1. The smallest model TF-4 has ≈ 240M
parameters without the embedding layer and the
largest model TF-12 has ≈ 730M parameters. For
all the training runs, we use a batch size of 64 per
rank and the AdamW optimizer with a learning rate
5 × 10−5. We employ the GenerationConfig API
in the transformers library to greedily generate
the model predictions without teacher forcing. This
API is used for evaluations on checkpoints during the
training runs. For larger scale and on-demand evalu-

ations, we provide code examples to leverage vLLM
(Kwon et al., 2023) and SGLang (Zheng et al., 2024)
based inference.

C Additional Experiments

C.1 Varying Activation Functions (ϕ)

Setup. Considering a vocabulary |V| = 64, d = 10,
we employ H(1, ϕ), N = 4,M = 4, C = 2,K = 40
with varying ϕ = {ReLU, SiLU, LeakyReLU}. All
models are trained on a dataset with T = 32 × 105

sequences and evaluated on T̃ = 10, 000 sequences.

Lower TokenCoverage leads to higher accuracy.
We previously observed from Figure 14 that the acti-
vation function (ϕ) corresponding to H plays a key-
role in determining the TokenCoverage of chain to-
kens in the sequences. For instance, when |V| = 64,
the TokenCoverage with Identity and SiLU is rel-
atively larger than ReLU. This implies that the num-
ber of unique tokens that a model would have to cor-
rectly predict is relatively lower in the ReLU case. We
can observe from Figure 16 that such smaller cover-
age can indeed result in higher evaluation accuracy

across all model sizes.

C.2 Vary Data Embedding Dimension (d)

Based on the token distribution analysis, we have
noticed that the TokenCoverage increases monoton-
ically with d for various choices of H(l, ϕ) in Fig-
ure 13. As a result, Figure 17 shows that larger
coverage makes it difficult for the TF models to at-
tain high evaluation accuracy as they have to now
correctly predict a larger fraction of tokens in V.
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(a) TF-4 (b) TF-8 (c) TF-12

Figure 17: accuracy by varying d with G(M = 4, N = 4, C = 2),H(1, LeakyRelu), |V| = 64,K = 40.

(a) TF-4 (b) TF-8 (c) TF-12

Figure 18: accuracy by varying K with G(M = 4, N = 4, C = 2),H(1, LeakyRelu), d = 10, |V| = 64.

(a) TF-4 (b) TF-8 (c) TF-12

Figure 19: accuracy by varying K with G(M = 4, N = 4, C = 2),H(1, LeakyRelu), d = 10, |V| = 1024,.

C.3 Vary Number of (CoT-) examples K

In Section 6.1, we observed that more examples in-
context can help smaller models to perform on-par
with bigger models. To this end, we plot in Fig-
ure 18 the accuracy by varying K = {10, 20, 30}.
For simplicity we choose a smaller vocab size of
|V| = 64 and show that smaller K can hurt perfor-
mance even when CoT is employed across all model
sizes. Additionally, larger models tend to outper-
form the smaller one TF-4 in the extreme case of
K = 10 without any CoT. Next, by increasing the
vocabulary size to |V| = 1024, we observe from Fig-
ure 19 that TF-8, TF-12 leverage their depth and out-
perform TF-4 by utilizing CoT when K = 30. For
K = 10, 20, the problem turns out to be harder even
for these bigger models.

C.4 Longer Training

We follow the same setup of Section 6.1 and explore
the impact of longer training on the accuracy of
the TF models. In particular, we train on 3× more
steps, which results in 96×105 (CoT-) sequences per
dataset. Observe from Figure 20a that by training
beyond 32× 105 sequences, even the TF-4 model ex-
hibits a transition in non-CoT evaluation accuracy

for |V| = {256, 512}. Similar behavior can be ob-
served with TF-8 (Figure 20b) and TF-12 (Figure 20c)
where the transitions tend to occur with relatively
less number of training sequences. Additionally, the
bigger models tend to reach a final accuracy with
CoT which is higher than that of the smaller TF-4
model.
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(a) TF-4 (b) TF-8 (c) TF-12

Figure 20: accuracy by varying V with G(M = 4, N = 4, C = 2),H(1, LeakyReLU), d = 10,K = 40 and
training for 3× steps (i.e 96× 105 (CoT-) sequences).

(a) TF-4 (b) TF-8 (c) TF-12

Figure 21: accuracy by varying V with H(1, LeakyRelu), d = 10,K = 40 and a fixed DAG sampled from
G(M = 4, N = 4, C = 2).

(a) TF-4 (b) TF-8 (c) TF-12

Figure 22: accuracy by varying V with G(M = 4, N = 4, C = 2), d = 10,K = 40 and fixed token
processors sampled from H(1, LeakyRelu).

C.5 Ablations with fixed DAGs and Token
Processors

Vary V. Following the same setup as Section 6.1
with varying vocabularies, we consider the ablations
with a fixed DAG and C MLPs. We observe from
Figure 21 that when the DAG is fixed across all
sequences, there is a slight increase in the evalua-
tion accuracy when compared to the random DAG
per sequence case in Figure 3. However, notice from
Figure 22 that fixing the C MLPs for all sequences
facilitates the models to learn the causal structure
with ease and results in very high accuracy when
CoT is enabled. Furthermore, notice that for non-

CoT datasets, TF-8 (Figure 22b) and TF-12 (Fig-
ure 22c) reach higher a accuracy than the smaller
TF-4 model (Figure 22a) for |V| = {512, 1024}.

Vary M . As a follow up of Section 6.4, we show
in Figure 23 that when the DAG is fixed across all
sequences, the TF-12 model exhibits a transition to
higher accuracy (with M = 1) towards the end of
training (Figure 23c), which is not observed in the
case of TF-4 (Figure 23a) and TF-8 (Figure 23b).
On the other hand, when we fix the C token proces-
sors, Figure 24 shows that all models can achieve a
perfect accuracy of 1 with M = 1 and CoT. Inter-
estingly, similar to the previous case of varying V,
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(a) TF-4 (b) TF-8 (c) TF-12

Figure 23: accuracy by varying M with H(1, LeakyRelu), d = 10, |V| = 1024,K = 40 and a fixed DAG
sampled from G(N = 4, C = 4).

(a) TF-4 (b) TF-8 (c) TF-12

Figure 24: accuracy by varying M with G(N = 4, C = 4), d = 10, |V| = 1024,K = 40 and fixed token
processors sampled from H(1, LeakyRelu).

we observe that the TF-8 (Figure 24b) and TF-12

(Figure 24c) models reach a higher accuracy on the
non-CoT datasets pertaining to M = {2, 3}, when
compared with the smaller TF-4 model (Figure 24a).

D Interpreting the Attention Maps

To interpret the attention maps, we consider the
same ablation setup as Section 6.4 in the main text
with fixed token processing functions and consider
M = 1, |V| = 1024 and the TF-4 model for simplic-
ity. Let the tokens x1, x2, x3, x4 and y1, y2, y3, y4 rep-
resent the input and chain tokens of a CoT example
respectively. We consider a validation sequence with
the DAG structure (i.e the parent tokens) for the 4
chain tokens given by: y1 ← {x4}, y2 ← {x1}, y3 ←
{y1}, y4 ← {y2} for the analysis. Now, given such a
validation sequence prepared with K = 40, we auto-
regressively generate the 4 chain tokens and consider
the attention maps used for generating the last chain
token (i.e the answer token). We take the mean of
all attention maps across the heads in a layer and
plot the last 64 rows and columns in Figure 25. Fur-
thermore, we also plot such attention maps for the
M = 2 case in Figure 26 and the M = 3 case in
Figure 27 with the DAGs described in the captions.

Qualitatively, we observed that even for the rela-
tively difficult setup of M = {2, 3}, larger attention

(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

Figure 25: Mean attention matrices (last 64 rows
and columns) of all 32 heads across layers of the
fully trained TF-4 model with setup: M = 1, N =
4, C = 4,G(random) and fixed token processors sam-
pled from H(1, LeakyReLU). The DAG structure is
y1 ← {x4}, y2 ← {x1}, y3 ← {y1}, y4 ← {y2}.

scores for the chain tokens in any example are placed
on the parent tokens in that particular example itself
(similar to the M = 1 case in Figure 9a). However,
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(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

Figure 26: Mean attention matrices (last 64 rows
and columns) of all 32 heads across layers of the
fully trained TF-4 model with setup: M = 2, N =
4, C = 4,G(random) and fixed token processors sam-
pled from H(1, LeakyReLU). The DAG structure is
y1 ← {x4, x2}, y2 ← {x1, x4}, y3 ← {y1, x2}, y4 ←
{y2, x4}.

(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

Figure 27: Mean attention matrices (last 64 rows
and columns) of all 32 heads across layers of
the fully trained TF-4 model with setup: M =
3, N = 4, C = 4,G(random) and fixed token pro-
cessors from H(1, LeakyReLU). The DAG struc-
ture is y1 ← {x4, x2, x3}, y2 ← {x1, x4, y1}, y3 ←
{y1, x2, x4}, y4 ← {y2, x4, x2}.

in the generic case of randomly sampling the token
processors per sequence, we observed that the mean
attention scores of the last layer indicate a reliance
on the answer tokens of previous examples (see Fig-

(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

Figure 28: Mean attention matrices (last 64 rows
and columns) of all 32 heads across layers of the fully
trained TF-4 model with setup: M = 1, N = 4, C =
4,G(random),H(1, LeakyReLU). The parent tokens
of the chain tokens are y1 ← {x4}, y2 ← {x1}, y3 ←
{y1}, y4 ← {y2}. When the cardinality of H is not
bounded, we notice that the Layer 4 attention maps
indicate a reliance on the answer tokens of previous
in-context examples to generate final answer token.

ure 28). This is an interesting observation which
requires further study on the dependence between
diversity of token processors and the attention map
score distributions.

Patterns beyond the ‘induction heads’. Pre-
vious works such as (Olsson et al., 2022; Edelman
et al., 2024; Nichani et al., 2024) typically relied on
‘attention-layer’ only models to analyze the ‘induc-
tion head’ characteristics for improved ICL perfor-
mance. Our analysis goes beyond such prefix match-
ing and copying mechanisms of induction heads. In
particular, our analysis of the attention maps and
the Precision indicates that practical transformer
models are capable of inferring the causal structure
even without any prefix matching mechanisms. This
indicates a deeper connection between the underly-
ing reasoning process via chain tokens and the di-
versity of token processing functions that facilitate
such learning of causal structures.

E On the Sparsity of Attention
Maps in Reasoning LLMs

A key aspect of CoT-ICL Lab is the freedom it pro-
vides to control the sparsity of DAGs while cre-
ating the tokenized sequences. Drawing parallels
with NLP, we aim to gain insights by analyzing the
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mean attention maps of the last layer of reasoning
LLMs when prompted with math questions from the
MMLU dataset (Hendrycks et al., 2021).

Setup. The DeepSeek-R1-Distill-Llama-8B

reasoning model is prompted to answer a high
school mathematics question from the MMLU
dataset. We employ the GenerationConfig API in
the transformers library to generate the response
with a token limit of 1024 and various tempera-
ture values. For visualization purposes, we apply
thresholding on the mean attention map using a
value of 10−3. The attention scores greater than the
threshold are assigned a value of 1 and the rest are
set to 0.

The binarized attention maps of
DeepSeek-R1-Distill-Llama-8B can be ex-
tremely sparse. We plot the mean attention
maps corresponding to the reasoning (output)
tokens in Figure 29. Notice that the temperature

not only affects the reasoning output lengths, but
the attention patterns as well. Interestingly, in both
the scenarios, notice that the attention scores tend
to concentrate around the immediately previous
tokens in the reasoning chain. The input prompt is
presented in Figure 30 and reasoning outputs are
presented in Figure 31 and Figure 32.

(a) temperature=0.6 (b) temperature=0.9

Figure 29: Mean attention matrix of all heads for the
final layer of the DeepSeek-R1-Distill-Llama-8B

model when generating the reasoning output for a
high school mathematics question from MMLU.

F Comparison with Related Work

ICL with real-valued examples. Analyzing the
ICL capabilities of transformer models with syn-
thetic data has gained massive attention in recent
years. In particular, the notion of using these models
as “statisticians” which can learn and approximate
arbitrary function classes on real valued inputs has
been widely explored (Garg et al., 2022; Bai et al.,
2023; Von Oswald et al., 2023; Ahn et al., 2023; Li
et al., 2023a; Oko et al., 2024) (see also (Dong et al.,

2022)). Unlike the setup considered in this paper,
these works consider single input-output examples
(xk, yk)

K
k=1 in context where xi ∼ N (0, Id) ∈ Rd

and yi ∈ R. The goal here is to learn the linear/non-
linear functions f ∈ F such that yk = f(xk),∀k ∈
[K]. Although such a setup has resulted in valuable
insights on how transformers learn complex function
classes (linear/noisy/sparse regression, single-index
models, shallow neural networks etc), it is unclear
if it is suitable to explain the ICL capabilities of
transformers in NLP settings with tokenized multi
input-output examples.

ICL with CoT. In the real-valued setting, a re-
cent work by (Li et al., 2023b) explored the role of
CoT for learning the MLP function classes. More
importantly, they evaluate the CoT outputs of the
transformers without teacher-forcing and show how
this decomposition can facilitate a hierarchical layer-
wise learning of the MLPs. On the other hand, sev-
eral works have explored simple tokenized settings
which employ markov chain like causal structures to
study the attention maps and training dynamics of
shallow transformers (Edelman et al., 2024; Nichani
et al., 2024; Akyürek et al., 2024; Bietti et al., 2023).
The main idea here is to consider a small vocabulary
V and associate a causal dependency between tokens
using single/multiple markov chains. In particular,
a single input token x1 ∈ V is used to generate the
chain tokens y1, · · · , yC ∈ VC as per the transition
probabilities of the chain.

We highlight that the generic setup of CoT-ICL
Lab can specialize to a markov chain like structures
(via DAGs) and also allow researchers to explore to-
ken processing functions beyond MLPs (see also Ta-
ble 2) to extend such lines of work. More impor-
tantly, the multi input-output ICL setup along with
data embeddings allows us to take a step towards
modeling NLP like scenarios with interpretable syn-
thetic data.
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The following is a multiple choice question about high school mathematics.

The length of a rectangle is twice its width. Given the length of the diagonal is $5\sqrt {5}$,
find the area of the rectangle.

A. 2500

B. 2

C. 50

D. 25

Which of these options is correct? Please provide a concise explanation and either option A,B,C

or D in the format: ### Final Option:

Figure 30: The input prompt to the DeepSeek-R1-Distill-Llama-8B model.

Okay , I’m trying to solve this problem about the rectangle. Let ’s see. The question says the length is twice its width ,

and the diagonal is 5\sqrt {5}. We need to find the area of the rectangle. Hmm , okay , I remember that in a rectangle ,

the diagonal forms a right triangle with the length and width. So maybe I can use the Pythagorean theorem here.

Let me denote the width as ’w’. Then the length , since it’s twice the width , would be ’2w’. Right , so length is 2w,

width is w. Now , the diagonal of the rectangle is the hypotenuse of this right -angled triangle. The formula for the

diagonal (d) would be sqrt( (length )^2 + (width )^2 ). Wait , that ’s the Pythagorean theorem.

Given that the diagonal is 5\sqrt{5}, I can set up the equation: sqrt( (2w)^2 + w^2 ) = 5\sqrt {5}. Let me square

both sides to eliminate the square root. That gives me (2w)^2 + w^2 = (5\ sqrt {5})^2.

Calculating each term: (2w)^2 is 4w^2, and w^2 is just w^2. So adding them together , 4w^2 + w^2 is 5w^2.

On the right side , (5\ sqrt {5})^2 is 25 * 5, which is 125.

So now I have 5w^2 = 125. To find w^2, I can divide both sides by 5. That gives w^2 = 25. Taking the square root

of both sides , w = 5. Since width can ’t be negative , we take the positive value.

So the width is 5 units. Then the length , which is twice that , is 2 * 5 = 10 units. Now , the area of the rectangle is

length multiplied by width , so that ’s 10 * 5 = 50.

Looking at the options , option C is 50. So I think the correct answer is C. Let me just double -check my steps. I set up

the variables correctly , used the Pythagorean theorem , squared both sides properly , solved for w, and then calculated

the area. Everything seems to add up. Yeah , I’m confident it’s C.

</think >

The problem involves finding the area of a rectangle where the length is twice the width and the diagonal is

\(5\ sqrt {5}\). By denoting the width as \(w\), the length becomes \(2w\).

Using the Pythagorean theorem for the diagonal:

\[

\sqrt {(2w)^2 + w^2} = 5\sqrt {5}

\]

Squaring both sides:

\[

4w^2 + w^2 = 125 \Rightarrow 5w^2 = 125 \Rightarrow w^2 = 25 \Rightarrow w = 5

\]

The width is 5, so the length is \(2 \times 5 = 10\). The area is:

\[

5 \times 10 = 50

\]

Thus , the correct answer is **C. 50**.

### Final Option: C

Figure 31: The output of the DeepSeek-R1-Distill-Llama-8B model with temperature=0.6.
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Okay , so I have this problem here about a rectangle. The problem says that the length is twice its width. Hmm ,

I remember that in a rectangle , the sides are pairs of equal lengths. So if the length is twice the width ,

I can represent them as variables. Let me think , maybe width is w and length would be 2w.

Then the problem mentions the diagonal is 5 times the square root of 5. That ’s 5\sqrt {5}. I know that in a rectangle ,

the diagonal forms a right triangle with the length and width. So I can use the Pythagorean theorem here.

The theorem states that in a right -angled triangle , the square of the hypotenuse (which is the diagonal here)

is equal to the sum of the squares of the other two sides.

Okay , so the diagonal is 5\sqrt{5}, so I should square that. Let me calculate that: (5\ sqrt {5})^2. Squaring 5 gives 25,

and squaring \sqrt {5} gives 5. So 25 times 5 is 125. So the diagonal squared is 125.

Now , the length is 2w, and the width is w. Plugging into the Pythagorean theorem: (2w)^2 + w^2 = (5\ sqrt {5})^2.

Let me compute (2w)^2, which is 4w^2, and w^2 is w^2. Adding them together , it’s 5w^2. So 5w^2 = 125.

To find w^2, I can divide both sides by 5. That gives me w^2 = 25. So w is the square root of 25, which is 5.

Therefore , the width is 5 units.

Then the length is twice that , so 2 times 5 is 10. So the length is 10 and the width is 5. To find the area of the

rectangle , I multiply length by width. So 10 times 5 is 50. Hmm , that ’s 50. Let me check the options. Option C is 50.

So I think the answer is C.

Wait , let me double -check because sometimes when I do math quickly , I might makes mistakes. So let me recast it.

Given length is twice the width , so l=2w. The diagonal squared equals l squared plus w squared. So substituting ,

(2w)^2 + w^2 = (5\ sqrt {5})^2.

That ’s 4w^2 + w^2 = 25 * 5. So 5w^2 = 125. Dividing both sides by 5 gives w^2=25. So w=5, since width can ’t be negative.

So length is 10. Area is l times w, so 10*5=50. Yep , that seems correct.

So the area should be 50, which is option C.

</think >

The length of the rectangle is twice its width. Using the Pythagorean theorem for the diagonal , we find the width and

length , then calculate the area.

### Step -by-Step Explanation:

1. ** Define Variables :**

- Let the width be \( w \).

- Then , the length is \( 2w \).

2. **Apply Pythagorean Theorem :**

- The diagonal is \( 5\sqrt {5} \).

- \( (length )^2 + (width )^2 = (diagonal )^2 \)

- Substitute \( length = 2w \) and \( width = w \):

\[

(2w)^2 + w^2 = (5\ sqrt {5})^2

\]

- Simplify:

\[

4w^2 + w^2 = 25 \times 5

\]

\[

5w^2 = 125

\]

3. **Solve for \( w^2 \):**

- \( w^2 = \frac {125}{5} = 25 \)

- \( w = \sqrt {25} = 5 \) (since width can ’t be negative ).

4. **Find Length and Area :**

- Length \( = 2w = 2 \times 5 = 10 \).

- Area \( = length \times width = 10 \times 5 = 50 \).

### Final Answer:

The area of the rectangle is **50** , which corresponds to option **C**.

### Final Option:

C.

Figure 32: The output of the DeepSeek-R1-Distill-Llama-8B model with temperature=0.9.
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Previous Work Tokenized Setup CoT in ICL Multi-Input Output ICL Explicit DAG
Von Oswald et al. (2023) × × × ×

Ahn et al. (2023) × × × ×
Garg et al. (2022) × × × ×
Bai et al. (2023) × × × ×
Li et al. (2023a) × × × ×
Guo et al. (2024) × × × ×

Panwar et al. (2024) × × × ×
Oko et al. (2024) × × × ×
Xie et al. (2022) ✓ × × ×

Akyürek et al. (2024) ✓ × × ×
Dai et al. (2023) ✓ × × ×

Deutch et al. (2024) ✓ × × ×
Edelman et al. (2024) ✓ × × ✓
Nichani et al. (2024) ✓ × × ✓
Feng et al. (2023) ✓ ✓ × ×

Prystawski et al. (2023) ✓ ✓ × ✓
Merrill and Sabharwal (2024) ✓ ✓ × ×

Hou et al. (2023) ✓ ✓ × ✓
Li et al. (2023b) × ✓ × ×
CoT-ICL Lab ✓ ✓ ✓ ✓

Table 2: Comparison with related work on ICL and CoT.

Notation Description
V A custom vocabulary used to generate tokens

d The data embedding dimension in Edata ∈ R|V|×d.
Edata A constant ‘unknown’ data embedding matrix
G A class of functions to filter/select tokens
H A class of functions to process token embeddings (rows in Edata)
F A function class composed of G,H
l The depth of the MLP in H
ϕ The activation function used in the MLP in H
N Number of input tokens per example
M Number of tokens selected by G
C Number of chain tokens (Chain length)
K Number of examples per sequence
TF A decoder only transformer model

x = (x1, · · · , xN ) ∈ VN Input tokens in an example
y = (y1, · · · , yC) ∈ VC Chain tokens in an example

pK(f) A sequence composed using f ∈ F with K examples in-context.
pK
CoT (f) A CoT sequence composed using f ∈ F with K examples in-context.
TF◦C(·) The C-step auto-regressive greedy token generation by the TF model.

Table 3: A summary of notations used throughout the paper.
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