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Abstract

Traditional reinforcement learning-based
robotic control methods are often task-
specific and fail to generalize across diverse
environments or unseen objects and instruc-
tions. Visual Language Models (VLMs)
demonstrate strong scene understanding and
planning capabilities but lack the ability
to generate actionable policies tailored to
specific robotic embodiments. To address
this, Visual-Language-Action (VLA) models
have emerged, yet they face challenges in
long-horizon spatial reasoning and grounded
task planning. In this work, we propose the
Embodied Multimodal Action Model with
Grounded Chain of Thought and Look-ahead
Spatial Reasoning, EMMA-X. EMMA-X lever-
ages our constructed hierarchical embodiment
dataset based on BridgeV2, containing 60,000
robot manipulation trajectories auto-annotated
with grounded task reasoning and spatial
guidance. Additionally, we introduce a trajec-
tory segmentation strategy based on gripper
states and motion trajectories, which can help
mitigate hallucination in grounding subtask
reasoning generation. Experimental results
demonstrate that EMMA-X achieves superior
performance over competitive baselines, par-
ticularly in real-world robotic tasks requiring
spatial reasoning. We make our codes, models,
and datasets publicly available: https:
//declare-lab.github.io/Emma-X/.

1 Introduction

The robotic policy model aims to generate se-
quences of low-level action manipulation policies
for robots. Traditional reinforcement learning-
based robotic control methods often focus on nar-
rowly defined tasks within fixed environments (Ma
et al., 2024), hindering their ability to generalize

*Both authors contributed equally to this work.
†Now at Google Deepmind.

SUBTASK: Grasping the pot cover
REASONING: The robot is closing its gripper around the pot cover's 
handle to securely pick it up. This requires precision to ensure a 
stable grip.

Task Reasoning of ECoT Our Task Reasoning

Task: put the silver pot cover on the silver pot.

Plan: Move to the silver pot cover, Close 
the gripper, Put the silver pot cover …
Subtask: Move to the silver pot cover
Reason: The silver pot cover is the closest 
to the robot arm and needs to be picked up 
first.

… …

Plan: Positioning over pot cover，
Grasping the pot cover, Lifting …
Subtask: Grasping the pot cover
Reason: The robot is closing its 
gripper around the pot cover's handle 
to securely pick it up…

𝒙

𝒚

𝒛

2D Gripper Position of Future State 3D Spatial Movements to Future State

Our Spatial Reasoning

Figure 1: Comparison of our EMMA-X with ECoT in
task reasoning. While both approaches utilize Gemini,
our method also incorporates image sequence input,
whereas ECoT relies solely on text input. We also
illustrate an example of spatial reasoning.

beyond task-specific training data and limiting their
applicability (Brohan et al., 2023b; Chi et al.).

Recent advancements in foundation models for
vision and language have highlighted the remark-
able scene-understanding and task-planning capa-
bilities (Radford et al., 2021; Zhai et al., 2023; Tou-
vron et al., 2023). These Visual-Language Models
(VLMs) excel at breaking down complex tasks
into manageable steps through chain-of-thought
reasoning and demonstrate significant potential in
planning. Despite their strengths, VLMs are not
inherently designed to directly generate policies
applicable to specific embodiment configurations
in robotics. This limitation has spurred the emer-
gence of Visual-Language-Action (VLA) models,
which aim to bridge this gap by leveraging multi-
modal inputs to produce adaptive and generalized
robotic actions for complex, multi-task scenarios
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(Brohan et al., 2023a; Kim et al., 2024; Octo Model
Team et al., 2024).

However, most of the existing VLA models of-
ten exhibit “muscle memory” response patterns,
struggling to perceive scene variation and under-
stand instructions as humans do when handling
complex tasks or ambiguous commands. Zawalski
et al. (2024) attempts to address this issue through
visual and task reasoning, including the bounding
box of the object, task segmentation, and the direc-
tion of predicted action, etc. Although they equip
VLAs with an understanding of the current situa-
tion and task, they lack long-horizon spatial reason-
ing on how robots should move next. We hypothe-
size that the completion of subgoals or subtasks can
be enhanced if the VLA incorporates look-ahead
spatial reasoning, such as inferring the gripper’s
future 2D position and the 3D movement plans
necessary for the gripper to reach that position. In
particular, we train the VLA model to predict fu-
ture position gt+k of the gripper as checkpoints
and use them to devise a high-level movement plan
β(gt, gt+k). This plan informs the immediate ac-
tion at at the current state st, ensuring decisions
are both reactive to the present and aligned with
long-term objectives. Similar to a delivery driver
planning a route with key landmarks to make pur-
poseful driving decisions, this approach optimizes
task completion by balancing foresight and adapt-
ability.

Additionally, another limitation in task reason-
ing provided by ECoT(Zawalski et al., 2024) is the
absence of visual grounding when augmenting rea-
soning data using Gemini. We observe that Gemini
frequently hallucinates due to a lack of holistic
understanding of the setup and environment. As
shown in Figure 1, the image shows that the robot
already started to grasp the pot cover, while the
task reasoning indicates the subtask is still “Move
to silver pot cover", which conflicts with the fol-
lowing reasoning they provided.

In this work, we introduce the Embodied Mul-
timodal Action Model with Grounded Chain of
Thought Reasoning, EMMA-X. We develop a hier-
archical embodiment dataset based on BridgeV2,
consisting of 60,000 robot manipulation trajecto-
ries. For each state of a given trajectory, we gen-
erate detailed spatial reasoning grounded in the
environment and task reasoning, such as the plans
of how the robot should perform the subtask. As
shown in Figure 1, we also generate the 2D gripper
position, and 3D spatial movements of the gripper

to transit to future states, which enable the VLA
model to reason a long-horizon plan for accom-
plishing the task.

Furthermore, we utilize Gemini (Team et al.,
2023) to generate grounded task reasoning for each
observed state. To avoid the abovementioned rea-
soning conflict problem of task reasoning in ECoT,
we propose a novel trajectory segmentation strat-
egy, which leverages the opening and closing states
of the gripper and the motion trajectory of the robot
arm to segment the sequence of states into distinct
segments. By grounding, we mean that, unlike
ECoT, which prompts Gemini to generate subtask
reasoning based solely on textual descriptions, our
approach incorporates visual images segmented
using the aforementioned strategy. As shown in
Figure 1, our method can accurately provide the
subtask “Grasping the pot cover" corresponding
to the current robotic state. This illustrates that
our strategy significantly reduces Gemini’s hallu-
cination issues by requiring it to construct a vi-
sual understanding of the environment, rather than
relying solely on textual descriptions of the envi-
ronment. Finally, we train our EMMA-X based
on OpenVLA using our constructed hierarchical
embodiment dataset.

The main contributions of our work are summa-
rized as follows:

• We introduce a 7B-parameter embodied mul-
timodal action model, EMMA-X created by
fine-tuning OpenVLA with the grounded
chain of thought (CoT) reasoning data.

• We synthetically construct a hierarchical em-
bodiment dataset from the existing robot ma-
nipulation dataset, which includes the 3D
spatial movements, 2D gripper position, and
grounded reasoning.

• We propose a novel trajectory segmentation
strategy that leverages the gripper’s opening
and closing states alongside the motion tra-
jectory of the robot arm, facilitating both
grounded task reasoning and look-ahead spa-
tial reasoning.

• Our proposed EMMA-X achieves signifi-
cant performance improvements over existing
competitive baselines on various real-world
robot tasks, especially in tasks where spatial
reasoning is required.
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2 Problem Formulation

2.1 Policy Imitation Learning

Given a set of expert demonstrations D =
{({st}Tt=1, Ti, {at}Tt=1)}Ni=1, where N is the num-
ber of demonstrations in the dataset, T is the num-
ber of states (image frames of the environment) for
a data sample Di, si = imagei represents the state
consisting of an image of the environment, Ti is a
natural language task instruction, and ai represents
the action taken by the expert in that state, the goal
is to learn a policy πθ(a | s, T ) that mimics the
expert’s behavior.

The policy πθ is modeled by a Vision-Language-
Action (VLA) model. In line with the OpenVLA
setting, the policy outputs a generalized action as a
7-dimensional vector. This vector encodes the end-
effector’s (gripper’s) velocity of Cartesian com-
ponents (x, y, z), orientational components (roll,
pitch, yaw), and the gripper’s close-open action.

The goal is to find parameters θ that minimize
the difference between predicted action and the
expert’s action.

2.2 Hierarchical Policy Imitation

We build on the above formulation by decompos-
ing a general task T into a hierarchical structure
consisting of finer-grained components: states, seg-
ments, and subtasks.

A state at timestep t, denoted st, represents the
scene. The sequence of states for the i-th trajec-
tory is Si = {s1, s2, . . . , sT }, where T is the num-
ber of timesteps. An action at is taken at state
st, and the corresponding sequence of actions is
Ai = {a1, a2, . . . , aT }. A segment σ is a series
of consecutive states, {st, st+1, . . . , st+k}, con-
tributing to a subgoal, with Σi = {σ1, σ2, . . . , σn}
representing the segment sequence for the i-th
trajectory. In each segment, the robot performs
similar actions. A subtask S consists of seg-
ments, {σ1, σ2, . . . , σp}, to achieve a specific sub-
goal. Finally, a task T is a series of subtasks,
{S1,S2, . . . ,Sm}, required to complete the over-
all objective.

Our Vision-Language-Action (VLA) model
πθ(at | st, T ) predicts actions at for each state
st by hierarchically decomposing tasks into sub-
tasks. This ensures the end-effector’s motion aligns
with subgoal intents, enhancing the model’s ability
to execute complex tasks through manageable sub-
tasks. We create a dataset D = {Di}Ni=1, where
Di = {Si,Σi, Ti}. Each state st ∈ Si is labeled

with its subtask. Without such labeling, chain-of-
thought training is infeasible. During inference,
the model generates reasoning chains, including
subtasks and relevant spatial information derived
from visual scenes.

3 Methodology

In this section, we introduce our proposed frame-
work in detail. Our EMMA-X encompasses three
crucial designs: (1) Segmenting the trajectory
based on the states of the gripper and the motion
trajectory of the robotic arm. (2) Generating hierar-
chical planning including grounded task reasoning,
2D gripper positions, and 3D spatial movements.
(3) Training the our EMMA-X based on OpenVLA
with our constructed dataset.

3.1 Trajectory Segmentation

Why Segment Trajectories? The overarching
goal of our work is to enhance Vision-Language-
Action (VLA) models with grounded chain-of-
thought (CoT) reasoning. We identified two key
limitations in existing VLAs: 1) While existing
VLAs improve task decomposition by breaking a
task into subtasks and solving each using CoT (Za-
walski et al., 2024), their CoT reasoning relies ex-
clusively on textual scene descriptions 1. This lim-
its their reasoning capability for real-world scenar-
ios. 2) They lack robust spatial reasoning abilities,
essential for effective task planning and execution.

To address these limitations, we propose two
key solutions: Incorporating visual scene infor-
mation: Beyond textual prompts, we integrate
visual inputs into Gemini to enable task decompo-
sition into subtasks and generate high-level plans
grounded in both visual and textual contexts. Fine-
grained movement plans: We train the robot to
determine where to go and how to reach a potential
future state necessary for completing a subtask.

To implement these solutions, every state must
be labeled with the subtask the robot is performing.
However, our experiments revealed that directly an-
notating each individual frame via Gemini resulted
in noisy labels, likely due to insufficient contex-
tual information. To overcome this, we segment
trajectories into sequences of consecutive states
where the robot performs semantically similar ac-
tions. This segmentation provides richer context,

1We use “scene” and “environment” interchangeably
throughout this paper.
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Initial State Final State

S1: Positioning over pot cover S2: Grasping the pot cover S3: Lifting and moving the pot cover

(a) Motion Trajectory (b) Gripper State

opening

closing

(c) Trajectory Segment (d) Movement Generation

End Effector State
[x1,y1,z1] End Effector Position

[x1,y1,z1…] 

Movement to next segment
1. Move forward 22 steps
2. Move left 23 steps
3. Move downward 25 steps
…

𝒑𝒈𝒐𝒂𝒍 − 𝒑𝒏𝒐𝒘

(f) Grounded Reasoning

...

S4: Positioning and placing 
the cover on the pot

(e) Gripper Position

OWL + SAM

REASONING:
The robot arm needs to move to the
correct location above the pot cover
to be able to grasp it…
SUBTASK:
Positioning over pot cover

User: analyse the robot 
actions in each segment
and give subtask and 
reason.

SEGMENT: 1
REASONING: The robot arm needs to 
move to the correct location above the pot 
cover to..
SUBTASK: Positioning over pot cover

Task: pick up the pot cover and put it on
the silver pot.

(g)

Figure 2: Construction of our hierarchical embodied dataset. We first segment the trajectory. Then, we generate the
3D spatial movement that requires to transition to the end state of the segment. Based on segments, we recognize
the 2D gripper position and generate the grounded task reasoning.

allowing Gemini to assign subtask labels more ef-
fectively.

Additionally, segmentation facilitates finding the
gripper’s position in a future state and planning its
movement. At a given state st, the model predicts
the movement plan required to reach the initial
state of the next segment, st+k, before determining
the policy at for st. Since t+ k > t, this approach
enables the model to perform look-ahead spatial
reasoning, predicting the gripper’s position at a
likely future state, planning the motion trajectory,
and generating at accordingly.

Our Segmentation Method. As shown in Fig-
ure 2(a) and Figure 2(b), we segment observation
sequences by integrating the motion trajectory and
the gripper states of the end effector. To achieve
this, we utilize the Hierarchical Density-Based
Spatial Clustering of Applications with Noise
(HDBSCAN) algorithm (McInnes et al., 2017),
which effectively handles noise stemming from
small fluctuations caused by imperfections in hu-
man demonstration. The flexibility of HDBSCAN
enables the discovery of diverse trajectory patterns
within the data.

We define a custom distance measurement to
segment the end effector’s trajectory, capturing
both spatial and temporal information. Let pi =
(xi, yi, zi) denote the 3D position, and ri =
(rix, riy, riz) represent the 3D orientation of data
point i. Additionally, let ti represent the timestamp
of this data point. The distance between two data
points i and j is given by the following expression:

d(i, j) = ∥pi−pj∥2+λ∥ri−rj∥2+β|ti−tj | (1)

where λ is a weighting factor for the orientation

component, and β controls the influence of the
temporal distance 2. This combined distance met-
ric d(i, j) ensures that both spatial movement and
temporal separation contribute to the segmentation
process. The inclusion of temporal information
helps to distinguish trajectories that are spatially
similar but occur at different times, while the orien-
tation term captures changes in the end effector’s
rotation.

Applying the HDBSCAN algorithm with this
distance metric allows us to segment the trajec-
tory into meaningful clusters that reflect distinct
movement patterns. However, the motion trajec-
tory alone does not fully capture the interaction
dynamics of the end effector with the environment.
To address this, we incorporate the gripper state
gsi, which represents whether the gripper is in
a grip (closed) or loose (open) position. A seg-
mentation breakpoint occurs when the HDBSCAN
algorithm detects a new cluster or when the grip-
per state changes between consecutive data points,
formally defined as gsi ̸= gsi+1.

This dual-segmentation approach effectively
combines trajectory-based clustering with
interaction-based segmentation, ensuring that
the resulting segments capture both the motion
patterns and the manipulation actions of the end
effector. By integrating these two modalities, we
achieve a richer and more accurate segmentation
of the policy.

Finally, as a result of the segmentation pro-
cess, we have a sequence of segments denoted
as Σi = {σ1, σ2, . . . , σn}, where n is the num-

2We use λ as 1 and β as 0.03 for best segmentation.
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Emma-X

Instruction: pick up the pot cover and put it on the 
silver pot.
2D Gripper Position of Current State: [112, 105]

… …
Image Tokenizer Text Tokenizer

Action De-Tokenizer

…

7D Robot Actions: [∆𝒙, ∆𝚯, ∆𝑮𝒓𝒊𝒑]

Reasoning: The robot has grasped the pot cover and is now lifting it …
Subtask: Lifting and moving the pot cover
2D Gripper Position of Future State : [70, 103]
3D Movement: move forward 19 steps; move left 73 steps; move downward…

Text Decoder

Hierarchical Embodiment Data

60 K
Trajectories

Figure 3: The overview of EMMA-X fine-tuned from
OpenVLA using our hierarchical embodiment dataset.

ber of segments. Here, a segment is expressed as
σ = {st, st+1, . . . , st+k}, comprising k states.

3.2 Data Generation

After obtaining the segments, we generate hierar-
chical embodied planning data for each demonstra-
tion, as shown in Figure 2. For each segment of
a demonstration, we produce the 2D end-effector
position and 3D movements for the completion
state of the current segment. Additionally, we gen-
erate grounded reasoning for the corresponding
subtasks.

Why Look-ahead Spatial Reasoning? Consider
the robot as a delivery driver tasked with delivering
a package to a specific destination (the goal). The
driver has access to a detailed high-level map of the
city, which provides potential landmarks or check-
points (st+k) along the way to the destination. To
reach the goal efficiently, the driver performs two
tasks: Plans a high-level route: The driver iden-
tifies likely landmarks and routes to guide them
toward the destination, akin to predicting st+k and
the movement plan β(st, st+k). Executes imme-
diate driving decisions: While en route, the driver
makes real-time decisions (at), such as turning
left or stopping at a traffic signal, informed by the
planned route and the current position st.

Without the ability to establish landmarks or

checkpoints (future states) and plan routes based
on them, the driver would rely solely on reactive de-
cisions, leading to inefficiencies or incorrect paths.
By integrating both the high-level plan and im-
mediate feedback, the driver ensures purposeful
and adaptive progress toward the goal. Following
this analogy, we calculate the look-ahead gripper
position and movement plan to reach there.

Look-ahead Gripper Position Generation. Fol-
lowing (Zawalski et al., 2024), we also use OWLv2
(Minderer et al., 2024) and SAM (Kirillov et al.,
2023) to detect 2D gripper position, which can be
seen in Figure 2(e). The difference is that they train
the model to output only the gripper position for the
current input state, whereas, in our data construc-
tion process, we use the current gripper position
as input and predict the gripper position for the
first state of the next segment. Thus, although both
approaches utilize the gripper position, our model
focuses more on predicting the gripper position in
future states during training, rather than identifying
its position in the current state. Let’s consider for
every state st, we obtain gt, the gripper position of
the first state of the next segment.

Look-ahead Movement Plan Generation. As
shown in Figure 2(d), we infer the 3D spatial po-
sitions corresponding to the current state and the
end state of the current segment using the state
policy of the robot. Specifically, we calculate the
displacement between these two positions to deter-
mine the direction and step size required for the
manipulator to move from the current state to the
end state. Following the motion language idea in
RT-H (Belkhale et al., 2024a), we encode our high-
level motion plans using a standardized template in
Appendix E. By integrating look-ahead spatial rea-
soning, the model incorporates both reactive and
proactive decision-making. It combines immediate
context at the current state st with a high-level plan
that predicts likely future states st+k and the cor-
responding movement strategy β(st, st+k). This
dual focus enables the model to align immediate
actions with the overarching goal, ensuring pur-
poseful and adaptive task execution. Please note
that this data is not directly executed as the robot’s
actions. Let’s consider for every state st, we will
obtain mt, the movement plan to the first state of
the next segment.

14203



Category Task OpenVLA ECoT EMMA-X (Ours)

h_Succ (%) Succ (%) h_Succ (%) Succ (%) h_Succ (%) Succ (%)

SPATIAL RELATION Put the upper half of the carrot in the pot 30 10 35 20 80 60
SPATIAL RELATION Put the left half of the lemon in the pan 30 0 35 10 55 20
SPATIAL RELATION Put the blue cube on the left plate 25 20 5 0 60 60
SPATIAL RELATION Put the blue cube on the right plate 60 60 35 20 90 90

OOD OBJECT Put the banana in pot 70 50 45 40 85 70
OOD OBJECT Put the blue cube on the plate 90 90 20 10 85 70
OOD OBJECT Wipe the stove with towel 70 50 50 30 90 90

OOD INSTRUCTION Pick up any object that is a kind of vegetable 40 30 15 0 75 70
OOD INSTRUCTION Put the inedible object on the towel 0 0 25 0 40 30
OOD INSTRUCTION Put the edible object on the towel 0 0 15 10 35 0

IN DOMAIN Open microwave 50 30 25 0 65 30
IN DOMAIN Close microwave 80 60 45 40 100 100

Average 45.41 33.33 28.75 15.00 71.66 57.50

Table 1: Experimental results of EMMA-X and baselines on 12 real-world WidowX-250 robot manipulation tasks.

Grounded Chain-of-Thought Reasoning. As
shown in Figure 2(f) and (g), we utilize Gemini 3 to
derive the subtask corresponding to each segment,
along with scene understanding and the reasoning
behind the series of actions the robot needs to per-
form the subtask. Specifically, we take sequences
of segmented images, and task descriptions as in-
put to guide Gemini in generating the subtask and
grounded reasoning for each segment. Compared
to (Zawalski et al., 2024) that infer subtasks and
their mapping to states solely from textual infor-
mation, our approach first segments the sequence
based on the robot’s motion trajectory and grip-
per’s state as explained in Section 3.1. After that,
based on the given multimodal information, we
generate the corresponding subtasks and the rea-
soning of each subtask. Note that each subtask can
comprise multiple segments. For the i-th trajectory,
we obtain the grounded reasoning from Gemini, de-
fined as: GRi =

{
(σk,Sk,Rk) | k = 1, . . . , n

}
,

where: - σk is the k-th segment, - Sk is the subtask
label assigned to σk, -Rk is Gemini’s justification
for assigning subtask Sk to σk, and - n is the total
number of segments in the trajectory. The prompt
template can be seen in the Appendix B.

The Final Dataset. The final dataset for
the i-th trajectory in the training dataset is
defined as: {Di}Ni=1 = {Xi, Yi}Ni=1 ={
{(st, Ti), (mt, gt, GRt, at)}Tt=1

}N

i=1
, where t =

1, 2, . . . , T , and T is the total number of timesteps
in the trajectory.

3.3 EMMA-X

In this section, we introduce the architecture of our
proposed EMMA-X which is a 7B-parameter VLA

3We used gemini-1.5-pro-latest for our data generation.

model fine-tuned from OpenVLA using our con-
structed hierarchical embodiment data. As shown
in Figure 3, we adjust the text prompt with the
current gripper position and add chain-of-thought
training to enhance the ability of spatial reasoning
and scene understanding before predicting the next
robot action policy.

During the process of predicting for real robot
testing, we input the task description, the current
observation image, and the 2D gripper position
detected in real-time by OWLv2 (Minderer et al.,
2024) and SAM (Kirillov et al., 2023). EMMA-
X first outputs the subtask and a description of
the current scene, including the spatial relation-
ship between the target object in the image and the
robotic arm, as well as the operational instructions
required for the gripper to reach the goal of the cur-
rent subtask. Additionally, EMMA-X also predicts
the target position the gripper needs to reach after
completing the sub-task, including both the 2D lo-
cation in the image and the 3D spatial movements.
Finally, the model outputs the next 7D robot action
policy for downstream manipulation.

4 Experiments

4.1 Implementation Details

To create the hierarchical reasoning dataset, we
employed our data creation pipeline on full
BridgeData-v2, which consists of approximately
60,000 trajectories paired with task instructions,
resulting in an augmented dataset.

To train our VLA models, we employed Open-
VLA, a 7B vision-language-action (VLA) model
built upon the Prismatic vision-language frame-
work and pretrained on the Open X-Embodiment
dataset. For autoregressive training, we convert
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Figure 4: Experimental results on different categories
of real-world robot tasks.

our continuous 7-dimensional action policy into
discrete policy tokens, consistent with OpenVLA’s
methodology. We adhere to OpenVLA’s training
procedure and fine-tune the base model on our
augmented dataset for 9 epochs until convergence.
Once the reasoning and actions are converted into
a unified string format, Emma-X is trained using
a standard next-token prediction objective, opti-
mizing the cross-entropy loss on predicted action
tokens. Unlike OpenVLA, we use a smaller batch
size of 64 to adapt to our specific hardware and
experimental setup.

4.2 Robot Setup and Metrics

We evaluate our approach using the 6-DoF Wid-
owX robot arm, as introduced in the Bridge V2
paper, which represents a standard benchmark for
assessing generalizable robotic policies. The pol-
icy takes as input a single third-person camera feed
and a natural language instruction, predicting end-
effector velocity actions to control the robot.

To rigorously test the generalization capabilities
of the policies, we develop a suite of challeng-
ing evaluation tasks that span multiple aspects: in-
domain scenarios, out-of-domain (OOD) objects,
spatial relationships, and OOD instructions. All
policies are assessed on identical real-world setups
to ensure consistency in camera angle, lighting con-
ditions, and background. Each task is conducted
over 10 trials, adhering to the methodology estab-
lished by OpenVLA. If the robot can successfully
achieve the task specified inside the prompts, it is
counted as a success (succ) receiving a score of
1, otherwise, a score of 0 is assigned. Following
OpenVLA, we also introduce a "half-success" (h-
succ) metric that considers both the task goal and
difficulty and assigns a 0.5 score only when the
half-success criteria are met (Appendix C).

Models SPATIAL RELATION OOD OBJECT OOD INSTRUCTION

h_Succ (%) Succ (%) h_Succ (%) Succ (%) h_Succ (%) Succ (%)

EMMA-X 77 70 88 80 75 70
w/o mt 42 (↓ 35) 37 (↓ 33) 63 (↓ 25) 55(↓ 25) 40 (↓ 35) 30 (↓ 40)
w/o gt 32 (↓ 45) 30 (↓ 40) 45 (↓ 43) 35 (↓ 45) 45 (↓ 30) 30 (↓ 40)
w/o GRt 22 (↓ 55) 10 (↓ 60) 45 (↓ 43) 40 (↓ 40) 25 (↓ 50) 20 (↓ 50)
w/o HDBSCAN 27 (↓ 50) 20 (↓ 50) 53 (↓ 35) 35 (↓ 45) 65 (↓ 10) 40 (↓ 30)

OpenVLA 38 30 70 50 40 30
w/ FT 28 (↓ 10) 23 (↓ 17) 65 (↓ 5) 50 (↓ 0) 15 (↓ 25) 0 (↓ 30)

Table 2: Models with different configurations.

4.3 Baselines

To comprehensively evaluate the performance of
our proposed EMMA-X, we conduct extensive ex-
periments across 12 different tasks on the real robot
with several competitive methods.

OpenVLA (Kim et al., 2024): A VLA
model based on large-scale VLM Prismatic-
7b and pre-trained on the Open-X-Embodiment
dataset(Collaboration et al., 2023).

OpenVLA w/ FT: For a fair comparison, we
finetuned the OpenVLA model on the BridgeV2
dataset for the same number of epochs following
the same training setting in our method.

ECoT (Zawalski et al., 2024): A VLA model
fine-tuned from OpenVLA on BridgeV2 dataset
(Walke et al., 2023) with their generated chain-of-
thought reasoning data.

4.4 EMMA-X Improves Policy Generalization

In this section, we compare EMMA-X with several
baselines on 12 real-world robotic tasks. As shown
in Table 1, our EMMA-X outperforms the strong
baseline OpenVLA, with a 24.17% increase in task
success rate and a 26.25% increase in half suc-
cess rate. This demonstrates the effectiveness of
our constructed hierarchical embodiment dataset.
In addition, compared to ECOT, our EMMA-X
shows significant gains, which can be caused by
the following: 1) ECoT suffers from noisy training
data, which causes hallucinations when faced with
out-of-domain instructions or unfamiliar objects,
leading to task failures. Interestingly, even for IN

DOMAIN tasks, it performs poorly compared to
other models, highlighting its limited reasoning ca-
pabilities. Our grounded task reasoning approach
addresses this by incorporating the segmented vi-
sual images, ensuring more accurate task under-
standing. 2) EMMA-X enhances spatial reasoning
by predicting the 2D gripper position of the end
state of the current segment and 3D spatial move-
ments to transit to it before predicting the next
robot action policy.

As shown in Figure 4, we also compared the
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Subtask: Reaching for the blue cube
Reason: The robot arm is moving downwards and 
positioning its gripper above the blue cube to prepare for 
grasping. 
Future State Gripper Position: [128, 124]
3D Movement: move forward 22 steps; move right 32
steps; move downward 142 steps

Task: put the blue cube on the left plate
Current Gripper: [104, 52]

Task: put edible object on the towel
Current Gripper : [165, 79]

Subtask: Reaching for the towel
Reason: The robot needs to grasp the towel to be able to 
wipe the stove 
Future State Gripper Position:[147, 132]
3D Movement : move forward 22 steps; move left 22
steps; move downward 72 steps

Subtask: Reaching for the edible object
Reason: The robot arm needs to move towards the 
pineapple to grasp it. This is the first step towards 
picking it up
Future State Gripper Position:[147, 94]
3D Movement : move backward 1 steps; move left 62
steps; move downward 52 steps

Task: wipe the stove with the towel
Current Gripper : [142, 95]

Figure 5: Qualitative examples of successful and failed cases with EMMA-X on real-world robot testing.

average performance across various categories of
robotic tasks. Notably, our method achieved the
most significant performance improvement in SPA-
TIAL RELATION tasks, outperforming OpenVLA
by 35% and ECoT by 29% in the h_Succ rate.
These results strongly validate the effectiveness of
our predicted 3D spatial movements. Furthermore,
our method demonstrated substantial performance
gains in OOD INSTRUCTION tasks, highlighting
the efficacy of our grounded task reasoning.

4.5 Analysis
We trained several variants of EMMA-X to evalu-
ate the roles of segmentation, look-ahead spatial
reasoning, and grounded chain-of-thought (CoT)
reasoning, which collectively constitute the core
of EMMA-X. For this evaluation, we sampled 6
prompts across SPATIAL RELATION, OOD OB-
JECT, and OOD INSTRUCTION (prompts are in-
dicated in magenta color in Section C). For each
prompt, we conducted 10 rollouts under the same
experimental setup as our main experiments.

Segmentation Greatly Helps the Policy. To
evaluate the effectiveness of our segmentation
technique, we conducted an experiment where se-
quences were segmented solely based on the grip-
per’s (end effector) open and close positions. The
results, reported in Table 2 under the w/o HDB-
SCAN condition, show a general performance drop
of 10% to 50%. Notably, spatial reasoning per-
formance experienced the most significant decline,
with a drop of 50%. These findings demonstrate
that the distance metric introduced in Eq. 1 is cru-
cial for the segmentation process.

The Impact of Look-ahead Spatial Reasoning.
To evaluate the importance of look-ahead spa-
tial reasoning, we conducted two experiments: 1)

EMMA-X was trained without explicitly predicting
the gripper’s position in the next segment, relying
only on the predicted movement plan to reach the
future gripper position of that segment (denoted as
w/o gt in Table 2). This assumes that EMMA-X
implicitly infers the future gripper position. 2) We
trained EMMA-X to predict the future end effec-
tor’s position but without rolling out a movement
plan to reach that position (denoted as w/o mt in Ta-
ble 2). The results reveal significant performance
drops in both cases (25%-40% for “w/o mt” and
30% to 45% for “w/o gt”), with a more pronounced
decline in spatial reasoning tasks (35% for “w/o
mt” and 45% for “w/o gt”). Furthermore, the re-
sults suggest that predicting the future end effec-
tor’s position is more critical, as the performance
drop in the absence of 3D spatial movements to the
next segment is less severe. We hypothesize that
this may be due to OpenVLA’s inherent spatial rea-
soning capabilities, which enable it to more easily
transition between positions.

The Importance of Grounded CoT Reasoning.
Grounded chain-of-thought (CoT) reasoning is a
foundational element of EMMA-X. To assess its
impact, we trained a variant of EMMA-X without
grounded reasoning, while retaining look-ahead
spatial reasoning in the data. The results show a
marked performance drop by 43%-55%, highlight-
ing that spatial reasoning alone is insufficient. In-
terestingly, the absence of grounded CoT reasoning
resulted in a more severe decline in spatial reason-
ing performance compared to models where spatial
reasoning capabilities were explicitly ablated. This
underscores the critical role of grounded CoT in
tackling complex reasoning tasks, including spatial
reasoning. Therefore, we surmise that for enhanc-
ing the generalizable policies of Vision-Language-
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Action (VLA) models, it is essential to improve
their broader reasoning capabilities, encompassing
object recognition, color understanding, abstrac-
tion, commonsense knowledge, and more.

Fine-tuning does not Improve OpenVLA. We
sought to find whether fine-tuning OpenVLA on
BridgeV2 could match the performance of EMMA-
X. The results, shown in Table 2, reveal that Open-
VLA’s performance degrades by 5%-30% after
fine-tuning with the worst performance observed
for OOD INSTRUCTION. We hypothesize that this
decline is due to overfitting, as BridgeV2 is already
part of OpenVLA’s pre-training dataset.

Qualitative Analysis on Real-world Robot Task.
To qualitatively evaluate the effectiveness of our
spatial and task reasoning in guiding robotic ac-
tions, we present two successful trajectories and
one failed trajectory in Figure 5. From the left case,
we find that the predicted gripper position corre-
sponds to the end state of the subtask “reaching for
the blue cube”. The 3D movement provides a de-
tailed path, clearly directed toward the “blue cube”.
We also include a failed trajectory where the “hot-
dog" is mistakenly identified as a “pineapple". This
error propagates, impacting the prediction of the
gripper’s future position and preventing it from ac-
curately picking up the “hot dog”. More reasoning
samples of our EMMA-X and ECoT can be seen
in Appendix G and H.

5 Conclusion

We introduce EMMA-X, a 7B-parameter embod-
ied multimodal action model designed to enhance
spatial reasoning and task planning for robotic pol-
icy generation. We construct a hierarchical em-
bodiment dataset enriched with grounded reason-
ing, including 2D gripper positions and 3D spatial
movements. Furthermore, our proposed trajectory
segmentation strategy reduces hallucination in task
reasoning by grounding reasoning in visual images.
The experimental results demonstrate the effective-
ness of EMMA-X, showing significant improve-
ments over existing baselines in tasks requiring
long-horizon spatial reasoning.

Limitations

While EMMA-X shows promising performance,
its latency remains higher compared to OpenVLA.
This increased inference time primarily results
from the additional tokens generated during the

reasoning process. Specifically, EMMA-X gen-
erates approximately 10 times more tokens than
OpenVLA. To mitigate this, a potential strategy is
to predict all policies within a segment and only re-
generate the policy if the predicted policy deviates
significantly from the expected movement plan.
Another limitation is the generalization capability
of EMMA-X. Scaling the training process to in-
corporate a larger subset of the OXE dataset could
enhance the model’s ability to handle a broader
range of tasks and robotic systems. Lastly, us-
ing SAM for detecting the gripper position can
lead to inaccuracies. These errors may occur when
the gripper is partially occluded by objects or po-
sitioned outside the image frame. Employing a
more robust model for detecting and segmenting
the robot hand could address these challenges and
improve reliability.
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A Related Work

Vision–Language–Action (VLA) Models. Early “generalist” robot policies such as RT-1 and RT-2
showed that conditioning Transformer backbones on paired vision, language, and action tokens yields
robust multi-task control across embodiments (Brohan et al., 2023b,a). Scaling data breadth (Open
X-Embodiment) and model size (RT-2-X) further improves generalisation (Collaboration et al., 2023),
while Octo (Octo Model Team et al., 2024) and OpenVLA (Kim et al., 2024) demonstrate compositional
and end-to-end finetuning strategies, respectively. Despite these advances, VLAs still under-utilise the
inherent reasoning abilities of their language backbones when solving long-horizon manipulation tasks.

Spatial Reasoning with Chain-of-Thought. Recent work injects explicit spatial chain-of-thought
(CoT) signals into policy generation. ECoT augments VLAs with textual rationales aligned to high-
and low-level actions (Zawalski et al., 2024). LLaRA formulates control as visuo-textual conversations,
aligning pixel-level gripper coordinates with actions (Li et al., 2024b). LLARVA leverages structured
prompts and intermediate 2-D “visual traces” to couple perception and action (Niu et al., 2024). Chain-
of-Affordance (CoA) further decomposes reasoning into sequential object, grasp, spatial, and motion
affordances, boosting robustness in complex scenes (Li et al., 2024a). Our method extends this line by
grounding CoT in predicted future states and hierarchical sub-goal selection.

Language-Enriched Robot Demonstrations. A complementary direction repurposes existing robot
datasets with richer linguistic structure. Policy Adaptation via Language Optimisation (PALO) samples
task decompositions from a vision-language model to enable few-shot adaptation (Myers et al., 2024).
RACER augments demonstrations with failure-recovery trajectories and fine-grained language, pairing
a VLM supervisor with a visuomotor actor (Dai et al., 2024). RT-H builds an action hierarchy by
first predicting “language motions” as an intermediate abstraction, improving robustness across multi-
task datasets (Belkhale et al., 2024b). These language-enriched corpora highlight promising paths for
data efficiency and reliable long-horizon control, motivating our future work on scaling grounded CoT
generation to open-world manipulation settings.

B Prompts and Sample Outputs

Template for prompting Gemini to generate subtasks and reasoning.

The robot successfully completed a task specified by the instruction: '{instruction
}'. Here is a list of segments of images for the robot hand to perform the task
specified by the instruction.

Based on the sequence of segments provided in sequential order , pay attention to
the robot hand and identify which subtask it is performing in each segment.
Provide the justification for why the subtask should be done based on the
environment. You can assign the same subtask to multiple segments.

You should output in dictionary format: {segment_number: [subtask , reason for
justification], ...}. The segment_number starts from 1 and must be an integer.
The output dictionary keys correspond to each segment , and the output dictionary
length should be the same as the number of segments.

{segment_count}

Segment 1: images in segment 1
Segment 2: images in segment 2
...
Segment n: images in segment n
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We list the Gemini output of the example in Figure 1 as follows:

Here\'s a breakdown of the robot\'s subtasks in each segment:

```json{
1: [" Positioning over pot cover", "The robot arm needs to move to the correct

location above the pot cover to be able to grasp it. This involves adjusting
its position and orientation ."],

2: [" Grasping the pot cover", "The robot is closing its gripper around the pot
cover\'s handle to securely pick it up. This requires precision to ensure a
stable grip."],

3: [" Lifting and moving the pot cover", "The robot has grasped the pot cover and
is now lifting it up and moving it towards the silver pot. It must avoid

collision with other objects in the environment ."],
4: [" Positioning and placing the cover on the pot", "The robot carefully

positions the cover above the silver pot and lowers it into place. This
requires aligning the cover with the pot\'s opening and releasing the grip
gently to avoid dropping or damaging the cover or pot ."]

}

C Half Success Criteria

The half-success criteria to for the metric h_success are as follows. The prompts in magenta color are
used to report the results in Table 2.

Task Half Success Criteria
Put the banana in pot Robot successfully grasps the banana.
Put the upper half of the carrot in the pot Robot moves towards or grasps the correct

target object.
Pick up any object that is a kind of vegetable Robot moves towards the correct vegetable.
Put the left half of the lemon in the pan Robot moves towards and correctly selects the

left half of the lemon.
Put the blue cube on the plate Robot grasps the blue cube.
Put the blue cube on the left plate Robot grasps the blue cube and moves it to-

wards the left plate.
Put the blue cube on the right plate Robot grasps the blue cube and moves it to-

wards the right plate.
Put the inedible object on the towel Robot moves towards the correct inedible ob-

ject.
Put the edible object on the towel Robot moves towards the correct edible object.
Wipe the stove with a towel Robot touches the towel but does not wipe the

stove.
Open the microwave Robot partially opens the microwave door.
Close the microwave Robot partially closes the microwave door.

Table 3: The tasks used to evaluate the models and their half-success criteria.

D Segmentation Statistics

Average Number of frames per segment: 5.5
Average Number of segments per trajectory: 6.9
Average Number of frames per trajectory: 32.8

E Motion Plan Template

Translational Movements: move (left/right) x steps, move (forward/backward) y steps, move (upward/-
downward) z steps.
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Rotational Movements: pitch (upward/downward) α degrees, yaw (left/right) β degrees, roll (clock-
wise/counterclockwise) γ degrees.
Gripper Action: (open/close) gripper.

F Pseudo Code for Training EMMA-X and Running Inference

Notations defined in 2.2

Algorithm 1 Data Generation, Training, and Inference Process
For each sample i in Embodied Dataset, we have:
T : Number of time frames
S = {st}Tt=1: Images at each time frame t, where st is the image at time frame t
G = {gt}Tt=1: Gripper poses at each time frame t (position, orientation, and open-or-close state)
T : Task instruction in natural language format

Training Process:
1: while not converged do
2: for each sample i do
3: Mframes→segments ← dual_segmentation(G) ▷ Mapping from frame to segment
4: Msegments→subtasks, reasons ← Gemini(S,G, T ) ▷ Mapping from segment to subtasks
5: for each time frame t ∈ {1, 2, . . . , T} do
6: σt ←Mframes→segments(t) ▷ Get segment for time t
7: GRt ←Msegments→subtasks, reasons(σt) ▷ Get grounded reasoning from Gemini
8: gt ← SAM(st) ▷ Get 2D gripper position Using SAM model
9: gend ← SAM(Send) ▷ Get 2D gripper position at end of current segment

10: mt ← Template(gt − gend) ▷ Translational change to movement plan in natural language
11: prediction← EMMA-X(T , st, gt, GRt, gend,mt, at) ▷ Perform supervised fine-tuning

(SFT) with label: (T , st, gt, GRt, gend,mt, at)
12: end for
13: end for
14: end while

Inference Process:
1: while Task not completed do
2: gt ← SAM(st)
3: GRt, gend,mt, at ← EMMA-X(T , st, gt)
4: Control the robot using at, to get new st, gt
5: end while

G Generated Annotations of our EMMA-X

As illustrated in the Figure 6, we present the model’s reasoning across different real-world robot tasks,
including its understanding of the current environment, task segmentation, and prediction of the robotic
hand’s 2D and 3D positional movement in the subsequent state.

H Comparison of ECoT with our EMMA-X

We provide a comparison between the CoT data generated during our data generation phase and that
of ECoT. As shown in the Figure 1, for the same frame in the BridgeV2 trajectory, ECOT’s reasoning
sequence tends to exhibit misaligned task segmentation. Specifically, even when the robotic hand has
already grasped the silver cover in the current frame, ECoT often remains in the previous task phase,
predicting actions toward reaching the silver cover.
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Figure 6: The reasoning samples generated by EMMA-X during testing on real-world robot tasks.

Figure 7: The reasoning of ECoT on our real-world robot tasks
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Additionally, we also provide several ECoT reasoning outputs during real-world robot testing. From the
first case shown in Figure 7, we observe that ECOT’s reasoning in real-world tasks is prone to hallucination
issues. For instance, hallucination in the bounding box: objects such as the "gray pot" or "red pepper" are
not present in the observation, while the "blue cube" is missing. Such errors can severely mislead the
robotic hand’s subsequent actions. In the second example, we further observe conflicts between subtask
reasoning and motion planning, indicating inconsistencies in its decision-making process.

14214


