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Abstract

In psychological practices, standardized ques-
tionnaires serve as essential tools for assess-
ing mental health through structured, clinically-
validated questions (i.e., items). While so-
cial media platforms offer rich data for mental
health screening, computational approaches of-
ten bypass these established clinical assessment
tools in favor of black-box classification. We
propose a novel questionnaire-guided screen-
ing framework that bridges psychological prac-
tice and computational methods through adap-
tive Retrieval-Augmented Generation (aRAG).
Our approach links unstructured social media
content and standardized clinical assessments
by retrieving relevant posts for each question-
naire item and using Large Language Mod-
els (LLMs) to complete validated psycholog-
ical instruments. Our findings demonstrate
two key advantages of questionnaire-guided
screening: First, when completing the Beck
Depression Inventory-II (BDI-II), our approach
matches or outperforms state-of-the-art perfor-
mance on Reddit-based benchmarks without
requiring training data. Second, we show that
guiding LLMs through standardized question-
naires can yield superior results compared to
directly prompting them for depression screen-
ing, while also providing a more interpretable
assessment by linking model outputs to clin-
ically validated diagnostic criteria. Addition-
ally, we show, as a proof-of-concept, how our
questionnaire-based methodology can be ex-
tended to other mental conditions’ screening,
highlighting the promising role of LLMs as
psychological assessors.1.

1 Introduction

According to the World Health Organization
(WHO), one in seven adolescents experiences a
mental health disorder (Wiederhold, 2022), with

1Code available: https://github.com/Fede-stack/Adaptive-

RAG-for-Psychological-Assessment

depression, anxiety, and behavioral disorders lead-
ing among young people. Following COVID-19,
mental health conditions (MHCs) surged, with de-
pressive disorders increasing by 28% in 2020 (Kiel-
ing et al., 2011; Winkler et al., 2020). Given the
extent of this need, the WHO Special Initiative for
Mental Health prioritizes improving and expanding
access to quality mental health interventions and
services as a key strategic goal (WHO, 2022).

Psychological questionnaires play a crucial role
in describing mental states by measuring various
psychological constructs, as outlined in the Diag-
nostic and Statistical Manual of Mental Disorders
(DSM) (Hopwood et al., 2012). The conventional
interpretation of data derived from psychometric
scales assumes that obtained scores reflect the inten-
sity of a respondent attitudes. Psychological ques-
tionnaires can be used to assess various constructs
related to different mental disorders as screening
methods to develop an initial clinical profile.

In this work, we focus on different widely used
standardized psychological questionnaires, specif-
ically the Beck Depression Inventory-II (BDI-
II) (Beck, 1996) for depression screening, the
Self-Harm Inventory (SHI) (Sansone and San-
sone, 2010) for self-harm behaviour detection, the
SCOFF questionnaire (Morgan et al., 1999) for
eating disorders screening, and the Pathological
Gambling Diagnostic Form from DSM-V (Hop-
wood et al., 2012). All of them are self-reported
surveys where overall scores correspond to specific
severity levels of the respective conditions.

Despite their clinical validity, traditional psy-
chological questionnaires present several practi-
cal limitations. They typically require in-person
administration by trained professionals, making
large-scale screening logistically challenging and
resource-intensive. Access barriers disproportion-
ately affect underserved populations, creating eq-
uity concerns in mental health assessment.

Increasingly, people are turning to social net-
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works as a space to express their feelings and ex-
periences and find support (Bucci et al., 2019;
Naslund et al., 2016). Numerous initiatives
have emerged to analyze social media content
for health monitoring using NLP techniques, in-
cluding CLPsych (Tsakalidis et al., 2022) and
eRisk (Losada et al., 2017), through organized com-
pletion tasks.

Recent research has revealed significant limi-
tations in using closed-source LLMs for mental
disorder classification. Studies by (Amin et al.,
2023) and (XU et al., 2023) demonstrate that
both zero-shot and few-shot approaches struggle to
match state-of-the-art (SOTA) supervised methods.
These limitations stem from several challenges: (1)
LLMs’ difficulty in directly mapping unstructured
text to diagnostic categories, (2) the complex, multi-
dimensional nature of mental health assessment re-
quiring domain expertise, and (3) the semantic gap
between social media language and clinical criteria.
We propose mitigating these challenges through
an intermediate step: rather than attempting direct
diagnosis, we instruct LLMs to complete standard-
ized psychological questionnaires, effectively de-
composing the complex diagnostic task into struc-
tured, clinically-validated assessment items.

To achieve that, we propose an adaptive RAG
approach (aRAG), combining retrieval and clas-
sification, to accurately predict users’ responses
to psychological questionnaire items by analyzing
their Reddit post history. Unlike existing methods
that use fixed retrieval parameters or direct clas-
sification, our approach automatically determines
the optimal number of relevant posts needed for
each questionnaire item, adapting to the semantic
density and relevance of available content. To the
best of our knowledge, we demonstrate, for the first
time, how LLMs (both open- and closed-source)
can serve as effective annotators of standardized
psychological questionnaires by analyzing social
media posts through aRAG.

The main contributions of this paper are: (1) We
explore various combinations of open- and closed-
source LLMs together with dense retrievers for
predicting psychological questionnaires, evaluat-
ing how performance varies with different combi-
nations of LLMs, prompt strategies, and retrieval
models. (2) We compare the results of our approach
with the best results obtained for the considered
eRisk collections using primarily supervised mod-
els, showing how our unsupervised approach often
outperforms the benchmarks. (3) We extend this

paradigm to other mental disorders, introducing an
interpretable and unsupervised method for predict-
ing new MHCs.

These results confirm that LLMs can serve as
effective and promising psychological assessors
when their predictions are guided by standardized
clinical instruments, bridging the gap between lan-
guage models and psychometric practice.

2 Related Works

Recent advancements in NLP have enabled the
development of new and complex models across
various areas, particularly in digital and mental
health (Ríssola et al., 2019). Transformer-based
models (Vaswani et al., 2017) have significantly
advanced mental health analysis on social media
platforms. While initial work used BERT variants
for depression detection (Raj et al., 2024; Ríssola
et al., 2020), specialized models like MentalBERT
(Ji et al., 2022) emerged, pre-trained specifically
on mental health-related content. A novel direction
explored how emotion manifests in depressed indi-
viduals’ (Bucur et al., 2022) and a broader spectrum
of mental disorders (De Grandi et al., 2024) from
social media posts, using emotional and psycholog-
ical markers to provide interpretable assessment.

Recently, Large Language Models have shown
increasing promise, with approaches like MentaL-
LaMA (Yang et al., 2024a) offering interpretable
analysis, and (Varadarajan et al., 2024) combining
theoretical frameworks with computational tech-
niques for suicide risk assessment. These advances
suggest potential for real-time intervention and sup-
port (Yang et al., 2024b).

Concerning the use of NLP methods to predict
psychological questionnaires’ responses, early ap-
proaches used neural models to predict personality
traits (Elourajini and Aïmeur, 2022) and Myers-
Briggs indicators (Yang et al., 2021) from user-
generated social media content. BERT embeddings
have been leveraged to link social media expres-
sions with psychological assessments (Vu et al.,
2020; Atari et al., 2023). More recently, (Rosen-
man et al., 2024) used an LLM to impersonate
interviewees and complete questionnaires, using
these responses as features in a Random Forest to
predict new questionnaire scores.

With regard to eRisk data, recent approaches
were used to predict BDI-II responses using ad-
vanced computational methods. (Pérez et al., 2023)
introduced a retrieval-based framework with item-
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Figure 1: Pipeline of the main steps of our architecture. For each user, embeddings are created for each post and for
each of the 4 choices of each item. The most relevant posts for each choice are retrieved and used as input for the
LLM to generate the item score.

based classifiers for depression screening, while
(Ravenda et al., 2025) proposed a probabilistic ap-
proach combining retrieval mechanisms to handle
ordinal Likert scales. Both approaches innovate via
retrieval-based selection of relevant social media
content, departing from previous methods that used
fixed post selection.

Our work differs from previous approaches by
focusing on a completely unsupervised scenario,
leveraging LLMs through an aRAG approach, filter-
ing the most relevant posts and use LLMs to predict
scores, establishing a semantic mappings between
social media content and standardized question-
naire items. To evaluate the effectiveness of our
approach in such tasks, we use two eRisk collec-
tions from the 2019 and 2020 editions (Losada
et al., 2019, 2020), which contain the post-history
of Reddit users alongside their completed BDI-II
questionnaires. After demonstrating the effective-
ness of this unsupervised approach, we extend it to
different MHCs, highlighting the benefits of con-
straining LLM predictions to individual psycholog-
ical questionnaire responses.

3 Research Questions

The main Research Questions we address are:
(RQ1.) Is it possible to fill out a psychological
questionnaire automatically based on a user’s
Reddit post history in an unsupervised context?
How does this compare in terms of performance to
SOTA models for the considered datasets?

(RQ2.) How does the model’s effectiveness vary
with changes in:
(RQ2a.) The LLM being used. To answer
this question, we consider six LLMs: two
large-scale open-source (Qwen 2.5 70B,
DeepSeek V3), two lightweight open-source
(Phi-3-mini, Phi-3.5-mini), and 2 closed-
source (Claude-3.5-Sonnet, gpt-4o-mini).
(RQ2b.) The prompting strategy we employ.
Specifically, we use both a direct prompting
approach and Chain-of-Thought (CoT) (Wei et al.,
2022) prompting.
(RQ2c.) The dense retrieval models. These are
used to retrieve the most relevant posts for each
user in response to each survey item.
(RQ3.) Can our approach -completing a stan-
dardized psychological questionnaire to obtain
a “psychological explanation” of why a user is
associated with certain risk levels - be extended to
other MHCs without training data?
(RQ4.) What are the benefits of our psychological-
guided approach compared to an approach that
relies exclusively on prompting?

Problem Definition. While existing computa-
tional approaches typically frame mental health
prediction as a direct mapping from text to diag-
nosis f(Text) → Y (Kim et al., 2020; Sekulić
and Strube, 2019), where Text represents textual
information like social media posts or interview
transcriptions, this black-box formulation faces
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significant challenges in clinical applicability, in-
terpretability, and generalizability across contexts
(Paris et al., 2012; Friginal et al., 2017). These
models, often neural, require large datasets to per-
form well. Our work introduces a novel paradigm
that bridges computational and clinical practice
by leveraging standardized psychological question-
naires as an intermediate structured representa-
tion. By reformulating the prediction task through
questionnaire items, our method offers several key
advantages: (1) clinical interpretability through
standardized assessment criteria, (2) transparent
reasoning through item-level predictions, and (3)
alignment with established psychological practice.
The prediction is framed as a function linking
text and questionnaire items, f(Text, Itemi) → Si,
where Si represents the user’s score for item i.
The combination of these individual scores de-
fines a final score used to diagnose symptoms as∑

i f(Text, Itemi) → Y . The proposed method
comprises two main steps, illustrated in Figure 1:
(1) retrieving the most relevant posts for each item
using an adaptive dense retrieval approach; (2) gen-
erating responses in a zero-shot setting with LLMs,
using the retrieved documents as context.

4 Methodology

4.1 Datasets

Our analyses uses seven datasets from the 2017,
2019, 2020, and 2022 eRisk collections (Losada
et al., 2017, 2019, 2020; Parapar et al., 2022),
encompassing different MHCs. The depression
datasets consist of two distinct tasks. The “early de-
tection task dataset” from eRisk 2017 (used in Sec-
tion 5.3) provides binary classification data (depres-
sion vs. control users) through user posts and com-
ments, with users labeled based on signs of depres-
sion. The “severity assessment task datasets” from
eRisk 2019 and 2020 (used in Section 5.1) con-
tain user post histories along with their responses
to the BDI-II questionnaire, enabling detailed de-
pression severity measurement. The self-harm,
anorexia, and pathological gambling datasets be-
long to the “early detection tasks datasets” from
eRisk 2019, 2020, and 2022 (used in Section 5.2).
These datasets contain posts preceding users’ entry
into self-harm, anorexia, and gambling communi-
ties, aiming to identify early warning signals before
explicit help-seeking behavior. Table 1 summarizes
the user and post distributions across conditions for
the early detection task datasets, while Table 2

Collection # of Users # of Posts

Patient Control Patient Control

eRisk 2017 - Depression 52 349 359.7 623.7
eRisk 2019 - Self-Harm 41 299 168.9 212.4
eRisk 2020 - Self-Harm 104 319 112.4 285.7
eRisk 2019 - Anorexia 73 742 241.4 745.1
eRisk 2022 - Gambling 81 1998 180.6 507.6

Table 1: Users statistics of “early detection task datasets”
for eRisk 2017, 2019, 2020, and 2022 for depression,
self-harm, anorexia, and pathological gambling.

Collection Minimal Mild Moderate Severe

eRisk 2019
4 4 4 8

# of Users: 20
# of Posts: 10’380

eRisk 2020
10 23 18 19

# of Users: 70
# of Posts: 33’600

Table 2: Users summary statistics of “severity assess-
ment task datasets” for eRisk 2019 and 2020 editions.

presents detailed statistics for the severity assess-
ment task datasets, including the distribution of
depression severity levels.

4.2 Adaptive Zero-Shot Retrieval Strategy

In this subsection, we address the challenge of re-
trieving relevant social media content for psycho-
logical assessment. The number of Reddit posts
per user varies widely, leading to potential issues
such as exceeding the LLM token limit and reason-
ing degradation due to large inputs (Fraga, 2024;
Li et al., 2024, 2025). To mitigate these issues,
we adopt a fully unsupervised retrieval strategy
based on embedding similarity, exploring 10 differ-
ent dense retrieval models (see Table 3) and evalu-
ating their effectiveness through LLM prediction
accuracy. To account for variability in relevant
posts per user, we employ the ABIDE-ZS method
(Ravenda et al., 2025). For each item, this approach
identifies a neighborhood where the semantic mean-
ing remains stable - i.e., the posts within this region
share contextual relevance to the specific question-
naire’s item. Posts are retrieved based on seman-
tic similarity, selecting the top k∗ posts, where k∗

is optimally determined by the ABIDE algorithm
(Noia et al., 2024) for each item (see Section B).
This eliminates the need to fix a priori the number
of k posts to retrieve or set a threshold, making our
approach adaptive.

Figure 1 illustrates the retrieval process. For a
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Models MiniLM-L6 MiniLM-L12 distilBERT-v4 T5 distilBERT-tas-b all-mpnet GIST sf-e5 contriever bge-large

Cosine ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✗
Emb. Dim. 384 384 768 768 768 768 768 1024 768 1024
Avg. Docs retrieved 9 15 9 15 9 20 17 14 10 13

Table 3: Dense retrievers used are reported, along with how the similarity scores are calculated (cosine similarity -
✓ - or dot product - ✗ ), the dimension of the retriever embeddings, and the average number of documents retrieved
per item with respect to the eRisk 2019 dataset.

each user i, embeddings are generated for their
posts (scatters) and for the four response choices
(denoted by the ⋆ symbol) within an item. Let Pi =
{pi1, . . . ,pim} represent the embeddings of the m
posts for user i, and iqj = {iqj1, iqj2, iqj3, iqj4}
represent the embeddings of the four choices for
item j. These item choices serve as queries (aka
item-queries) to retrieve the most relevant posts
from the user’s history. For each choice iqjl

(where l = 1, 2, 3, 4), the relevant Reddit posts
RRPjl (represented by colored dots in Figure 1)
are retrieved by selecting the top k∗ posts with the
highest embedding similarity scores: RRPijl =
{pi}pi∈ℵ(iqjl), where ℵ(ICjl) represents the adap-
tive neighborhood of size k∗ for item j and choice l.
Consider user posts and questionnaire item choices
embedded in RD, where D is the dimension of
the embeddings. The optimal k∗ is determined
by the local density of posts around each query
point, ensuring we retrieve exactly the number of
posts needed to maintain semantic coherence. In
other words, the space identified by the adaptive
neighborhood for each item-query can be seen as a
space where the semantics of the item-query re-
main constant, which is reflected in the region
where the posts are semantically relevant to the
item-query. Table 3 shows the statistics of the dif-
ferent dense retrieval models used, including the
similarity measure adopted for each retriever (a
more in-depth discussion about retrievers used can
be found in Appendix D). We observe that while
the number of documents retrieved per item varies
across models, no significant correlation exists be-
tween embedding dimension and the average num-
ber of retrieved documents (Pearson correlation,
p− value = 0.70). The impact of k∗ is discussed
in Section E.2 of the Appendix.

4.3 Proposed Framework

The proposed workflow - aRAG - involves a two-
step pipeline. First, we retrieve the most relevant
posts for each user with respect to each question-
naire item, and then we instruct the LLM to predict
the corresponding score. Our investigation com-

Context:
You are a psychological assistant specializing in administering and interpreting standardized psychological
assessments. Your task is to assist in filling out the Beck Depression Inventory-II (BDI-II), a widely used
self-report questionnaire designed to assess the severity of depression, based on the user's Reddit Posts.
Determine the most appropriate answer to each questionnaire item. Please provide only a score from 0 to 3.

Direct instruction:

CoT instruction:
Follow the instructions. 1. Consider the following Reddit posts: {POSTS}. 2. Identify which posts are the most relevant
for answering a question related to {ITEM}. 3. Based on the relevant Reddit posts, choose which of the following
choices seems most appropriate as a response: {CHOICES}. Why does this choice stand out as the best match given
the user's current psychological state? Think about the reasoning behind this choice step by step. 4. Finally, report the
final score (0-3) based on the intensity of {ITEM}. Use the reasoning from the previous steps to justify your scoring.

Consider the following Reddit post: {POSTS}. These posts are the most relevant posts from the user according to
the item: {ITEM}. Which of the following choices do you think is the most appropriate response: {CHOICES}.
Report only the final score single score, only one value between 0 and 3 included based on the intensity of
{ITEM}.

Figure 2: Prompt templates based on different prompt-
ing strategies: Direct and CoT.

bines SOTA retrieval techniques with both open
and closed-source LLMs, examining how differ-
ent prompting strategies affect psychological as-
sessment accuracy. All LLMs are used with tem-
perature set to 0 to force deterministic outputs.
For predictions, we use the closed-source mod-
els gpt-4o-mini and Claude-3.5-Sonnet, along-
side large-scale open-source models Qwen 2.5 70B
and DeepSeek V3, as well as lightweight open-
source models Phi-3-mini and Phi-3.5-mini.
For prompting, we use two techniques illustrated
in Figure 2. The first technique predict the item
scores directly based on relevant Reddit posts (Di-
rect), while the second approach guides the LLM
to reflect on intermediate steps (CoT), encourag-
ing the LLM to go through reasoning steps before
predicting the final score.

5 Results

5.1 Predicting Psychological Questionnaire
Scores

To evaluate the effectiveness of our approach in pre-
dicting responses to the BDI-II questionnaire, we
use the official eRisk benchmark metrics (Losada
et al., 2019) that assess performance at two distinct
levels (for all the metrics considered, the higher the
value, the better):

At the level of the questionnaire, we examine
the Hit Rate of the Depression Category (DCHR)
which measures the accuracy in estimating depres-
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Figure 3: Results associated with the use of different combinations of LLMs, prompting strategies, and retrieval
models across various metrics for the eRisk 2019 collection. The best combinations for each metric are highlighted
with ⋆. The greener the color, the better the score. For readability we report only the first decimal.

sion severity levels (minimal: 0-9, mild: 10-18,
moderate: 19-29, and severe: 30-63), and the Av-
erage Difference between Overall Depression Lev-
els (ADODL), which evaluates the general BDI-II
score estimations.

At item level, we employ Average Hit Rate
(AHR) to evaluate prediction accuracy for individ-
ual symptoms, and Average Closeness Rate (ACR)
to measure how close predictions are to actual val-
ues for each symptom.

We use datasets from the 2019 and 2020 eRisk
editions, which contain users’ post histories and
their responses to the BDI-II questionnaire.

We systematically evaluate different combina-
tions of LLMs, dense retrievers, and prompting
strategies for the eRisk 2019 dataset, using the best
combinations for the eRisk 2020 collection. To
address (RQ.2), Figure 3 presents heatmap visual-
izations comparing performance across all combi-
nations for the four evaluation metrics on the eRisk
2019 dataset.

On average, we observe that lightweight models
perform significantly better with direct prompting
compared to CoT approach, while this difference
is less pronounced in larger architectures. Overall,
we notice that closed-source LLMs and large-scale
open-source models often outperform lightweight
ones. This pattern can be attributed to the lim-
ited model capacity of lightweight architectures,
their reduced ability to effectively manage multi-
step reasoning chains during CoT prompting, and
their lesser capability to capture subtle linguistic nu-
ances crucial for mental health assessment. Specif-
ically, the worst results are obtained when using
lightweight open-source models combined with
CoT prompting techniques.

After identifying the best performing combina-
tions on the eRisk 2019 dataset from Figure 3, we
use these to the 2020 collection. Table 4 shows
these results alongside baseline benchmarks. For
comparison, we consider the best performing mod-
els from previous work for each metric for the
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Collection Model + Prompt Strategy Retrieval Questionnaire Metrics Item Metrics

DCHR ADODL AHR ACR
eR

is
k

20
19

CAMH 45.00% 81.03% 23.81% 57.06%
UNSLC (Burdisso et al., 2019) 40.00% 78.02% 41.43% 69.13%
UNSLE (Burdisso et al., 2019) 35.00% 80.48% 40.71% 71.27%
Qwen 2.5 70B + Direct MiniLM-L12 55.00% 85.56% 40.95% 73.81%
gpt-4o-mini + Direct MiniLM-L12 55.00% 85.48% 35.95% 72.30%
Claude Sonnet + Direct T5 50.00% 86.27% 32.38% 72.14%
Claude Sonnet + CoT MiniLM-L12 35.00% 82.22% 41.90% 72.86%
Claude Sonnet + CoT sf-model-e5 45.00% 85.79% 38.33% 74.12%

eR
is

k
20

20

ILab (Martínez-Castaño et al., 2020) 27.14% 81.70% 37.07% 69.41%
Relai (Maupomé et al., 2020) 34.29% 83.15% 36.39% 68.32%

Sense2vec (Pérez et al., 2022a) 37.14% 82.61% 38.97% 70.10%
(Pérez et al., 2023) Recall 50.00% 85.24% 35.44% 67.23%
(Pérez et al., 2023) Voting 47.14% 85.33% 35.24% 67.41%
Qwen 2.5 70B + Direct MiniLM-L12 41.43% 83.49% 38.78% 72.74%
gpt-4o-mini + Direct MiniLM-L12 41.43% 84.01% 36.60% 71.59%
Claude Sonnet + Direct T5 47.14% 83.92% 39.52% 73.31%
Claude Sonnet + CoT MiniLM-L12 32.86% 81.59% 41.90% 72.56%
Claude Sonnet + CoT sf-model-e5 42.86% 84.17% 41.77% 73.83 %
LLMs Ensemble - 52.86% 84.63% 39.52% 74.10%

Table 4: Model performance comparison on eRisk 2019 and 2020 collection w.r.t. questionnaire metrics (DCHR,
ADODL) and item metrics (AHR, ACR). Bold values represent the best results for each collection. For all the
considered metrics, the higher the score, the better.

Collection Model + Prompt Strategy Retrieval DCHR BDI-II DCHR BDI

eR
is

k
20

19 gpt-4o-mini + Direct MiniLM-L12 55.00% 55.00%
Claude Sonnet + Direct T5 45.00% 50.00%
Claude Sonnet + CoT MiniLM-L12 50.00% 35.00%
Claude Sonnet + CoT sf-model-e5 55.00% 45.00%

eR
is

k
20

20 gpt-4o-mini + Direct MiniLM-L12 42.86% 41.43%
Claude Sonnet + Direct T5 48.57% 47.14%
Claude Sonnet + CoT MiniLM-L12 50.00% 32.86%
Claude Sonnet + CoT sf-model-e5 54.29% 42.86%

Table 5: Performance comparison regarding the correct
categorization of depressive state intensity considering
the BDI-II true reparametrization.

eRisk 2019 and 2020 collections. We refer the
reader to the corresponding overview for more in-
depth details (Losada et al., 2019, 2020). In Sec-
tion D of the Appendix we further discuss all the
models used as benchmarks. Regarding the 2019
edition, the proposed approaches outperform the
benchmarks across all considered metrics, except
for AHR, where only one combination manages to
outperform that edition’s best model. On the 2020
eRisk collection, we achieve: (1) superior item-
level metrics; our approach outperforms existing
benchmarks on granular metrics (AHR and ACR);
(2) SOTA depression category accuracy (DCHR);
we obtain the best result with a voting-regressor
ensemble based on the rounded average scores of
the top 3 closed-source approaches with the highest
DCHR scores in 2019 evaluations (as reported in
Table 4). These results are particularly notable as

we maintain high performance without requiring
training data, unlike all previous approaches re-
ported that rely on the 2019 dataset for supervision.
Interestingly, as shown in Table 4, our approach
demonstrates consistent performance across both
eRisk editions despite their different category dis-
tributions (see Table 2). Specifically, our method
maintains stable performance on three key met-
rics (ADODL, AHR, and ACR), with only DCHR
showing variation between editions. This negative
result is due to how overall scores are categorized
into the 4 severity categories of the BDI-II ques-
tionnaire. Within the context of the challenge, the
authors of the eRisk workshop use the BDI parame-
terization, the version preceding BDI-II. In BDI-II,
new ranges are introduced that change from those
of the previous test, especially regarding the mini-
mum level of depression. Specifically, minimal or
absent depression is identified as 0-13, Mild as 14-
19, Moderate as 20-28, and severe as 29-63 (Beck,
1996; Warmenhoven et al., 2012). Table 5 shows
how DCHR changes when using the correct repa-
rameterization, obtaining excellent and completely
counterintuitive results, especially for the two mod-
els using Claude and the CoT strategy, compared
to those obtained with the previous questionnaire
parameterization in the 2020 dataset. In Section E.1
of the Appendix, we further justify our aRAG ap-
proach’s effectiveness by comparing it against non-
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RAG baselines, where we test closed-source LLMs
(gpt-4o-mini and Claude-3.5-Sonnet) using di-
rect input of all posts within their context window.

5.2 Beyond Depression: Identifying Signs of
different MHCs through questionnaire

In this section, as a proof-of-concept, we extend
the use of questionnaires to different mental health
conditions, such as self-harm, anorexia, and patho-
logical gambling. We approach the identification of
self-harm behaviors using the Self-Harm Inventory
(SHI), a 22-item, yes/no self-report questionnaire,
that screens for lifetime history of self-harm behav-
iors. A score of 5 or more “yes” responses on the
SHI indicates potential mild forms of Deliberate
Self-Harm (DSH) (Latimer et al., 2009). To an-
swer (RQ.3), the methodology follows the same
approach used for BDI-II, with the key distinction
that SHI is structured as a binary questionnaire,
unlike BDI-II Likert scale. The process involves
retrieving the most relevant posts using SHI ques-
tions as queries, followed by LLM-generated re-
sponses. For SHI, since each item has binary yes/no
responses, we use only the questions as retrieval
queries. For this specific task, we chose the com-
bination of gpt-4o-mini with Direct Prompt and
MiniLM-L12-v3 as the retrieval model, as this con-
figuration demonstrated the best trade-off between
performance, computational costs, and processing
speed in previous tests. The dataset provides each
user complete post history, associated with a bi-
nary label indicating the presence or absence of
self-harm behaviors. While the original task aims
to identify self-harm cases as early as possible us-
ing the minimum number of posts, our approach
considers the entire history to maximize prediction
accuracy. For the 2019 edition, we compared our
approach with two reference models: UNSL (Bur-
disso et al., 2019), which analyzes only a subset
of posts, and iLab (Martínez-Castaño et al., 2020),
which uses BERT fine-tuned in a fully supervised
context. iLab approach was optimized to maxi-
mize F1-score and trained on a custom dataset built
from self-harm subreddit posts. To ensure a fair
comparison, we considered the version of iLab that
has access to the complete post history for both
the 2019 and 2020 editions. Figure 4 shows that
while the fine-tuned BERT-based model, benefit-
ing from an extensive training corpus, generally
outperforms our unsupervised approach, the perfor-
mance gap is remarkably narrow, particularly for
the 2019 edition. Notably, our approach achieves

superior precision in the 2020 edition. These re-
sults are particularly significant considering that
our approach do not need any training data and
requires no training data, yet achieves competitive
performance compared to fully supervised models
that leverage extensive domain-specific training.

We further applied the same methodology to
the early detection of anorexia and pathological
gambling, using the SCOFF questionnaire and the
Pathological Gambling Diagnostic Form respec-
tively. In both cases, we used the same pipeline as
in the SHI scenario. As reported in Figure 4, our
method achieves the highest F1 score for anorexia
and gambling tasks, outperforming the top-scoring
systems of the respective editions (Mohammadi
et al., 2019; Ragheb et al., 2019; Mármol-Romero
et al., 2022; Fabregat et al., 2022) in this specific
metric. These findings reinforce the generalizabil-
ity of our adaptive RAG framework, demonstrat-
ing that standardized psychological questionnaires
can effectively guide LLMs to detect a wide range
of MHCs in a fully unsupervised setting. This
suggests that our unsupervised approach based on
adaptive RAG can offer a viable alternative in sce-
narios where labeled training data is scarce or un-
available.

Even though in some cases the results do not
outperform the benchmark models, this may be at-
tributed not only to the lack of training data in our
approach, but also to the fact that our questionnaire-
guided approach occasionally fails to find sufficient
evidence to support a diagnosis based on the psy-
chometric tool used. As a result, our approach
tends to be more conservative in assigning final di-
agnoses, sometimes refraining from matching the
diagnostic criteria defined by the questionnaires
unless the retrieved content provides clear and con-
sistent indicators.

5.3 The Importance of Questionnaire for
Screening Procedure

For this task, we used data from the 2017 eRisk
edition to address (RQ4.). As in the previous sub-
section, we have access to users post histories along
with corresponding labels indicating whether each
user exhibited clinical signs of depression. To pre-
vent trivial classification by the LLM, we removed
the word depression and related terms from posts
in which users explicitly self-diagnosed.

We tested the same aRAG approach that proved
effective for previous tasks, using the same combi-
nation of methods but guided by different types of
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Figure 4: Performance of our approach compared to the best approach in each of the two eRisk editions for the
detection of self-harm, Anorexia, and Pathological Gambling. Models with ✓ use training data while models with
✗ are fully unsupervised. Precision, Recall, and F1 metrics are reported.

Model τ P R F1

eR
is

k
20

17 gpt-4o-mini - 0.32 0.74 0.45
PHQ-9 10 0.69 0.45 0.55
DASS (subscale) 14 0.36 0.64 0.46
BDI-II 20 0.42 0.76 0.54
Quest. Ensemble 0.53 0.69 0.60

Table 6: Performance comparison of our approach
applied to different depression screening question-
naires (BDI-II, DASS-42, PHQ-9) and instructing
gpt-4o-mini to only classify users into depressed/non-
depressed categories.

standardized depression screening questionnaires.
Specifically, we compared results obtained from
the Beck Depression Inventory-II (BDI-II), Patient
Health Questionnaire-9 (PHQ-9), Depression Anxi-
ety Stress Scales-42 (DASS-42) (specifically focus-
ing on its depression subscale), and simply instruct-
ing the LLM to determine if the patient was suf-
fering from depression. While for BDI-II we used
choice options as queries, for PHQ-9 and DASS-42
we only used the questionnaire items as queries
since only the questions contain textual content.

Each of the three questionnaires includes an es-
tablished optimal cut-off score, denoted as τ in
Table 6, for identifying clinically significant depres-
sion, specifically at the moderate severity threshold.
The table also reports the results obtained from the
different approaches. The worst results were ob-
tained through direct instruction to gpt-4o-mini
and through the use of the DASS-42 depression

subscale. The best results in terms of precision
were achieved using PHQ-9 (0.69), while BDI-II
showed the highest recall (0.76). The highest F1
score (0.60) was achieved using an ensemble classi-
fier combining all three questionnaires. To answer
(RQ4.), our findings suggest that structured psy-
chological assessment tools, can enhance the effec-
tiveness of LLM-based mental health assessments
compared to direct questioning approaches.

6 Conclusions

We introduce a novel aRAG approach that lever-
ages standardized psychological questionnaires to
guide LLMs in mental health screening, requiring
no training data. We demonstrate the advantage of
our approach in supporting mental health screening
tasks. The results show the advantages of our ap-
proach in: automatically completing questionnaires
(RQ1.), proving effective not only for depression
screening but also extending successfully to other
conditions like self-harm detection, anorexia, and
pathological gambling, as well as potentially other
MHCs (RQ3.), across different combinations of
LLMs, prompts, and retrievers (RQ2.). We also
show how our approach improves upon simpler
methods for screening procedure that rely on direct
prompting about the presence or absence of a de-
pressive disorder (RQ4.), by providing a structured
interpretation of the user’s psychological state and
enabling an estimation of the severity level through
clinically questionnaire scores.
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7 Limitations

The proposed methodology offers several advan-
tages in terms of its implementation and perfor-
mance. Despite these, it is important to address the
limitations of this approach.

Although the results are particularly promising
given the available data, a limitation of this work is
the relatively small number of users. Furthermore,
although the method can be easily extended to other
types of questionnaires, there is no guarantee that
similar results will be replicated across different
questionnaires or various types of MHCs.

Additionally, while the BDI-II is considered one
of the most reliable tool for depression assessment,
it has some limitations. As with all self-report
measures, it can be influenced by the patient sub-
jectivity and should not replace a comprehensive
clinical diagnosis. Instead, it should be used as a
screening tool in conjunction with other clinical
evaluation methods for a complete and accurate
diagnosis.

Furthermore, in this work we use cut-off scores
to define different risk thresholds for specific dis-
orders as reported in the original works based on
psychometric criteria. However, these cut-off score
guidelines are typically provided with the recom-
mendation that thresholds should be adjusted ac-
cording to sample characteristics and the intended
purpose of the questionnaire. Additionally, such
cut-offs may not be fully consistent in the context
of social media analysis and may require further
adaptation.

8 Ethical Considerations

The proposed methodology for mental health sup-
port and assessment, while novel, raises several
ethical considerations that must be addressed to
ensure responsible deployment.

There is potential for AI to be misused as a clini-
cal tool. Without proper safeguards, these models
could exhibit harmful or biased behaviors. It is
crucial to emphasize that this approach should not
be viewed as a substitute for specialized medical
professionals, but rather as a method to screen for
potential subjects at risk of depression.

Ethical considerations extend to privacy and
data protection, ensuring the confidentiality and
security of users social media data.
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A Data Availability

The datasets supporting the conclusions of this arti-
cle from eRisk collections are available for research
purposes under signing user agreements.

B ABIDE

Adaptive Binomial Intrinsic Dimension Estimator
(ABIDE) (Noia et al., 2024) is an approach to esti-
mate the Intrinsic Dimension (ID) of the data. The
idea of ID is to quantify the complexity of high-
dimensional datasets. In essence, it represents the
minimum number of variables needed to describe
the underlying structure of data without significant
loss of information (Denti et al., 2022, 2023). In
fact, in many real-world scenarios, especially for
what concerns text, there are often hidden rela-
tionships and dependencies among these features.
This means that the data might actually lie on a
lower-dimensional manifold embedded within the
high-dimensional space.

However, estimating ID can be difficult, espe-
cially in real-world scenarios, where datasets often
have complex structures and ID can vary depending
on the scale at which the data are observed.

ABIDE addresses the scale-dependency chal-
lenge through a novel adaptive approach. At its
core, ABIDE uses the concept of k∗, which repre-
sents the optimal neighborhood size for each data
point. k∗ is not fixed across all the observations, but
varies for each point, allowing the method to adapt
to local data characteristics. The algorithm works
iteratively. It starts with an initial ID estimate, us-
ing the 2NN method (Facco et al., 2017). Then, for
each data point, it determines the largest neighbor-
hood (k∗) where the data density can be considered
approximately constant. Using these k∗ values,
ABIDE recalculates the ID estimate. This process
is repeated, refining at each iteration both the ID
estimate and the k∗ values for each point. The
iteration continues until convergence is reached.

C Dense Retrieval Models

We use a pool of different dense retrieval mod-
els: msmarco-MiniLM-L-6-v32, msmarco-MiniLM-
L-12-v33, msmarco-distilbert-base-v44, sentence-

2https://huggingface.co/sentence-transformers/msmarco-
MiniLM-L-6-v3

3https://huggingface.co/sentence-transformers/msmarco-
MiniLM-L-12-v3

4https://huggingface.co/sentence-transformers/msmarco-
distilbert-base-v4
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Figure 5: Comparison of the performance of the gpt-4o-mini + Direct Prompt combination with MiniLM-L12-v3
retrieval model on the eRisk 2019 and 2020 datasets, varying by k value used to select the number of documents to
retrieve. k∗ represent our adaptive method, and k = 15 the average number of k∗.

T5-base5, msmarco-distilbert-base-tas-b6, all-
mpnet-base-v27, GIST8, sf-model-e59, contriever-
msmarco10, bge-large11. The selected models are a
diverse and representative sample of the SOTA for
dense retrieval and have already been tested in the
literature (Khramtsova et al., 2023; Barros et al.,
2024; Solatorio, 2024).

The chosen models, mostly pre-trained on MS
MARCO (Bajaj et al., 2018), allow for an in-depth
analysis of generalization capabilities in zero-shot
scenarios. From an empirical validation perspec-
tive, many of the selected models are present in
the BEIR leaderboard (Thakur et al., 2021), thus
providing established benchmarks for performance
evaluation. The standardization of implementa-
tion through the Hugging Face platform ensures
uniformity in evaluations and facilitates the repro-
ducibility of results.

5https://huggingface.co/sentence-transformers/sentence-
t5-base

6https://huggingface.co/sentence-transformers/msmarco-
distilbert-base-tas-b

7https://huggingface.co/sentence-transformers/all-mpnet-
base-v2

8https://huggingface.co/avsolatorio/GIST-Embedding-v0
9https://huggingface.co/jamesgpt1/sf_model_e5

10https://huggingface.co/facebook/contriever-msmarco
11https://huggingface.co/BAAI/bge-large-en

D Benchmark Models

As benchmark models for “Measuring the Sever-
ity of depression” task, we use a combination of
top-performing models from the eRisk competition
and SOTA models from the literature on the con-
sidered datasets, specifically regarding the task of
measuring depression severity.

For eRisk 2019, two notable approaches were de-
veloped. The first is CAMH (Losada et al., 2019),
which represented users through LIWC features.
Then, for each BDI questionnaire item, it matches
a vectorial representation of the user against vec-
torial representations of possible responses. The
second approach, UNSL (Burdisso et al., 2019),
converts textual indicators from user posts into a
standardized clinical depression score (0-63). It
maps linguistic analysis into 4 clinical severity cat-
egories using various statistical and text processing
techniques to complete the 21-question diagnostic
questionnaire.

For eRisk 2020, several methods emerges.
BioInfo (Oliveira, 2020) and Relai (Maupomé et al.,
2020) methods obtained their own datasets to per-
form standard ML classifiers using engineered fea-
tures as linguistic markers.

We also refer to recent works (Pérez et al., 2022b,
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2023). The two approaches aim to estimate de-
pression severity from Reddit posts using BDI-
II symptom-based classifiers. While the first ap-
proach (Pérez et al., 2022b) uses word embed-
dings to compare BDI-II options and user texts,
(Pérez et al., 2023) leverages expert-annotated
“golden” sentences (738 in total) as queries to iden-
tify semantically similar “silver” sentences through
RoBERTa embeddings, achieving better perfor-
mance through Accumulative Voting and Recall
aggregation methods.

E Ablation Study

E.1 Justification of the RAG approach

To further justify our retrieval-based approach, aka
aRAG, we compare the performance of the most
effective DCHR configurations using two closed-
source LLMs against their performance when di-
rectly prompted to answer BDI-II items without
filtering relevant posts. Specifically, we compare
Claude 3.5 Sonnet + Direct prompt combined with
T5 and gpt-4o-mini + Direct prompt combined with
MiniLM-L12-v3. Given that some users have a sig-
nificantly high number of posts, we input all posts
that fit within each LLM’s context window based
on timestamp order. We focus on the questionnaire-
level metrics, DCHR and ADODL, which allow us
to assess the accuracy of both approaches in deter-
mining depression severity. As shown in Figure
6, the aRAG approach consistently outperforms
its no-retrieval counterpart across both collections
and LLMs. Notably, we observe particularly wide
performance gaps when using gpt-4o-mini on the
eRisk 2019 collection (55.0% vs 35.0% for DCHR
and 85.5% vs 82.0% for ADODL) and Claude on
the 2020 edition (47.1% vs 31.4% for DCHR and
83.9% vs 80.9% for ADODL).

E.2 The Impact of the Adaptive k∗ Dense
Retrieval Approach

Figure 5 shows how performance metrics change as
we vary the number of retrieved documents k in the
eRisk 2019 dataset. We analyze the performance of
different metrics using gpt-4o-mini as the LLM
and MiniLM-L12-v3 as the retrieval model, while
varying the parameter k across {5, 10, 15, 20, 30,
40, 50}, where k = 15 represents the mean value
of k∗. We test this scenario on both the 2019 and
2020 eRisk editions. We observe that using k∗

(horizontal dashed lines), which corresponds to
adaptive RAG, often yields the best results.

For the 2019 edition, the best values are achieved
with k∗ for the questionnaire metrics (DCHR,
ADODL), while k = 10 produces the best met-
ric in terms of AHR, and k = 15 performs best for
ACR (item metrics) - both values being close to the
mean k∗ value.

The 2020 edition shows slightly different results:
for DCHR, the best value is obtained with the mean
k∗, while the best ADODL and AHR corresponds
to k∗. The best ACR results are obtained with
k = 30, 50.

Overall, while the adaptive RAG strategy may
not always lead to optimal results across all metrics,
it allows us to achieve consistently strong perfor-
mance without the need to set any parameters a
priori or explore different choices of k. This auto-
mated approach to determining k offers a robust
and efficient solution that removes the need for
manual parameter tuning while maintaining com-
petitive performance levels across different evalua-
tion scenarios and metrics.

LLMs DCHR ADODL AHR ACR
µdirect > µCoT

gpt-4o-mini † † †
Claude Sonnet †
Qwen 2.5 70B
DeepSeek V3 †
Phi-3-mini ‡ ‡ ‡
Phi-3.5-mini ‡ ‡ ‡

Table 7: The significance of the LLMs prediction good-
ness w.r.t. the two prompting techniques used, Direct
and CoT, is shown (according to the eRisk 2019 collec-
tion). Metrics with no significant difference are marked
in red, while † denotes a significant difference according
to the t-test, and ‡ denotes significance according to the
Mann-Whitney U test as well.

E.3 The Impact of Different Prompting
Strategies

In Table 7, we evaluate whether the use of direct
prompting is statistically better than CoT across
different metrics w.r.t. eRisk 2019 dataset col-
lection. We perform both parametric, t-test, and
non-parametric, Mann-Whitney U test (in both
cases, we test whether one population mean is
statistically greater than the other, α = 0.05).
Lightweight open-source models (Phi-3-mini and
Phi-3.5-mini) perform well only in direct prompt
contexts, while they perform poorly when the
prompting technique is CoT, tending to overesti-
mate questionnaire scores (difference is statistically
significant for ADODL, AHR, and ACR metrics).
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gpt-4o-mini
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Claude Sonnet

Claude Sonnet

Figure 6: Performance comparison between aRAG and no-retrieval approaches for closed-source LLMs across
DCHR and ADODL metrics on eRisk 2019 and 2020 datasets

For closed-source (gpt-4o-mini,
Claude-3.5-Sonnet) and large-scale open-
source LLMs (Qwen 2.5 70B, DeepSeek V3),
the performance difference between prompting
strategies varies. Specifically, gpt-4o-mini shows
significant differences only under t-test across
most metrics. Claude-3.5-Sonnet and DeepSeek
V3 demonstrate significant differences solely in
ADODL according to t-test, while Qwen 2.5 70B
shows no statistically significant differences across
any metric.

E.4 The Impact of Different Retrieval
Approaches

We also observe that some dense retrieval models
perform better globally compared to others (see
Figure 3), while some perform better only with
respect to a subset of LLMs. In Figure 7, we exam-
ine the distribution of LLMs scores across different
retrieval approaches and their rankings for each
metric w.r.t. eRisk 2019 dataset collection (after
removing anomalous values given by lightweight
open-source models in combination with CoT
prompting strategies). While no single retrieval ap-
proach consistently outperforms the others across

all metrics, we can observe that some retriev-
ers (msmarco-MiniLM-L-6-v3, msmarco-MiniLM-
L-12-v3, distillbert-v4, and bge-large) generally
achieve better rankings on average.
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Figure 7: Distribution of adaptive RAG scores condi-
tioned on different retrieval approaches and their rank-
ings for each metric on the eRisk 2019 dataset. Rank-
ings are based on mean scores (shown as diamonds).
The color gradient from brown to teal indicates per-
formance ranking, with darker teal representing better
performance.
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