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Abstract

Animacy is a semantic feature of nominals and
follows a hierarchy: personal pronouns > hu-
man > animate > inanimate. In several lan-
guages, animacy imposes hard constraints on
grammar. While it has been argued that these
constraints may emerge from universal soft ten-
dencies, it has been difficult to provide empiri-
cal evidence for this conjecture due to the lack
of data annotated with animacy classes. In this
work, we first propose a method to reliably
classify animacy classes of nominals in 11 lan-
guages from 5 families, leveraging multilingual
large language models (LLMs) and word sense
disambiguation datasets. Then, through this
newly acquired data, we verify that animacy
displays consistent cross-linguistic tendencies
in terms of preferred morphosyntactic construc-
tions, although not always in line with received
wisdom: animacy in nouns correlates with the
alignment role of agent, early positions in a
clause, and syntactic pivot (e.g., for relativi-
sation), but not necessarily with grammatical
subjecthood. Furthermore, the behaviour of
personal pronouns in the hierarchy is idiosyn-
cratic as they are rarely plural and relativised,
contrary to high-animacy nouns.

1 Introduction

Animacy is a semantic property of nominals, which
is defined as the degree to which their referents
are perceived to be alive and sentient (Comrie,
1989; Dahl, 2008). Linguists traditionally concep-
tualise it as a hierarchy (Corbett, 2010), with its
simplest form structured as Human > Animate >
Inanimate. Exploring its interaction with other lin-
guistic scales (e.g., the Person Hierarchy and the
Referentiality Hierarchy), Croft (2002) has subse-
quently proposed the ‘Extended Animacy Hierar-
chy’, which adds 1st and 2nd person pronouns as
the most animate. Within language typology, ani-
macy has long functioned as a categorical device to

*Equal contribution.

account for language-specific phenomena. When
viewed from this explanatory perspective, it is re-
ferred to as ‘linguistic’ (Radanović et al., 2016)
or ‘grammatical’ (de Swart and van Bergen, 2019)
animacy: a language-internal category that is ex-
plicitly encoded at the morpho-syntactic level and
whose presence varies across languages (most of
which lack it entirely). For example, in Russian,
animate and inanimate direct objects are differenti-
ated morphologically.

In contrast, we here examine animacy at its se-
mantic level—as an ‘extra-linguistic conceptual
property’ (Comrie, 1989) inherent to nominal ref-
erents and, therefore, treatable as a variable present
in all languages. Following previous insights from
de Swart and van Bergen (2019) and Bayanati and
Toivonen (2019), we propose analysing animacy
informed by the soft vs hard constraint distinction
(Bresnan et al., 2001): what serves as a hard con-
straint and is explicitly grammaticalised in some
languages may exist as a soft constraint—i.e., a
statistical preference or tendency—in others. Thus,
departing from the qualitative, fragmentary ac-
counts of animacy provided by previous linguistics
studies (primarily concerned with hard constraints),
we study the role of animacy as a semantic prop-
erty in shaping grammar (Haley et al., 2025) and
whether this reflects a universal, cross-linguistic
soft tendency.

This pursuit has remained unattainable until now
due to the lack of multilingual data annotated for an-
imacy. Hence, our main contributions are twofold.
Firstly, we devise a method to classify animacy
cross-linguistically by fine-tuning Large Language
Models (LLMs)—such as mBERT (Devlin et al.,
2019) and Aya (Dang et al., 2024)—on multilingual
word sense disambiguation data, where senses are
mapped to the classes of human, animate, and inan-
imate. In 11 out of 12 languages, we achieved an
almost perfect macro F1 score of over 97. In turn,
this newly created dataset unlocks the opportunity
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to study how animacy classes correlate with several
aspects of linguistic form in 11 languages, using
data extracted from treebanks annotated according
to the Universal Dependencies (UD) framework.

From these studies, it emerges that higher ani-
macy in nouns correlates cross-linguistically with
both aspects of morphology (in particular, plural
number marking) and syntax. In this case, we find
that it correlates with earlier positions in a clause,
the alignment role of Agent, and being a syntac-
tic pivot (in particular, for relativisation); however,
subjects with other roles, i.e., Sole and Patient, are
considerably less animate. These observations fur-
ther problematise the very notion of ‘subject’: not
only, as argued by (Evans and Levinson, 2009),
the typical bundle of semantic (animacy), syntactic
(pivot), and discourse (topicality) properties of sub-
jects finds exceptions in several languages: we find
that their cross-linguistic association with animacy
is dubious. In addition, our analysis shows that 1st
and 2nd person pronouns, posited to be on top of
the Extended Animacy Hierarchy, behave idiosyn-
cratically with respect to different grammatical con-
structions: they are rarely plural or relativised, but
often agents and in early positions.

In general, we hope that our quantitative frame-
work will facilitate a broader exploration of how
linguistic meaning influences grammatical form.
We release our datasets, models, and code at https:
//github.com/Naiina/animacy-annotations.

2 Motivation and Research Questions

Theoretical linguistics and language typology have
extensively examined animacy as a grammatical
and semantic feature, primarily through qualitative,
example-based analyses that account for the strict
constraints animacy imposes in specific languages
and linguistic phenomena. To our knowledge, only
two studies have quantitatively investigated seman-
tic animacy, both focusing exclusively on word
order interactions: Thuilier et al. (2021), in a mono-
lingual study on French, and Asadpour (2023), in
a multilingual study on Armenian, Mukri Kurdish,
Northeastern Kurdish, Jewish Northeastern Neo-
Aramaic, and Azeri Turkic.

Filling this gap, this study provides the first large-
scale quantitative investigation of cross-linguistic
correlations of animacy, analysing 11 languages
across multiple dimensions, pertaining both to mor-
phology (specifically, plural marking) and syntax
(word order, grammatical and alignment role, and

relativisation patterns). In this section, we review
hard animacy constraints on these constructions in
individual languages, before studying whether they
are reflected as soft, cross-linguistic tendencies in
Section 4.

2.1 Animacy and Number

Typologically, number marking is not uniformly
distributed across noun classes. In some languages,
animacy has been proposed as a key factor influ-
encing this variation. Specifically, plural mark-
ing tends to be more prevalent for nouns higher
on an Animacy Hierarchy (Corbett, 2000; Smith-
Stark, 1974). In these languages, a hard constraint
has been postulated as underlying the hierarchy,
stating that if a tier of the hierarchy allows plu-
rals, then all levels to its left on the scale must
also have them (Corbett, 2000; Haspelmath, 2013).
For example, Smith-Stark (1974) observed that,
in Georgian, verbs agree in number with animate
subjects but default to singular when the subject
is inanimate. Similarly, in Marind (Papuan), plu-
ral agreement is obligatory for humans and some
animals but absent for inanimates (Corbett, 2000).
Experimental findings further suggest a concurrent
processing advantage for plural inflection in an-
imate nouns (Zanini et al., 2020), mirroring the
biological salience of the referents. Building on
these observations, we aim to quantitatively assess
whether a cross-linguistic soft constraint favours
the pluralisation of more animate entities over inan-
imate ones, in languages where animacy is not an
active grammatical category in number systems.

2.2 Animacy and Word Order

Moreover, animate entities tend to appear earlier in
sentences than inanimate ones (Tomlin, 1986; Kem-
pen and Harbusch, 2004; Branigan et al., 2008). In
multiple languages, word order constraints reflect
animacy-based hierarchies. In Navajo, arguments
must be ordered by animacy, with animate referents
always preceding less animate ones (Hale, 1973;
Croft, 2002). Similarly, in Shona and Sesotho, con-
joined noun phrases must follow an animacy-based
order, with human referents appearing first, fol-
lowed by non-human animates, and finally inani-
mates (Hawkinson and Hyman, 1974; Morolong
and Hyman, 1977). Cognitive studies have focused
on determining whether this preference for animate-
first ordering is a structural byproduct of grammati-
cal roles assignment (indirect hypothesis, McDon-
ald et al., 1993) or an independent effect (direct
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hypothesis, Feleki and Branigan, 1999). Without
delving into the intricacies of the debate, we aim
here to empirically test whether higher positions on
the animacy hierarchy tend to correlate with earlier
placement in argument ordering within clauses.

2.3 Animacy, Grammatical Role and Voice

The degree of animacy constrains also the choice
of the subject under certain circumstances (Ita-
gaki and Prideaux, 1985; Yamamoto, 1999). In
Japanese, Lakota, and Jakaltek, for instance, active
transitive verbs typically require an animate subject
(Kuno, 1973; Van Valin, 1997; Craig, 1977). Sim-
ilarly, in Korean, inanimate subjects are ungram-
matical in most passive constructions (Song, 1987;
Palmer, 1994). Being sentient and alive is gener-
ally regarded as a prerequisite for agency, which
in turn is considered a core property of subject-
hood (notably, in UD’s guidelines, subjects are
explicitly defined as the nominal proto-agents of a
clause). Thus, by analysing the distribution of ani-
macy across dependency relations (subject, object,
oblique) and alignment roles (Agent, Sole, Patient)
in both active and passive verbs, we will try to dis-
entangle the association of animacy with semantic
roles and grammatical roles. This will allow us to
verify if a systematic preference for animate enti-
ties as subjects exists (Evans and Levinson, 2009).

2.4 Animacy and Relativisation

Another property of subjects is to act as syntactic
pivots, such as the head of relative clauses. Ex-
perimental studies have consistently shown that
subject relative clauses are processed more easily
than object relative clauses (Holmes and O’Regan,
1981; Ford, 1983). This finding mirrors the pro-
posal, long established in linguistic typology, of
the Accessibility Hierarchy Hypothesis (Keenan
and Comrie, 1977), which posits that subjects are
the most accessible elements for relativization, fol-
lowed by direct objects, obliques, and possessors.
In Malagasy (Western Malayo-Polynesian), for ex-
ample, only subjects can be relativised (Keenan
and Comrie, 1977). Given the association between
animacy and syntactic subjecthood (Section 2.3),
it follows naturally that animate entities should be
relativised more frequently than inanimate ones.

3 Neural Animacy Classification

To conduct our cross-linguistic study, we must ob-
tain animacy information for nominals in multiple

languages. After reviewing previous work (Sec-
tion 3.1), we show how to extract animacy classes
from word sense disambiguation datasets (Sec-
tion 3.2). We then fine-tune pre-trained multilin-
gual large language models as animacy classifiers
(Section 3.3) and use them to annotate dependency
treebanks automatically (Section 3.4).

3.1 Related Work

Following a distinction proposed by Bjerva (2014),
the early literature on automatic animacy annota-
tion falls into: (i) approaches exploiting corpus fre-
quencies, such as co-occurrences with certain verbs,
syntactic patterns, and pronoun coreferences (e.g.,
on Norwegian, Øvrelid, 2005; on Japanese and En-
glish, Baker and Brew, 2010); and (ii) approaches
relying on lexico-semantic resources, such as Word-
Net (Miller, 1994) — whose ‘unique beginners’
have often been used as proxies for animacy classes
(Orasan and Evans, 2007; Bloem and Bouma, 2013;
Baker and Brew, 2010). Nevertheless, these ap-
proaches are restricted to type-level classification,
lacking the ability to resolve ambiguous nouns that
depend on contextual interpretation.

In recent years, the limitations of such feature-
engineering-heavy approaches have prompted a
shift towards neural methods (Zhu et al., 2019; Kiy-
omaru and Kurohashi, 2021). Nonetheless, these
have remained focused on monolingual settings
(on German, Klenner and Göhring, 2022; Tepei and
Bloem, 2024, on Romanian) with multilingual stud-
ies largely limited to bilingual English-Japanese
cases (Baker and Brew, 2010; Kiyomaru and Kuro-
hashi, 2021). Furthermore, several of these re-
quired human annotation of animacy classes, often
through crowdsourcing (e.g., Klenner and Göhring,
2022). Motivated by these limitations, our work
seeks to expand beyond monolingual paradigms
and minimise reliance on resource-intensive man-
ual annotations.

3.2 Creating an Animacy-labelled Dataset

The scarcity of readily available animacy-annotated
datasets limited prior works to narrow linguistic
diversity and resource-intensive manual annota-
tions. To address these obstacles, we derive a new
animacy-annotated dataset from XL-WSD (Pasini
et al., 2021), currently the largest multilingual
dataset for Word Sense Disambiguation (WSD).

Choice of Base Dataset XL-WSD is a sense-
annotated dataset providing gold-standard evalu-
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ation and testing data for 18 languages across 6
language families, and silver training data for 15
languages. It consists of sentences where words of
certain lexical classes (nouns, verbs, adjectives) are
sense-annotated with a BabelNet synset (Navigli
and Ponzetto, 2012)—that is, a multilingual set of
synonyms that share the same meaning. Since the
polysemy of nouns can span across animacy classes
(e.g., “bat” is animate as an animal but inanimate
as a sports implement), we can reasonably frame
animacy annotation as a coarse-grained form of
WSD. Procedurally, this implies the possibility of
deriving an animacy-annotated dataset through a
deterministic algorithm that maps each BabelNet
synset to its corresponding animacy class.

Extraction Procedure We proceeded as follows.
First, we manually selected, through a top-down
inspection of WordNet 3.0’s (Miller, 1994) directed
graph, the highest-level synsets that could serve as
significant proxies for animacy classes:

Human synsets: PERSON.N.01, OPERATOR.N.02,
TEACHER.N.02, KIN.N.02, PEOPLE.N.01, EN-
EMY.N.01;

Animate synsets: LIVING_THING.N.01, BIO-
LOGICAL_GROUP.N.01, SPIRITUAL_BEING.N.01,
IMAGINARY_BEING.N.01

Then, for each noun-tagged instance in XL-WSD,
we mapped its annotated BabelNet synset to one
from WordNet 3.0, then extracted its hypernym
path,1 i.e., the chain of synsets linking it with the
root synset, ENTITY.N.01. Finally, we labelled
the noun as Human or Animate if its hypernym
path included a human or animate synset, respec-
tively; otherwise, we labelled it as Inanimate. We
excluded nouns with the synset GROUP.N.01 in
their hypernym paths due to their high heterogene-
ity with respect to animacy gradation (e.g., “state”,
“team”, “traffic”).

Finally, given the highly skewed distribution of
animacy labels toward the Inanimate class (with an
average of 88.4% Inanimate nouns and only 1.9%
Animate nouns in the test sets across languages),
we rebalanced our dataset by adjusting label distri-
butions within each set per language. Specifically,
we removed sentences with only Inanimate labels
originating from silver-quality WordNet glosses
and examples (the largest source of sentences in
the XL-WSD training data) or from other sources

1nltk.org/howto/wordnet.html

(SemCor, development, and test data) and selec-
tively reintroduced them if necessary to achieve
an approximate 2:1 ratio of Inanimate to (Animate
+ Human) labels. Finally, we grouped sentences
by the number of animacy-labelled nouns and as-
signed them to the training (75%), test (15%), and
validation (10%) sets while ensuring that each split
maintained the same 2:1 target ratio of animacy
labels. This resulted in the final label distribution
across languages shown in 1. A more detailed
breakdown of the dataset composition is available
in Table 5 in the Appendix.

Set N A H

Train 61.3 17.2 21.4
Dev 58.0 14.6 27.3
Test 60.0 13.8 26.1

Table 1: Distribution of animacy labels across data sets
(%); N = Inanimate, A = Animate, H = Human.

3.3 Models

Afterwards, we train a model from our animacy-
labelled dataset to classify the animacy of nom-
inals in new sentences automatically. Formally,
we cast this as a task where, given a sentence
s = [w1, . . . , wn] as context and a target word
wt ∈ s, the model is required to assign one of the
three predefined animacy classes to wt: namely,
Inanimate, Animate, Human. With this goal, we
conducted experiments using two modular and
parameter-efficient fine-tuning techniques (Pfeiffer
et al., 2023) on two distinct open-access multilin-
gual models.

• Lottery Ticket Sparse Fine-Tuning (LT-SFT;
Ansell et al., 2022), leveraging pre-trained lan-
guage SFT adapters readily available, on Multi-
lingual BERT (mBERT; Pires et al., 2019), an
encoder language model;

• LoRA (Hu et al., 2022) instruction-tuning on
Aya Expanse 8B, a decoder language model.

We considered these models for two main reasons.
First, they are suitable for different subsets of lan-
guages. Hence, combining them increases our mul-
tilingual coverage. Second, this allows us to com-
pare fine-tuning performances of models with dif-
ferent architectures (encoder vs. decoder) and sizes
(110M vs. 8B parameters).
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ISO
code

Language Family Inanimates
(N)

Non-human
animates (A)

Humans
(H)

1st/2nd pers.
pronouns (P)

DE German IE, Germanic 38,099 1220 6,854 855
EN English IE, Germanic 22,375 849 3,085 5,881
ES Spanish IE, Romance 67,672 927 12,138 1,098
ET Estonian Uralic, Finnic 74,080 2,543 11,519 3,000
EU Basque Basque 14,831 189 2,756 12
FR French IE, Romance 5,623 122 969 115
IT Italian IE, Romance 44,177 792 7,704 660
JA Japanese Japanese 41,329 807 5,673 -
NL Dutch IE, Germanic 30,075 367 6,278 472
SL Slovenian IE, Slavic 45,595 5,846 1,977 920
ZH Chinese Sino-Tibetan 22,658 650 3,650 79

Table 2: Languages included in our study and their family. For each language, we report the number of nominals
annotated in each category of the Extended Animacy Hierarchy, arranged in order of increasing animacy.

3.4 Training and Prediction

To align with the distinct training regimes of the
two models, we framed animacy annotation as a
token classification task for mBERT—given its sim-
ple pre-training on unlabelled data—and as a con-
ditional generation task for Aya—given its super-
vised fine-tuning for instructions and conversation.
In the first case, we trained a task-specific SFT on
mBERT, augmented with a standard single-layer
classifier head, in two settings: i) monolingual, us-
ing English as the sole source language, and ii) mul-
tilingual, with a different source language in each
batch (and the associated language-specific adapter
activated during the forward pass). In contrast,
for Aya, where we do not need to compose sepa-
rate task- and language-specific adapters, we ap-
plied LoRA fine-tuning directly on mixed-language
batches, such that the adapter parameters and up-
dates are shared across languages. We report the
full hyperparameter configuration in Appendix B.

We present the test set results in Table 3 for the
12 languages that have gold-standard annotation in
XL-WSD and are also covered by either mBERT
or Aya. From Table 3, it emerges that multi-source
fine-tuning is crucial for both mBERT and Aya.
These achieve almost perfect F1 scores, except Aya
lags slightly behind in EN and ZH, whereas mBERT
in JA and KO.

After training, we performed inference using
UD sentences as context (s) and UD tokens POS-
tagged as NOUN as target words (wt). For each
language, we selected the best-performing model
based on its coverage and evaluation metrics found
in Table 3. Finally, we annotated a fourth animacy

mBERT Aya
single multi zero-shot fine-tuned

DE 95.4 98.7 47.0 98.7
EN 97.8 98.1 59.0 94.5
ET 90.8 98.7 - -
ES 95.5 97.7 53.0 97.9
EU 91.7 98.0 - -
FR 96.5 99.0 46.2 98.8
IT - - 57.3 98.3
JA 88.3 95.2 48.8 97.6
KO 48.5 65.2 53.2 77.9
NL - - 45.9 98.0
SL - - 41.7 97.1
ZH 82.9 91.9 60.2 83.3

Table 3: Macro F1 scores for animacy classification
on the test sets of 12 languages. The best-performing
model is shown in bold.

class on UD words labelled as 1st and 2nd person
pronouns.

This annotation pipeline yields a unified dataset
that integrates animacy classification with morpho-
syntactic annotations derived from the treebanks.
The number of annotated nominals in each lan-
guage from the UD-derived datasets is listed in
Table 2. We use this data for the linguistic study in
Section 4. Crucially, none of those languages have
hard constraints on animacy for the properties we
investigate.

To assess the classifier’s performance on UD, na-
tive speakers of each language manually annotated
102 UD sentences, each containing a noun drawn
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Accuracy F1
H A N

DE 94.12 80.65 100.00 91.9
EN 96.97 78.12 100.00 91.6
ET 82.35 57.58 77.42 72.3
ES 100.00 76.67 91.18 89.6
EU 93.94 66.67 100.00 86.4
FR 97.06 83.87 97.06 92.8
IT 100.00 85.29 97.06 94.1
JA 91.18 87.50 91.18 90.1
NL 94.12 38.24 100.00 74.5
SL 93.75 42.42 87.88 73.0
ZH 79.41 67.65 97.06 81.1

Table 4: Accuracy and F1 of our classifier on UD data
according to manual annotations from native speakers.

uniformly across animacy classes (34 sentences
per class). The results, presented in Table 4, com-
bined with the global confusion matrix reported
in the Appendix C.2, confirm the high accuracy
of our classifier on UD for human and inanimate
classes. On the other hand, non-human animates
have the lowest accuracy. This is because this class
contains several borderline referents (e.g., plants
or microorganisms) that humans struggle to reli-
ably associate with animate or inanimate classes
(Westbury, 2023; Radanović et al., 2016). More-
over, performance may be degraded compared with
XL-WSD (Table 3) because of possible domain
shifts. Therefore, it remains unclear whether the
misclassifications are due to errors from humans
or the neural classifier. In any case, the fact that
the boundaries of this class are blurred could partly
explain the mixed results for non-human animates
in terms of correlations with morphosyntactic phe-
nomena (see Section 4).

4 Linguistic Study

In this section, we address the research questions
raised in Section 2 based on the dataset created via
animacy classification in Section 3. We investigate
whether the animacy hierarchy is correlated with
morphological features, such as number marking
(Section 4.1). Next, we examine how animacy in-
terfaces with the order of the arguments in a clause
(Section 4.2), grammatical and semantic roles (Sec-
tion 4.3), and syntactic pivots in relative clauses
(Section 4.4). These features are known to be cor-
related with each other: most notably subjects tend

P H A N
Animacy

0.2

0.3

0.4

0.5

Pr
op

or
tio

n 
of

 P
lu

ra
ls

Languages
et
de
eu
sl
es
fr
nl
it
en

Figure 1: Proportion of plural nominals for each ani-
macy class. The black diamonds with error bars indicate
the mean and standard error across languages.

to be topical (so appear early), agentive, and pivots
(Evans and Levinson, 2009). In our study, we aim
to disentangle these different axes and determine if
all levels of the hierarchy behave consistently for
all these aspects of morphosyntax.

4.1 Number Marking

We aim to understand if plural number correlates
with higher animacy. To this end, we computed
the proportion of plural nominals for each animacy
class, as shown in Figure 1. We excluded languages
without number marking, such as Japanese and
Chinese. For Basque, we included only the subset
of nouns with number annotation in UD.

In all languages, the proportion of plural nouns
referring to H and A is considerably higher than
the proportion of plural nouns referring to P and N.
Running a Welch’s t-test, we find all pairwise dif-
ferences between animacy levels to be significant
with p < 10−5, except for P vs N and H vs A.

This cross-linguistic tendency may be the origin
of the phenomenon described in Section 2.1, such
that in some languages number marking and verb
agreement are restricted to entities that are high on
the animacy scale (Corbett, 2000); however, Ps are
an exception as they are rarely plural but highest
on the scale for marking differentiation.

4.2 Order of the Arguments within Clauses

Given hard constraints on word order, we next in-
vestigate if there is a tendency for arguments of a
predicate to appear earlier in each clause within
a sentence if they are more animate. We divide
each sentence from UD into clauses. A clause cor-
responds to the words spanned by a dependency
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Figure 2: Average order of first and second person pro-
nouns (P), humans (H), non-human animates(A) and
inanimates (N) within a clause. The mean and standard
error for each class are also shown.

subtree whose root is a predicate. More specifically,
a word is identified as a predicate (i.e., the root of
a subtree) if:

• It is the root of the whole sentence;
• It has a dependency relation of coordinate clause

(annotated as CONJ in UD) with another root; or
• It has a dependency relation of clausal subject

(CSUBJ), open clausal complement (XCOMP),
clausal complement (CCOMP), clausal modifier
of noun (ACL), or parataxis (PARATAXIS).

For each clause, we computed the average order of
each animacy level (P, H, A, and N) if they were
arguments of the predicate (including NSUBJ, OBJ,
IOBJ, OBL). In this example:

A man sure that they know secrets is dangerous
1 root 1 root 2 root

ccomp

det

nsubj

copacl nsubj obj
mark

“A man is dangerous”, “sure”, “that they know se-
crets” are the three clauses of the sentence, where
ROOT identifies the root of their subtree. In the first
clause (blue), the argument positions are (“man”:
1), whereas in the third clause (red), the argument
positions are (“they”: 1, “secrets”: 2).

As shown in Figure 2, for all the languages we in-
vestigated, H occurs on average earlier than N, and
P in turn occurs earlier than H. Interestingly, the
trend for non-human animates is less clear. In fact,
running a Welch’s t-test between animacy levels,
we find that differences are all statistically signif-
icant with p < 0.05 except for H vs A and H vs

N. According to Table 4 and Figure 6, A is the
class with the least agreement between human and
automatic annotations. This class is less intuitive
for humans to label (see Appendix C) and reflects a
continuum, which might explain why A is indistin-
guishable from H in terms of expected word order.
Another factor could be that A is the class with the
fewest examples in the dataset, which could induce
distortions. Finally, the average order in Japanese
tends to be higher across animacy levels, possibly
due to being topic-first.

Several linguistic hypotheses could explain these
results. The speakers’ egocentric perspective, or
“human first” principle (Dahl, 2008; Meir et al.,
2017) could explain why P and H tend to be men-
tioned first. Moreover, language production is an
incremental process (Garrett, 1980; Dell and Re-
ich, 1981; Kempen and Hoenkamp, 1987). There-
fore, more accessible entities, especially P and H
(Bondoc and Schafer, 2022) might appear earlier
in clauses (Futrell, 2024).

4.3 Grammatical and Semantic Roles
In this subsection, we assess the two hypotheses
from Section 2.3, which link animacy with agentic
semantic roles (e.g., subjects of transitive verbs and
oblique agents of passive verbs) and grammatical
roles (subjects in general).

Hence, we computed the proportion of nominals
of a certain animacy level for each of the following
dependency relations and corresponding semantic
roles (Agent, Sole, and Patient): subjects of an ac-
tive verb (NSUBJ, treated as Agent when transitive
and Sole when intransitive) direct object of an ac-
tive verb (OBJ, a Patient), subjects of a passive verb
(NSUBJ:PASS, a Patient), and oblique agent of a
passive verb (OBL:AGENT, an Agent). Note that
some languages (EU, JA, and SL) do not feature
a passive voice or this is not annotated, in which
case, the last two relations are excluded.

For each language, we computed the Pointwise
Mutual Information (PMI) between animacy and
each role, which is a measure of (positive or nega-
tive) association between these two variables. We
report PMI rather than proportions as the uneven
frequencies of different roles may otherwise ob-
scure the trends. The results are shown in Figure 3:
in every language of the corpus, H has high PMI
with agent roles (either subjects of active transi-
tive verbs, or oblique agents of passive sentences),
and low PMI with patients (objects of active sen-
tences or subjects of passive sentences). Vice versa,
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Humans (H) associate with high agency roles, inanimates (N) with low agency.

the opposite (yet, milder) trend is observed for N.
Therefore, we confirm a strong link between agen-
tive semantic roles and animacy. P again behaves
erratically, showing very inconsistent trends across
languages, with a remarkably high variance for the
roles of oblique Agent and object Patient.

Moreover, we found that subjects of passive
verbs are distributed similarly to direct objects. In
this sense, the link proposed within the literature
(Bock et al., 1992; McDonald et al., 1993; Ferreira,
1994; Prat-Sala, 1997) between animacy and sub-
jecthood is quite weak.

4.4 Relativisation

Finally, we study if animate entities tend to act
more often than inanimate ones as syntactic pivots,
and specifically as the head of relative clauses. To
identify these, we select both i) nominals with a
dependent with an ACL:REL relation, when this
annotation is available (i.e., in EN, ET, FR, IT,
NL, and ZH); or ii) heads of pronouns with PRON-
TYPE=REL annotations, in other languages. We ex-
cluded Japanese and Basque because neither anno-
tation is available in UD, and their relative clauses
(relying on strategies based on word order and mor-
phology) are not amenable to being easily extracted
automatically.

We plot the results in Figure 4. We observe that
nouns referring to humans (H) are more relativised
on average than nouns referring to inanimates (N)
in all languages except Chinese. 1st and 2nd person
pronouns are rarely relativised, as expected. To
corroborate this, we ran a Welch’s t-test and found
statistically significant differences (with p < 0.05)
for all animacy levels except for H vs A and A
vs N: this is probably due to similar arguments
presented in Section 4.2. This pattern is connected
with the preference for relativising subjects over
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Figure 4: Proportion of nominals which are relativised
by animacy class in 10 languages, along with the mean
and standard error for each class.

other arguments discussed in Section 2.4. Since,
as found in Section 4.3, subjects of active verbs
tend to be more animate, it follows that relativised
nouns are more frequently animate.

4.5 General Discussion

The findings from Section 4 hint at a broad con-
nection between animacy and several grammatical
features. Most notably, we empirically verified that
there exists a correlation between high animacy in
nouns and plural number marking (Section 4.1),
early positions in a clause (Section 4.2), Agent
roles such as subjects of a transitive active verb or
obliques of a passive verb (Section 4.3), and syn-
tactic pivots for relative clauses (Section 4.4). Nev-
ertheless, the correlation with grammatical roles
is weaker. In particular, animacy clearly declines
in grammatical subjects of intransitive and passive
verbs. This further complicates the ‘universality’ of
the notion of subjecthood, which often conflates as-
pects related to syntax, semantics, and information

7356



structure (Comrie, 1989; Aissen, 2001).
We also found that the cross-linguistic tenden-

cies observed in nouns in Section 4 are ultimately
reflected by the hard grammatical constraints in
several languages identified in Section 2; however,
this is not always the case for 1st and 2nd person
pronouns. While the Extended Animacy Hierarchy
(Corbett, 2010) places them at the top of the hierar-
chy, they are rarely marked as plural or relativised.

Finally, while the tendencies we discovered are
often clear-cut for humans and inanimates, the ani-
mate class seems more ambivalent. In fact, humans
and automatic classifiers tend to disagree more on
nouns from this class (see Figure 6 and Table 4),
as it lies on a continuum without clear boundaries.
This may partly explain why the effects on gram-
mar structures of humans and animates are some-
times indistinguishable, especially for word order.

In future work, our animacy dataset may provide
new insights into cognitive constraints on sentence
production, most notably accessibility or the min-
imisation of surprisal (Futrell et al., 2020). An-
imate entities are known to be more accessible
and influence the difficulty of processing parts of a
sentence, e.g., relative clauses (Mak et al., 2002).
Since language production is an incremental pro-
cess (Garrett, 1980; Dell and Reich, 1981; Kempen
and Hoenkamp, 1987), more accessible entities are
more likely to appear early in sentences (Kathryn
Bock and Irwin, 1980) and to be mapped into the
grammatical role of subject (Branigan et al., 2008).
This is consistent with our findings, which could
be corroborated and expanded with cognitive and
behavioural studies in the future.

5 Conclusions

We have proposed a method to automatically clas-
sify the semantic animacy of nominals in a set of 12
languages from 5 families. Relying on multilingual
LLMs and word sense disambiguation datasets, we
achieve a macro F1 score of 97 and above for 11
languages. This information unlocks new oppor-
tunities for the study of the role of animacy in
grammatical constructions. We find that high ani-
macy in nouns correlates with plural marking, early
positions (connected with topicality), grammati-
cal roles of Agent (subject of transitive verbs or
oblique of passive verbs), and being a pivot for rel-
ative clauses. However, subjects of intransitive and
passive verbs are substantially less animate. This
indicates that animacy is more tightly connected to

the semantic role of Agent than to the grammatical
role of subject. Moreover, our results cast doubts
over the hypothesis that hard animacy constraints
in some languages reflect universal cross-linguistic
tendencies: personal pronouns are believed to be
the most animate entities, and yet they are infre-
quently marked as plural or relativised.
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Limitations

The limitations of our work lie in three key aspects:
the evaluation of automatic animacy annotation
in UD, the typological diversity of our sample of
languages, and the impossibility of extracting in-
formation for all levels of the animacy hierarchy.

First, despite high macro F1 scores, the do-
main discrepancy between XL-WSD and UD data
may degrade performance due to domain shift.
Additionally—beyond manual annotation of sub-
samples by native speakers—we were not able to
recruit human validators for the entirety of the UD
animacy annotation, due to resource constraints.

Second, although our language sample spans
five language families, it is skewed towards Indo-
European languages (7 out of 11). The remain-
ing four families are each represented by a single
language. This imbalance reflects the typological
distribution in XL-WSD (12 Indo-European out of
18), inherently limiting our approach as long as it
depends on this dataset. In principle, the LLM ani-
macy classifiers are suitable for all languages cov-
ered by their pretraining data; however, it would be
impossible to validate their reliability in languages
absent from XL-WSD.

Third, we could only extract information for 1st
and 2nd person pronouns, but not for 3rd person
ones. This is because in many languages this would
require co-reference resolution to determine the
animacy of the referent. We also excluded proper
nouns from our analyses for a similar reason.
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A Statistics of the Animacy-labelled Dataset

Table 5: Label distributions across languages and splits. For each split, the raw number of sentences is provided.
The number of labels per sentence varies based on the number of annotated target tokens in XL-WSD.

Lang Split (Sentences) A % (Raw) H % (Raw) N % (Raw)

de
Train (23,406) 19.14 (8,729) 22.57 (10,291) 58.28 (26,575)
Dev (3,135) 14.82 (918) 30.63 (1,898) 54.55 (3,380)
Test (4,676) 17.41 (1,581) 30.45 (2,765) 52.14 (4,734)

en
Train (43,818) 16.94 (29,074) 21.75 (37,339) 61.31 (105,244)
Dev (5,873) 16.43 (3,848) 27.01 (6,325) 56.56 (13,246)
Test (8,756) 11.89 (4,069) 26.45 (9,051) 61.66 (21,096)

es
Train (29,698) 13.84 (10,709) 20.06 (15,523) 66.10 (51,140)
Dev (3,976) 9.39 (982) 23.83 (2,492) 66.78 (6,984)
Test (5,931) 12.60 (1,940) 26.90 (4,143) 60.50 (9,318)

et
Train (22,460) 21.62 (8,309) 23.67 (9,097) 54.72 (21,034)
Dev (3,006) 14.89 (777) 35.20 (1,837) 49.91 (2,605)
Test (4,488) 24.90 (1,908) 28.81 (2,208) 46.29 (3,548)

eu
Train (26,075) 18.59 (9,579) 22.31 (11,492) 59.10 (30,450)
Dev (3,488) 10.23 (711) 32.38 (2,250) 57.38 (3,987)
Test (5,210) 14.37 (1,475) 29.24 (3,002) 56.40 (5,791)

fr
Train (25,958) 19.46 (11,191) 19.94 (11,468) 60.59 (34,843)
Dev (3,476) 19.29 (1,505) 14.29 (1,115) 66.41 (5,181)
Test (5,185) 17.02 (1,949) 22.16 (2,538) 60.82 (6,965)

it
Train (30,811) 14.89 (12,032) 19.32 (15,610) 65.79 (53,168)
Dev (4,122) 18.54 (2,022) 31.27 (3,411) 50.20 (5,476)
Test (6,157) 10.40 (1,676) 23.64 (3,810) 65.96 (10,630)

ja
Train (8,479) 9.49 (877) 33.51 (3,098) 57.00 (5,269)
Dev (1,136) 9.76 (122) 36.80 (460) 53.44 (668)
Test (1,694) 13.29 (245) 32.66 (602) 54.04 (996)

ko
Train (3,405) 0.68 (23) 5.43 (185) 93.89 (3,197)
Dev (454) 0.88 (4) 6.39 (29) 92.73 (421)
Test (681) 0.73 (5) 5.73 (39) 93.54 (637)

nl
Train (32,241) 18.26 (13,539) 21.83 (16,188) 59.91 (44,429)
Dev (4,315) 13.28 (1,335) 27.12 (2,727) 59.60 (5,993)
Test (6,441) 11.52 (1,702) 26.30 (3,884) 62.18 (9,184)

sl
Train (21,966) 21.53 (7,915) 24.40 (8,969) 54.06 (19,872)
Dev (2,939) 13.88 (692) 28.95 (1,443) 57.16 (2,849)
Test (4,390) 17.64 (1,293) 23.52 (1,724) 58.83 (4,312)

zh
Train (3,158) 2.99 (100) 8.47 (283) 88.54 (2,959)
Dev (430) 4.76 (24) 8.33 (42) 86.90 (438)
Test (629) 3.95 (26) 8.81 (58) 87.23 (574)

B Hyperparameter Configuration of the Neural Animacy Classifier

For LT-SFT, we followed hyperparameters from Ansell et al. (2022): 3 epochs of full fine-tuning and
10 epochs of sparse fine-tuning (batch size = 8, learning rate = 5e− 5). For LoRA2 (1 epoch, α = 64,
r = 32, batch size = 6, learning rate = 3e−5), we used mixed precision (bfloat16) with 4-bit quantization
and accelerated training with FlashAttention (Dao, 2024).

C Animacy Annotation Experiment

C.1 Annotation guidelines
A pilot experiment showed that WordNet-derived animacy classes were not intuitive for humans. Despite
precise guidelines and examples, annotators tend to misclassify non-animal animates, especially imaginary

2Implemented with PEFT: https://github.com/huggingface/peft.
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In this experiment, you will read sentences and you will be asked to identify the animacy category of a
word highlighted in bold. The categories are the following:
Human: Human beings, names of professions, groups of humans.
Imaginary being: Fictional or mythical creatures (e.g., witches, angels, giants).
Animal: All animals, excluding human beings.
Plant/bacteria: Entities like plants, flora, fungi, microorganisms, etc.
Inanimate: Non-living entities, objects, abstract ideas.
Unclear: Cases where the correct category cannot be confidently determined.

Here are some examples:
Please read carefully, as some examples might not be intuitive
Human:
The team scored a goal.
Being doctor is a stressful job.
Imaginary being
Believe me, she is a witch!
The painter depicted angels flying in the sky.
Animal:
This species is at risk of extinction!
The kid was riding an elephant!
Plant/bacteria:
The grass is green.
Microbes are found everywhere on Earth.
Strawberries are red.
Cells are the building blocks of life.
Inanimate
Justice had to be done.
The wind was surprisingly cold!

Figure 5: Guidelines for human animacy annotation on subsets of UD.

beings, trees, and bacteria. Moreover, most annotators reported that some examples were ambiguous.
Therefore, we asked people to classify entities into one of the following classes: Human, imaginary being,
animal, plant/bacteria, inanimate, unclear. We merged imaginary beings, animals, and plants/bacteria post
hoc into a single category corresponding to animates to align them with our linguistic study.

For each of the three animacy categories (H, A, N), we extracted 34 sentences from UD. Sentences
were randomly shuffled. Relying on PCIbex as an annotation platform, we asked one native speaker per
language to annotate the animacy of a target word (displayed in bold) in each sentence, for each of the 102
sentences. The guidelines provided to our animacy annotators are shown in Figure 5. Note that provided
guidelines are in English: to avoid misinterpretations, we recruited bilingual annotators with high English
proficiency (among researchers from the University of Edinburgh).

C.2 Confusion matrix
We report the confusion matrix between humans and the automatic classifier in Figure 6, which shows
generally strong agreement between the automatic classifier and human annotators in identifying animacy
categories. Most notably: H (Human) and N (Inanimate) are correctly classified most of the time. On the
other hand, A (Animate non-human) shows more confusion, particularly with 54 instances misclassified
as H and 56 as N. This confirms what was observed during the pilot experiment: A is more ambiguous and
less straightforward to classify. This likely reflects the fact that semantic animacy is a continuum, with
animals being more animate (sometimes conflated with H) than plants and bacteria (sometimes conflated
with N).
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Figure 6: Confusion matrix comparing automatic and human animacy classification, aggregated across languages.
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