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Abstract

This paper revisits the implementation of Load-
balancing Loss (LBL) when training Mixture-
of-Experts (MoEs) models. Specifically, LBL
for MoEs is defined as Ng Zi\fl fiP;, where
N is the total number of experts, f; represents
the frequency of expert ¢ being selected, and p;
denotes the average gating score of the expert :.
Existing MoE training frameworks usually em-
ploy the parallel training strategy so that f; and
the LBL are calculated within a micro-batch
and averaged across parallel groups. However,
a micro-batch for training billion-scale LLMs
typically contains very few sequences, leading
to the micro-batch LBL being almost at the
sequence level, and the router is pushed to dis-
tribute the token evenly within each sequence.
Under this strict constraint, even tokens from a
domain-specific sequence (e.g., code) are uni-
formly routed to all experts, thereby inhibiting
expert specialization. In this work, we propose
calculating LBL using a global-batch to loose
this constraint. Because a global-batch contains
much more diverse sequences than a micro-
batch, which will encourage load balance at
the corpus level. Specifically, we introduce
an extra communication step to synchronize f;
across micro-batches and then use it to calcu-
late the LBL. Through experiments on training
MoEs-based LLMs (up to 42.8B parameters
and 400B tokens), we surprisingly find that the
global-batch LBL strategy yields excellent per-
formance gains in both pre-training perplexity
and downstream tasks. Our analysis reveals
that the global-batch LBL greatly improves
the domain specialization of experts. Global-
batch LBL is also used in Qwen3-MokEs.

1 Introduction

In recent years, the Mixture-of-Experts (MoE)
framework (Szymanski and Lemmon, 1993;
Shazeer et al., 2017) has become a popular tech-
nique to scale the model parameters up (Jiang et al.,
2024; Dai et al., 2024; Liu et al., 2024a; Yang et al.,

2024). For instance, Mixtral (Jiang et al., 2024)
(141B), Deepseek-v3 (Liu et al., 2024a) (671B),
MiniMax-01 (Li et al., 2025) (456B), Qwen3 (Yang
et al., 2025) (235B) reach a scale of hundreds of
billion parameters while maintaining affordable
training and inference efficiency. Typically, MoE
comprises a router network and a group of expert
modules. Given a set of inputs, the router dis-
tributes each input to its corresponding experts con-
ditionally and sparsely. Then, the outputs from
experts are aggregated based on the score that the
router assigned to the expert.

One critical factor for training MoE-based mod-
els is encouraging the router to assign input to ex-
perts in a balanced manner (Fedus et al., 2022;
Zoph et al., 2022; Qiu et al., 2024a). The reasons
are twofold: (1) effectiveness: if the router continu-
ally prioritizes some experts during training, these
experts will get more updates than others and will
soon dominate that MoE layer, finally resulting in
parameter redundancy issue (Shazeer et al., 2017;
Wang et al., 2024); (2) efficiency: training and de-
ploying large-scale MoE-based models often re-
quires the Expert Parallel, where different experts
will be in different parallel groups to process their
inputs. Then, their outputs will be gathered and
aggregated. In this case, the imbalanced expert uti-
lization would heavily slow the forward process. In
light of these two points, previous works training
MoEs generally employ an auxiliary loss, called
Load-balancing Loss (LBL), to encourage the bal-
anced routing decision (Shazeer et al., 2017).

Nevertheless, in most open-source MoE
training frameworks like Deepspeed-MoE (Liu
et al., 2024a), Tutel (Hwang et al., 2023),
Megablocks (Gale et al., 2023) and Megatron-
Core (Shoeybi et al., 2019), the LBL is calculated
at the micro-batch level, which, as we will soon
empirically demonstrate, negatively affects the per-
formance and expert specialization of MoE-based
LLMs. Specifically, during large-scale MoE train-
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Figure 1: The impact of the balance batch on different methods (a) and expert specialization (b). (a) When only micro-batch
level load balance is used, both methods based on LBL and auxiliary loss free approaches perform significantly worse than
global-batch balance. (b) When only micro-batch balance is used, there is no significant difference in the selection frequency of
different domain data, and the selection frequency of different experts within the same domain is essentially the same. With
global-batch balance, there is a noticeable difference in the selection frequency of experts on different domain data, and within
the same domain, there are experts with high selection frequency (marked in blue).

ing, each micro-batch usually contains only up to
thousands of tokens and, thus, only a handful of se-
quences. Therefore, the micro-batch LBL is almost
calculated at the sequence level. Suppose a micro-
batch contains some domain-specific sequences (i.e.
code and math), the micro-batch LBL still pushes
routers to distribute these domain-specific tokens
to all experts evenly, introducing an overly strict
constraint and may hurt the model performance.

In this work, we propose calculating the LBL at
the global-batch level by synchronizing the expert
selection frequency across all parallel groups and
then computing the LBL. According to the Fig. 1
(a), the global-batch LBL significantly enhances
model performance (approximately 0.1 in pre-
training PPL and 2 in benchmark scores). Fig. 1
(b) showcases that the domain specialization only
clearly emerges when trained with the global-batch
LBL. Despite the improved performance and en-
hanced specialization, we also demonstrate that the
model performance effectively increases with the
global batch size (Section 4.2). Our further ablation
studies verify that introducing more diverse train-
ing tokens instead of more training tokens is the
main contributor to performance gains (Section 5).
Besides, because the expert selection frequency
is just an expert-number-dimensional vector, our
method introduces less than 3% latency under ap-
propriate configurations and achieves more perfor-
mant and interpretable models.

In summary, we investigate the challenges as-
sociated with the LBL in training MoEs. By in-
troducing global-batch LBL, we achieve improved
performance and foster expert specialization. This

advancement addresses an essential limitation in
existing MoE training, offering a novel perspective
for MoE optimization. Notably, this method has
been applied in training the Qwen3-MoE models,
enabling the released MoE models to exhibit clear
domain specialization characteristics.

2 Preliminary

2.1

MoE:s consist of several parallel modules (the ‘ex-
perts’) and a router that assigns weights to each
expert for a given input. (Szymanski and Lem-
mon, 1993; Shazeer et al., 2017). Combined with
the transformer layer (Vaswani, 2017), the most
common approach is to introduce a set of paral-
lel feed-forward networks (FFN). Suppose there
are N experts, denoted as E;, i € [1, Ng]. The
router g followed by a softmax function maps the
input x to a score distribution over the experts,
softmax(g(x)) € RVE. Typically, for each input,
only topK experts with the highest scores are acti-
vated and used. Given x € R”, the output y € R”
is the weighted sum of the outputs from all experts:

>

i€NEg, gi€topK(g(x))

Mixture-of-Experts

y = gi(x)Ei(x) (1)

2.2 Load-balancing Loss

The Load-balancing Loss (LBL) in training MoE
models is a regularization technique that encour-
ages balanced expert utilization (Fedus et al., 2022).
Without the LBL, the model tends to concentrate
its updates on a limited subset of experts, lead-
ing to a severe imbalance in expert utilization. To
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address this issue, LBL penalizes the router if it
routes excessive tokens to a few particular experts.
To compute LBL for a batch of tokens, we con-
sider the fraction of tokens f; routed to each expert
E; and the total routing probability P; allocated to
the expert E;. The LBL is calculated as the sum
of the product of f; and P; across all experts N,
normalized by the number of experts:

Ng
LBL=Ngp)_ fi- P. )
i=1

By minimizing the load-balancing loss, the model
is encouraged to distribute the considered tokens
more evenly among the experts, ensuring that each
expert receives a fair share of updates during train-
ing. This helps maintain a balanced utilization of
experts and prevents the entire model from collaps-
ing into only activating just a few experts.
However, when employing data parallelism and
model parallelism strategies, each parallel group
(e.g., one GPU) only contains data from very lim-
ited domains. Existing MoE frameworks (Shoeybi
et al., 2019; Gale et al., 2023) only utilize the in-
formation of P; and F; within every single parallel
group to calculate LBLs and then average them:

Np Ng

= Nlp Y NeY P, 3

j=1 i=1

LBLmicro

where Np is the number of parallel groups and
7. P/ are the frequency and probability in parallel
state 7. This loss requires the model to achieve
load balance within each parallel group, thus we
call it LBL 0. However, supposing one parallel
group (one micro-batch) contains data from spe-
cific domains, the router is still pushed to distribute
inputs uniformly to all experts, thereby preventing
specialization. This situation is even more common
regarding LLMs pretraining. Because to control the
training data distribution, one micro-batch is usu-
ally packed with sequences from one specific do-
main, and a global-batch consists of micro-batches
sampled from different domains according to par-
ticular data recipes (Ding et al., 2024; Yang et al.,
2024). So the micro-batch balancing will hinder
the MoE model from allocating data from specific
domains to specific experts, which also partially ex-
plains why most MoE models only observe token-
level expert routing patterns rather than expert-level
selections. (Jiang et al., 2024; Xue et al., 2024).

3 Method

This section introduces how to turn the micro-batch
LBL into global-batch LBL by allowing different
parallel groups to synchronize their expert select
frequencies. We then discuss the scenario in which
the number of compute nodes is limited and the
sum of micro-batches is smaller than the global
batch size. In such cases, we propose using a buffer
to store the synchronized expert select counts at
each gradient accumulation (GA) step to approxi-
mate the global batch LBL.

Synchronizing expert selection frequency across
parallel groups. Thanks to the format of the
LBL in Eq.3, we can synchronize f; across parallel
groups to get f; for the global batch. This allows
the global averaged LBL to be equivalent to the
LBL computed from statistics in the global-batch:

Ng

LBLgiobat = N »_ fi - P )
i—1

Ng 1 Np '
=N fi (=2 P O
i=1 j=1

1 Np Ng
= —>N "Ny fi-P) (©

Communicating f; € RVE avoids directly trans-
mitting the token-expert selection matrix and the
expert selection scores (with a shape of tokens num-
bers x experts numbers).

Using a buffer to approximate the Global-Batch
LBL. When training LLMs, the global-batch size
is often up to 103. When each micro-batch size is
less than 10%, due to the limited number of compute
nodes, the sum of all micro-batch sizes is smaller
than the global-batch size, thus gradient accumula-
tion (GA) is often used. Therefore, we introduce
a buffer to store synchronized c;, the expert i’s
selection count across micro-batches in one GA
step. Then, the information in the buffer is used to
calculate the current f; at each GA step. After com-
pleting the GA, the buffer is reset. The complete
algorithm is shown in the Alg. 1 in the App. A.2.
Through this accumulation process, f; approaches
f; with gradient accumulation steps, approximating
LBLgjoba With limited compute nodes.
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Table 1: Performance of different balance methods and Balance BSZ. ‘LBL’ refers to using LBL, and Aux Free refers to the
auxiliary loss free method (Wang et al., 2024). ‘LBL+sync’ means synchronizing expert selection frequency across parallel
groups in 3. ‘LBL+sync+buffer’ means further using a buffer to expand the Balance BSZ in 3.

Balance Method Balance BSZ ‘ Hellaswag MMLU GSM8k C-eval AvgPPL

MOoE-3.4A0.6B (Train 120B Tokens, Global Batch Size 512)

LBL 4 62.81 41.63 13.57 41.87 8.167
LBL+sync 32 63.58 42.08 15.01 41.58 8.062
LBL+sync 512 63.75 43.48 15.31 44.95 8.038

Aux Free 4 61.99 41.30 12.43 43.53 8.521
Aux Free 512 63.51 42.74 14.18 45.03 8.080
MOoE-3.4A0.6B (Train 400B Tokens, Global Batch Size 1024)

LBL 4 67.21 48.97 21.30 49.02 7.347
LBL+sync 128 68.08 49.02 28.81 49.12 7.214
LBL+sync 512 68.32 49.84 25.40 51.59 7.198

LBL+sync+buffer 128 68.18 49.59 24.94 50.37 7.199
MOoE-15A2.54B (Train 400B Tokens, Global Batch Size 1024)

LBL 16 75.69 59.99 48.07 64.38 5.778

LBL+sync 512 76.96 60.78 54.28 64.31 5.603
MOoE-43A6.6B (Train 120B Tokens, Global Batch Size 512)

LBL 8 75.2 54.98 42.08 57.06 5.862

LBL+sync+buffer 128 75.94 57.30 46.32 57.98 5.779

4 Experiments

4.1 Experimental Setups

Model Architecture and Training Settings We
conduct experiments on three sizes of MoE mod-
els: (1) 3.4B total parameters with 0.6B activated
(3.4A0.6B); (2) 15B parameters with 2.54B acti-
vated (15A2.54B), and (3) 43B parameters with
6.6B activated (43A6.6B). Each model utilizes the
fine-grained expert (Dai et al., 2024) and shared
experts (Rajbhandari et al., 2022; Dai et al., 2024)
methods. Specifically, the 3.4A0.6B model em-
ploys 64 experts with top4 activated and 4 shared
experts, while the 15A2.54B and 43A6.6B models
use a setting of 160 experts with top4 activated and
4 shared experts. All models default to using soft-
max gating and z-loss. The auxiliary loss weights
follow previous works (Zoph et al., 2022). To avoid
the impact of token drop for different methods, we
use the dropless routing strategy (Gale et al., 2023).
In the 3.4A0.6B setting, we also implement the aux-
iliary loss free (with sigmoid gating) method (Wang
et al., 2024). We train the models on 120B and
400B high-quality tokens, encompassing multilin-
gual, math, and general knowledge content. A
sequence length of 4096 is used, with global-batch
sizes of 512 and 1024 for the 120B and 400B train-
ing settings, respectively, comprising 60k and 100k
training steps. We use the term Balance BSZ to
indicate the number of tokens considered when
calculating the expert selection frequency.

Evaluation We mainly test the zero-shot capabil-
ities on four popular benchmarks, including En-

glish, Hellaswag (Zellers et al., 2019), general
knowledge MMLU (Hendrycks et al., 2020), math
GSMBS8k (Cobbe et al., 2021), and Chinese profi-
ciency C-eval (Huang et al., 2024). Given that
benchmarks that are evaluated with accuracy have
certain random factors, for more detailed analysis,
we mainly refer to the PPL on held-out test sets,
which include SFT-EN, EN-Literature, SFT-Code,
SFT-Math, SFT-ZH, ZH-Law, ZH-Literature, and
SFT-Other from different domains.

4.2 Main Results

Global load balance boosts model performance.
In this section, we compare the performance of
using micro-batch and global-batch loss. The
3.4A0.6B models are trained only with data paral-
lelism and a micro-batch size 4. If f; is synchro-
nized among the 8 GPUs on the same node, the
Balance BSZ is 32. When training with 16 nodes
and synchronizing across data parallel groups, the
Balance BSZ can reach 512. From the first part
of Tab. 1, it can be seen that as the Balance BSZ
increases, all metrics consistently improve. For the
aux-free method, we also compare the results under
micro-batch and global-batch conditions and find
the latter is much more better. For the 3.4A0.6B
model trained on 400B tokens, we compare the re-
sults when the Balance BSZ could only reach 128
due to the limited compute nodes with the results
of using a buffer to approximate the global-batch.
The latter’s performance is closer to the results
with a Balance BSZ of 512 and significantly better
than 128, proving that introducing a buffer can ap-
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proximate the global-batch when nodes are limited.
As training the 15A2.54B and 43A6.6B models
requires using model parallelism strategies, we em-
ploy expert parallelism for both models, allowing
a micro-batch size of 2 and 1 per GPU, respec-
tively. We compared the results of synchronizing
fi within the same machine and across all data par-
allel groups, as shown in the last two parts of Tab. 1.
It is evident that increasing the Balance BSZ also
significantly improves larger models.

Global load balance encourages expert special-
ization. We further analyse the selection fre-
quency of each layer’s experts across different do-
mains using held-out PPL test sets. Specifically,
we record the selection frequency for each expert
for each domain. In Fig. 1, we compare the ex-
pert selection distributions under SFT-Code, SFT-
Math, and EN-Literature for models trained with
micro-batch balance and global-batch balance. It
can be observed that (1) with micro-batch balance,
most of the selection frequency is the same un-
der EN-Literature, and only a few experts have
slightly higher frequencies under SFT-Code and
SFT-Math, yet none exceed 0.15. This aligns with
existing analysis about MoE specialization: mod-
els using default LBL hardly exhibit domain-level
specialization and only show token-level specializa-
tion (Jiang et al., 2024; Xue et al., 2024). (2) In con-
trast, with global-batch balance, more pronounced
high-frequency experts emerge, with many experts
in SFT-Math having frequencies exceeding 0.2.
This confirms that global-batch balance is more
conducive to domain specialization.

S (2,7.383) —e— PPL for different batch size
7.375 1 Y LBL Batch 128 + Buffer
A From top4 to top6
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Figure 2: The performance of MoE-3.4A0.6B trained on
400B tokens with different Balance BSZ.

Model performance increases with Balance BSZ.

To further illustrate the impact of Balance BSZ,
we control the micro-batch size, synchronization

scope, and number of devices in training the
3.4A0.6B model on 400B tokens, and plot the test
PPL from a Balance BSZ of 2 (micro-batch size
2, without any synchronization for expert selec-
tion frequency) to 512 as shown in Fig. 2. As the
Balance BSZ increases, the test PPL consistently
decreases, with an overall decrease of 0.185 from
2 to 512. It is also noticeable that the improvement
rate slows down after increasing to 128, and the
result of adding the buffer is very close to that of
512. This indicates that synchronization and buffer
mechanisms can bring significant improvements
compared to micro-batch in MoE training across
various computing node scales. Additionally, we
supplement experiments by increasing the activa-
tion from top4 experts to top6 experts under the
micro-batch condition and found that the improve-
ment brought by a 50% increase in activated expert
FLOPs is even less than the improvement from
increasing the Balance BSZ from 2 to 8. Further-
more, expanding the Balance BSZ is efficient since
the additional overhead from synchronization and
buffer is much less than that from increasing the
number of activated experts and FLOPs.

S Analysis
Table 2: Ablation of the number of tokens and distributional
bias for computing LBL on MoE-3.4A0.6B .

LBL type ‘ Hellaswag MMLU Avg PPL
120B Tokens, Global Batch Size 512, Micro Batch Size 4

Micro 62.81 41.63 8.167
Global 63.75 43.48 8.038
Shuffle 63.57 43.37 8.041

400B Tokens, Global Batch Size 1024, Micro Batch Size 2
Micro 67.22 48.77 7.383
Global 68.32 49.84 7.198
Shuffle 68.43 49.68 7.214

Ablation Study on Token Numbers and Token
Distributional Bias As aforementioned, one pos-
sible factor for global-batch LBL to outperform
micro-batch LBL is that the latter pushes the router
to achieve sequence-level balanced expert utiliza-
tion, which may be overly stringent. However,
another naive assumption is that the LBLgjopa1 in-
volves more tokens to estimate the expert selection
frequency, thus reducing the variance and ame-
liorating the MoE training. To verify, we intro-
duce an ablation setting: Shuffle LBLyicro. Specifi-
cally, when calculating LBL, we first synchronize
the token-expert score matrix GG (with a shape of
number of tokens X number of experts), where
G;; = 1if the token 7 selects the expert j, other-

5009



1.08

T
—— 2t0 512 10k

2t0 512 30k
—— 2t0 512 50k

—— 512to 2 50k
Balance Batch 2
Balance Batch 512

g
=)
=Y

Load Balance Loss
-
o
IS

-
=)
N}

L

0.0 0.2 0.4 0.6 0.8 1.0
Steps (total 100k) leS

1.00

1.008
—— 2t0512 10k

2to 512 30k
—— 2t0 512 50k

—— 512to 2 50k
Balance Batch 2

1.006 4 Balance Batch 512

. M

1.002 4

Load Balance Loss

1.000

0.998

0.86 0.88 0.90 0.92 0.94 0.96 0.98 1.00
Steps (total 100k) 1e5

Figure 3: The LBL curve for MoE-3.4A0.6B trained on 400B
tokens under different Balance BSZ, with a zoom-in of the
last 15k steps shown below.

wise G;; = 0. Then, we randomly select a batch of
tokens (without replacing) to calculate the expert
selection frequency, where the batch size is equal
to the micro-batch size. In this setting, the random
batch has the same token numbers as the micro-
batch and identical token distribution as the global-
batch, enabling us to tell the difference between
these two confounders. The results are shown in
the Tab. 2. We observe that the Shuffle LBL yicro
achieves similar results as LBLgjopa1, and outper-
forms the LBLyicro, Verifying the motivation of our
paper and the assumption about the improvement.

LBLgjopal is a looser constraint than LBL yicro.
Intuitively, global-batch balance is a looser con-
straint than micro-batch balance: the former only
requires that tokens be evenly distributed glob-
ally, while the latter demands uniform distribution
within each micro-batch. In Fig. 3, we show the
loss curves of the two methods using the same load
balance weight for MoE-3.4A0.6B trained on 400B.
Additionally, we add the results of switching from
micro-batch balance to global-batch balance at 10k,
30k, and 50k training steps. It can be observed
that (1) after switching to global-batch balance, the
LBL rapidly decreases to a range close to that when
the global-batch balance is used from scratch, and
the final convergence trend is also similar. This
is because transitioning from a tighter constraint
(balance within a micro-batch) to a looser one (bal-
ance within a global-batch) is relatively easy. (2)
Moreover, if global batch balance is switched to
micro-batch balance at the 50k step, the originally
converged load balance first rises to a much higher
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Figure 4: The language modeling loss curve for MoE-
3.4A0.6B corresponding to Fig. 3

range, then slowly decreases, and the final conver-
gence loss is still higher than that of micro-batch
balance used from scratch. This indicates that tran-
sitioning from a looser constraint to a tighter one
can significantly alter the convergence state.

Table 3: The impact of changing the Balance BSZ during

training on the final results. Step indicates the step at which
the Balance BSZ is switched.

Balance BSZ Step (/100k) PPL
2 - 7.383
2—512 50k 7.322
2—512 30k 7.297
2—512 10k 7.283
512 - 7.199
512—2 50k 7.373

In Fig. 4, we present the language modeling loss
curves. The corresponding test PPL is in Tab. 3. It
can be observed that (1) the loss of global-batch
balance is over 0.02 lower than that of micro-batch
balance, corresponding to the large performance
gap between the two as shown in Tab. 3. (2) Switch-
ing from micro-batch to global-batch balance re-
sults in performance improvements, with earlier
switches yielding better outcomes. However, even
the switch at the 10k step is inferior to training
with global-batch balance from scratch. This aligns
with existing findings that router choices tend to
become fixed early in training (Xue et al., 2024;
Muennighoft et al., 2024b): although increasing the
Balance BSZ at any training stage can bring bene-
fits, the router trained with micro-batch balance has
already saturated very early, thus the gains from
switching during training are limited. (3) Switching
from global-batch to micro-batch balance degrades
performance.
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Table 4: Results for different load balance weight.

Balance BSZ LBL weight ‘ Hellaswag MMLU Avg PPL

4 0.008 62.81 41.63 8.167
4 0.004 62.95 42.13 8.154
4 0.001 62.97 41.71 8.159
512 0.008 63.75 43.48 8.038

Since micro-batch balance is a tighter constraint
than global-batch balance, we further test reducing
the load balance weight of micro-batch balance in
Tab 4. It can be observed that appropriately re-
ducing the LBL weight can slightly improve the
model’s performance, but too small LBL. weight
leads to worse results. This may be due to the
overly imbalanced distribution affecting expert uti-
lization. Moreover, the performance of micro-batch
balance under various LBL weights is inferior to
that of global-batch balance, further highlighting
the differences between the two balancing methods.

Table 5: Performance and speed (seconds per iteration)
in 43A6.6B setting. ‘128+buffer & 8’ means adding
micro-batch balancing loss with Balance BSZ 8.

Balance BSZ ‘ Hellaswag MMLU Avg PPL ‘ Speed/s

8 75.20 54.98 5.862 1.55
128+buffer 75.94 57.30 5.779 1.64
128+buffer & 8 75.87 57.00 5.795 1.59

The training efficiency of global-batch balance.
Because a dropless strategy is employed, the
FLOPs calculation is identical across different
methods. However, due to differences in local
balance conditions, methods using global-batch
balance may experience local computational imbal-
ance. To address this, we recorded the speed and
results of micro-batch balance and global-batch bal-
ance during the training of the 43A6.6B model in
Tab. 5. (1) It can be seen that the speed using global-
batch balance (1.64 s/iteration) is 5.8% slower than
micro-batch balance (1.55 s/iteration). Further anal-
ysis revealed that about 1% of this slowdown is due
to communication overhead within all data parallel
groups, the remain is due to local expert load im-
balance under the dropless strategy. Drawing inspi-
ration from sequence-level LBL, we introduced a
very low-weighted (1% of the global-batch weight)
micro-batch balancing loss into the global-batch
balance at the 20k step and continued training the
model. We found that (2) adding a small amount
of micro-batch balancing loss increased the speed
to 1.59 s/iteration (2.6% slower than the baseline)
with only a minimal decrease in performance. /¢
should be noted that since the computation of LBL
is independent from other parts of the network and

takes very little time, it can be overlapped to further
reduce the efficiency gap to within 2%.

Global batch balance brings interpretable spe-
cialization. We further analyze the specialization
of models using global-batch balance. In Fig. 5
(a), we record the scores assigned to each expert
by tokens across different domains and calculate
the average of the topK score sums. When all ex-
perts are assigned identity scores, the topK sum
is illustrated by the uniform baseline (gray dashed
line). We can observe: (1) Models using global-
batch balance have a higher topK sum. Since the
LBL and z-loss in MoE encourage routing scores
to be uniform, while only the language modeling
loss encourages an increase in routing scores, this
suggests that under the global-batch balance, rout-
ing is more aligned with the language modeling
task. (2) Models using global-batch balance have a
larger topK sum in domains where expert selection
is more concentrated. For example, in Fig. 5 (b),
the high-frequency experts in ZH-Literature are
more than those of SFT-EN, especially in layers 17
to 24. Correspondingly, in Fig. 5 (a), the topK sum
of ZH-Literature in layers 17 to 24 is higher than
that of SFT-EN. (3) Models using micro-batch bal-
ance have lower topK sums, with little difference
across domains, which corresponds to the existing
work that current MoE routing is uncertain (Wu
et al., 2024). (4) Under global-batch balance, the
topK sum of using aux loss free is smaller than that
of LBL, but higher than micro-batch balance. This
also illustrates that expert specialization promotes
the concentration of expert scores.

In Fig. 5 (b), we compare the distribution of
high-frequency experts across domains. We ob-
serve that Chinese domains (SFT-ZH, ZH-Law,
ZH-Literature) have many similar high-frequency
experts (indicated by the dashed box). Moreover,
although both Chinese-related domains and SFT-
Code have high-frequency activated experts, these
experts hardly overlap. For domains with more
general content (such as SFT-EN), there are fewer
experts being highly activated.

6 Related works

Load Balancing Shazeer et al. (2017) introduce
the topK sparse activation in MoE (Szymanski and
Lemmon, 1993), which tends to elect only a few
experts for updates during training without con-
straints. Although LBL can alleviate this issue,
strict constraints affect model performance. Ex-
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Figure 5: The topK score sums across layers (a), and the distribution of high-frequency experts on different domains
for models using global-batch balance (b). The topK sum of global-batch balance is higher than other methods and
shows a similar distribution of high-frequency experts on closer domains.

pert Choice Routing (Zhou et al., 2022) achieves
load balance naturally by allowing each expert to
select tokens based on its load capacity. How-
ever, it uses the information of the entire sequence
when allocating tokens, making it non-causal and
impractical for decoder-only models. Although
subsequent work adds extra routers and training
phases to address this, it has only been valuated
when only using 2 experts (Raposo et al., 2024).
Wang et al. (2024) proposes the Aux Loss Free
method, which adds a bias term updated based on
expert selection frequency to balance expert se-
lection. However, they don’t emphasize whether
the expert selection frequency is calculated based
on micro-batch or global-batch. The subsequent
work deepseek-v3 (Liu et al., 2024a), concurrent
with ours, highlights that the expert selection fre-
quency in Aux Loss Free is based on ‘the whole
batch of each training step’ and discusses the re-
sults of using batch-wise LBL and Aux Loss Free
method, also finding that the two methods yield
similar results. GRIN (Liu et al., 2024b) proposes
Global Load Balance Loss Adaptations. However,
the it mainly introduces this as an advantage of the
training framework without employing expert par-
allelism. It doesn’t show the effects of using global
load balance independently and emphasizes the
importance and properties of global load balance.
More discussions can be found in App. A.1.

Expert Specialization Initially, MoE is designed
to devide and conquer, allowing different experts
to specialize strongly for efficient parameter uti-
lization (Szymanski and Lemmon, 1993; Qiu et al.,

2024b). With the tight micro-batch balance, most
MOoE models (Jiang et al., 2024; Lo et al., 2024;
Zhao et al., 2024; Du et al., 2024), even multimodal
MokEs (Lin et al., 2024; Team, 2024), haven’t ex-
hibited domain-level specialization. Lory (Zhong
et al., 2024) calculates expert merge scores for
each sequence and merges all experts into a sin-
gle expert before computing the corresponding se-
quence. This changes the sparse activation mecha-
nism of MoE and avoids the imbalance issue. Al-
though Lory shows improvements and specializa-
tion, its complex mechanism poses challenges for
large-scale training. OLMoE (Muennighoff et al.,
2024a) observes more pronounced specialization
compared to Mixtral-8 x 7B. However, it does not
provide a detailed discussion of the factors influ-
encing specialization.

7 Conclusion

In this work, we identify that the LBL in main-
stream MoE frameworks has degraded into micro-
batch balance, which imposes an overly tight con-
straint. This constraint limits expert specialization
and negatively impacts performance. To address
this issue, we propose methods based on synchro-
nization and buffering to relax micro-batch balance
to global-batch balance. We validate these methods
across models of various sizes. Through analysis of
expert selection under global-batch balance, we ob-
serve that it enables domain-level and interpretable
specialization. We hope that adopting the global-
batch balance will facilitate developing more per-
formant and interpretable MoE-based LLMs.
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Limitations

This paper primarily focuses on analyzing the im-
pact of micro-batch LBL on LLMs during the pre-
training stage. It does not further investigate its
effects during fine-tuning or in the vision and mul-
timodal domains. Our analysis of specialization is
mainly centered on the selection frequency across
different domains without conducting more rigor-
ous validation. Relaxing micro-batch LBL can
introduce some latency. Future work could con-
sider including more diverse sequences within each
micro-batch to mitigate this local imbalance.
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A Example Appendix

A.1 More Related Works

Load Balancing Wang et al. (2024) argue that
the load balance loss, which is not entirely con-
sistent with the language modelling loss, can im-
pact model performance. Therefore, they pro-
pose adding a bias term updated based on ex-
pert selection frequency to balance expert selec-
tion without changing routing scores. However,
they don’t emphasize whether the expert selec-
tion frequency is calculated based on micro-batch
or global-batch. The subsequent work deepseek-
v3 (Liu et al., 2024a), concurrent with ours, high-
lights that the expert selection frequency in Aux
Loss Free is based on ‘the whole batch of each
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training step’ and discusses the results of using
batch-wise load balance loss and auxiliary free
method, also finding that the two methods yield
similar results. In this work, we propose synchro-
nizing expert selection and buffering methods that
can be easily integrated into existing MoE frame-
works, leading to improvements under various com-
putational configurations. Our work also provides
a detailed analysis of Balance BSZ’s impact on
performance and demonstrates that global-batch
significantly improves performance by incorporat-
ing more diverse domain information. Addition-
ally, we show that adding a small amount of micro-
batch load balance while using global-batch bal-
ance can maintain model performance while reduc-
ing latency from local imbalance. Another concur-
rent work, Minimax-01 (Li et al., 2025), synchro-
nizes expert select frequency within expert parallel
groups, primarily aiming to reduce the drop rate
of experts when using drop strategies (Fedus et al.,
2022), without focusing on the impact of different
Balance BSZ.

GRIN (Liu et al., 2024b) proposes Global Load
Balance Loss Adaptations. However, the it mainly
introduces this balance method as an advantage of
the training framework without employing expert
parallelism. GRIN does not present more motiva-
tion for using global load balance. Additionally, it
does not show the effects of using global load bal-
ance independently and emphasizes the importance
and properties of global load balance.

A.2 Using a buffer to approximate the
Global-Batch LBL.

We introduce a buffer to store synchronized c;, the
expert ¢’s selection count across micro-batches in
one GA step. Then, the information in the buffer is
used to calculate the current f; at each GA step. Af-
ter completing the GA, the buffer is reset. The com-
plete algorithm is shown in the Alg. 1. Through this
accumulation process, f; approaches f; with gra-
dient accumulation steps, approximating LBLgjobal
with limited compute nodes. We also provide the
PyTorch implementation in the Listing 1.

A.3 More Discussion on Computation
Overhead

The latency introduced by global-batch balancing
primarily arises from two factors: synchronization
and micro-batch imbalance. Both issues can be
effectively mitigated through deployment-level op-
timizations during training and inference.

Algorithm 1 Approximate Global-Batch LBL

1: Initialize an empty buffer for each expert, c; =
0

2: Initialize accumulated gradients to zero

3: while training continues do

4: for each gradient accumulation step g = 1
to G do

5: Forward pass: compute loss using cur-
rent micro-batch

6: Backward pass: accumulate gradients
(without applying optimizer step)

7: Update buffer: add new synchronized
selection counts to c; for each expert ¢

8: Calculate the current f; using buffered
¢, 1 € Ng (to approximate a larger bsz)

9: end for

10: Apply optimizer step using accumulated
gradients

11: Clear accumulated gradients

12: Reset buffer: set ¢; = 0 for all experts

13: end while

Synchronization: To reduce synchronization
overhead, we explore methods that decrease the
frequency of synchronization operations. By lever-
aging frequency information stored in a buffer, we
reduce synchronization to occur only once per op-
timizer step, significantly lowering communication
costs (Appendix A.7). Additionally, system-level
optimizations allow for overlapping synchroniza-
tion with forward computation, thereby eliminat-
ing communication overhead entirely during this
phase, as communication resources are underuti-
lized while computation is ongoing. During infer-
ence, synchronization is not required at all since
there is no need to compute the LBL loss.

Micro-Batch Imbalance: Micro-batch imbal-
ance can be alleviated during inference by increas-
ing the micro-batch size through adjustments in
parallelization strategies. When the token distribu-
tion within a micro-batch closely resembles that
of the global batch, the computational load across
micro-batches becomes more balanced. Further-
more, infrastructure-level optimizations also play a
crucial role in addressing expert imbalance. For in-
stance, the DeepEP (Zhao et al., 2025) framework
supports dynamic allocation of additional comput-
ing resources to frequently activated experts when
deploying MoE models using expert parallelism.
This ensures that high-load experts do not become
bottlenecks for overall system performance.
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# init buffer for tokens per expert; do not buffer across iteratio
self.tokens_per_expert_buffer = 0

# compute the number of tokens per expert

probs = torch.softmax(logits, dim=-1)

probs, top_indices = torch.topk(probs, k=self.topk, dim=-1)

tokens_per_expert =
min=0,

# sync the number of tokens per expert across data parallel group
if self.config.moe_router_sync_tokens_per_expert_across_dp:

with torch.no_grad():

torch.distributed.all_reduce(tokens_per_expert,
group=get_data_parallel_group())
tokens_per_expert / torch.distributed.get_world_size(
group=get_data_parallel_group()))

tokens_per_expert =

# update the number of tokens per expert buffer
if self.config.moe_router_buffer_tokens_per_expert:
self.tokens_per_expert_buffer +

self.tokens_per_expert_buffer =
tokens_per_expert
tokens_per_expert =

# compute LBL

# reset the buffer
# therefore,
optimizer.step()

if optimizer step

if self.config.moe_router_reset_tokens_per_expert_buffer:

self.tokens_per_expert_buffer.zero_()

torch.histc(top_indices,
max=self.num_experts)

self.tokens_per_expert_buffer

is called
the buffer doesn't expand the balance batch beyond global BSZ

bins=self.num_experts,

Listing 1: Pytorch style code for synchronizing and buffering tokens per expert

It is worth emphasizing that our primary objec-
tive is to investigate the impact of balance bsz on
MOoE specialization and model performance. As
such, detailed discussions on deployment-level op-
timizations are beyond the scope of this paper.

A.4 More Experiments in Hard Tasks

To further evaluate the effectiveness of expert spe-
cialization in hard tasks, we conduct additional
experiments using the MoE-43A6.6B model under
two different training configurations: (1) balance
bsz = 8, and (2) balance bsz = 128 with the buffer
mechanism. These settings align with those re-
ported in Table 1. We assess performance across
several code-related and reasoning-intensive bench-
marks, including HumanEval, MBPP, BBH, and
MMLU-pro. The results are summarized below:

Table 6: Performance on hard tasks for the MoE-
43A6.6B model under different balancing strategies.

Balance BSZ ‘ MBPP HumanEval BBH MMLU-pro

8 40.6 29.27 41.41 22.79
128 + buffer 42.6 33.53 42.74 24.01

As shown in Table 6, increasing the balance bsz
while incorporating the buffer mechanism leads to
improved performance across all evaluated bench-

marks. This suggests that larger balance bsz pro-
mote better expert specialization, particularly in
complex domains such as code generation and
multi-step reasoning.

A.5 Global-Batch Balance with Token
Dropping

We also test global-batch balance with token drop-
ping under a capacity factor of 1. We observe
that the drop ratio is significantly higher than us-
ing only micro-batch balance. For example, in the
scenario of selecting 4 out of 160 experts, when
using the default LBL weight and micro-batch bal-
ance, approximately 10% of the tokens are dropped.
However, if global-batch balance is used from the
beginning, the drop ratio would be around 30%.
A large number of tokens being dropped leads to
a significant reduction in FLOPs, which in turn
makes the result of global-batch balance similar
to that of micro-batch balance. We recommend
that if token dropping is to be introduced when
using global-batch balance, it is best to follow the
approach described in Sec 5: start with dropless
training, then add micro-batch balance, and finally
introduce a certain capacity factor constraint.
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S}

# init buffer for tokens per expert;
_TOKENS_PER_EXPERT = [0]

# functions

def update_tokens_per_expert(tokens_per_expert):

global
_TOKENS_PER_EXPERT[-1]
return torch.stack (_TOKENS_PER_EXPERT,

_TOKENS_PER_EXPERT

def reset_tokens_per_expert():
args = get_args()
global _TOKENS_PER_EXPERT
if len(_TOKENS_PER_EXPERT) < args.moe_router_buffer_capacity:
_TOKENS_PER_EXPERT . append (@)
elif len(_TOKENS_PER_EXPERT) ==
_TOKENS_PER_EXPERT = _TOKENS_PER_EXPERT[1:] + [@]
else:
raise ValueError
def sync_tokens_per_expert():
global _TOKENS_PER_EXPERT
temp_tpe = _TOKENS_PER_EXPERT[-1]

torch.distributed.all_reduce(temp_tpe,

group=get_data_parallel_group())
temp_tpe / torch.distributed.get_world_size(

_TOKENS_PER_EXPERT[-1] =
group=get_data_parallel_group())

# compute the number of tokens per expert
probs = torch.softmax(logits, dim=-1)
probs, top_indices = torch.topk(probs,
tokens_per_expert =

min=0,

# locally update the number of tokens per expert buffer
if self.config.moe_router_buffer_tokens_per_expert:
update_tokens_per_expert(tokens_per_expert)

tokens_per_expert =

# compute LBL

# reset part of the buffer
# therefore,
optimizer.step()

if self.config.moe_router_reset_tokens_per_expert_buffer:
is finished
# get and buffer tokens per expert for current

# sync only when one iteration
sync_tokens_per_expert ()

# clear old tokens per expert
reset_tokens_per_expert()

enable buffering across

= _TOKENS_PER_EXPERT[-1] + tokens_per_expert
dim=0) .sum(dim=0)

args.moe_router_buffer_capacity:

k=self.topk,
torch.histc(top_indices,
max=self.num_experts)

if optimizer step
the buffer properly expands the balance batch beyond global BSZ

iteratio

dim=-1)
bins=self.num_experts,

is called

iteration

Listing 2: Pytorch style code for buffering tokens per expert and only synchronizing at each iteration

A.6 Expand Buffer Capacity

A natural question arises: if model performance im-
proves with the growth of the balance batch, could
expanding the balance batch beyond the global
batch size through the buffer mechanism further
enhance the benefits? Our experiments find:

(1) When training from scratch, if the buffer re-
tains the tokens per expert statistics from the past
three iterations to compute the current LBL, the
convergence speed of LBL will significantly slow
down and ultimately fail to converge near 1. We

think this is because the router changes rapidly in
the early stages of training, causing the previously
recorded expert balance statistics to deviate sig-
nificantly from the actual situation, which in turn
introduces bias into the calculated LBL.

(2) In the middle stages of training, if the buffer
retains statistics from the past two or three itera-
tions to compute the LBL, the model performance
is similar to that when using only one iteration’s
statistics. This observation allows us to approxi-
mate the results obtained through global communi-
cation in the current iteration using the statistics

5017



from the previous iteration, see next part A.7. Con-
sequently, this approach can reduce the frequency
of synchronization across data parallel groups.

(3) Even in the middle stages of training, when
the buffer capacity is expanded to eight iterations,
the LBL gradually increases during training, which
negatively impacts model performance. This indi-
cates that although the model’s balance situation
is relatively stable in the middle stages of training,
using an incorrect LBL can still cause the model to
gradually deviate from the desired balance.

A.7 Decrease Synchronization Frequency

In our large-scale experiments, we observe that
when the data parallel group is very large (e.g.,
2048 GPUs), synchronizing tokens per expert at
every update step is highly susceptible to cluster
performance fluctuations. Specifically, if one node
computes more slowly, the entire cluster is delayed
while waiting for the synchronization of tokens
per expert. Building on our previous experiments
with small buffer sizes, we further optimized the
synchronization method as follows:

Early training phase (approximately 10k itera-
tions, within 5% of total training steps): When the
LBL has not yet converged, we maintain synchro-
nization at every step, and the buffer only records
information from the current iteration.

Stabilized phase: Once the LBL converges and
training becomes relatively stable, we decrease the
synchronization frequency. Specifically, we use
the expanded buffer in App. A.6 to store the in-
formation from the past 2 to 3 iterations (global
batches). During each step of the current iteration,
we calculate the LBL using locally computed to-
kens per expert plus the information stored in the
buffer. The local tokens per expert are then up-
dated to the buffer. After the current iteration ends
(optimizer steps), we synchronize the locally calcu-
lated tokens per expert of this iteration in the buffer
across the data parallel group to obtain accurate
statistics for the iteration.

Iteration Transition: The oldest iteration’s in-
formation in the buffer is discarded, and the process
begins for the next iteration. For the specific imple-
mentation, please refer to Listing 2. By reducing
the frequency of cross-data parallel group synchro-
nization, we can mitigate latency even when train-
ing with a large number of nodes.
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