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Abstract

Process Reward Models (PRMs) are crucial
for guiding Large Language Models (LLMs)
in complex scenarios by providing dense re-
ward signals. However, existing PRMs primar-
ily rely on heuristic approaches, which strug-
gle with cross-domain generalization. While
LLM-as-judge has been proposed to provide
generalized rewards, current research has fo-
cused mainly on feedback results, overlooking
the meaningful guidance embedded within the
text. Additionally, static and coarse-grained
evaluation criteria struggle to adapt to com-
plex process supervision. To tackle these chal-
lenges, we propose Dynamic and Generaliz-
able Process Reward Modeling (DG-PRM),
which features a reward tree to capture and
store fine-grained, multi-dimensional reward
criteria. DG-PRM dynamically selects reward
signals for step-wise reward scoring. To han-
dle multifaceted reward signals, we pioneer-
ingly adopt Pareto dominance estimation to
identify discriminative positive and negative
pairs. Experimental results show that DG-PRM
achieves stunning performance on prevailing
benchmarks, significantly boosting model per-
formance across tasks with dense rewards. Fur-
ther analysis reveals that DG-PRM adapts well
to out-of-distribution scenarios, demonstrating
exceptional generalizability.

“Judgements prevent us from seeing the good that
lies beyond appearances.”

—Wayne Dyer
1 Introduction

The Process Reward Model (PRM) plays a cru-
cial role in enhancing the performance of Large
Language Models (LLMs) (Uesato et al., 2023;
Yuan et al., 2024; Zhang et al., 2025). Unlike out-
come reward models (ORM), which provide feed-
back solely on the final objective, PRM focuses on
rewarding the intermediate steps or processes in-
volved in task execution (Setlur et al., 2025). This
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Question: Consider a satellite that is in a circular orbit around the Earth. The speed of the satellite decreases. What will
happen to the satellite’s orbital radius and period of revolution? Please justify your answer using principles of physics.

Answer: Judgement:

Step 1 Step 1Y)
The gravitat for centripetal force
for circular motion: £, = =,
Earth’s mass, m s the satellite’s mass, v is orbital
speed, and 7 is orbital radius.

Step 2
N o
Rearranging the = [, showing
orbital speed decreas increas: radiu
Step 3 Step 3
If v decreases, the gravitational force exceeds the e
required centripetal force, causing the satellite to spiral h
inward to a smaller orbit
Step 4 Stey
Using Kepler’s third law, T2 o« 13, a larger r implies a
longer orbital period T IICo
Step 5 Step 5 ()
o The mistake h
Applying the escape velocity formula gives v = [*, N
e r formula v =
the new speed corresponds 0 Tew = 2 v

Step 6
Gym
The total mechanical energy E = — £ increases as v
decreases, so 1" decreases to conserve energy.

Figure 1: An example from MT-Bench, where LLM
judgments contain rich details, as highlighted in bold,
but prevailing PRM methods fail to fully exploit.

where M is

e
eed, orbital radius, and the

Step 2. (¥)

bital speed decreases as the orbital
orrect]|

ectly applies Kepler's third law and concludes
rbital radius results in a longer orbital period

ened in the fifth step. The escape velocity

s incorreetly applied instead of the

approach provides more dense reward signals (Li
and Li, 2024), especially in complex problems
where the model needs to reason, analyze, and ex-
plore different solution strategies (Wei et al., 2022).
By evaluating intermediate steps, PRM is essential
for improving the model’s ability to tackle intricate
tasks (Lightman et al., 2024).

PRM can be broadly classified into heuristic
and generative categories. Heuristic process re-
wards (Wang et al., 2024a,c) rely on manually
crafted criteria to assess the relevance of interme-
diate steps to the final answer. While heuristic
rewards have significantly advanced the model’s
reasoning capabilities, they suffer from several limi-
tations (Zhang et al., 2025). Specifically, they often
require objective, reference-based answers (Luo
et al., 2024), which are difficult to obtain in com-
plex scenarios where evaluation criteria fluctuate.
Furthermore, PRMs trained using heuristic rewards
often exhibit poor generalization and even be sus-
ceptible to reward hacking (Weng, 2024; Wen et al.,
2025). On the other hand, generative process re-
wards utilize LLMs to replace human annotation
by labeling each intermediate step as correct or
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incorrect, offering positive or negative feedback
accordingly (Mahan et al., 2024; Cao et al., 2024).
While generative rewards capitalize on the LLM’s
ability to generate responses, the evaluation still
relies on a fixed set of standards (Ling et al., 2023),
limiting its adaptability across diverse domains.

Furthermore, prevailing LLM-as-Judge methods
only utilize final feedbacks (e.g., correct/incorrect)
and overlook valuable information encapsulated in
the process (Kwon et al., 2023; Gao et al., 2023b),
such as error severity and the type of mistakes. As
illustrated in Figure 1, we observe that LLM feed-
back contains rich details and guidance information.
However, the prevalent approach assigns a uniform
negative reward for incorrect labels, neglecting the
diversity and severity of errors.

In this paper, we identify two key limitations
in current process of reward construction: (1) the
use of fixed evaluation criteria, and (2) the re-
liance on uniform negative rewards, which fail to
capture the diversity and severity of errors, lim-
iting adaptability and generalizability in process
reward. To address these challenges, we introduce
Dynamic and Generalizable Process Reward Mod-
eling (DG-PRM), a novel framework designed to
automatically construct and precisely allocate pro-
cess rewards. We propose the use of a reward tree
to store multifaceted evaluation criteria extracted
from LLM judgments. It selects the most step-
wise relevant criteria during evaluation, thus mak-
ing DG-PRM excel in cross-domain generaliza-
tion. We also introduce Pareto dominance estima-
tion to select positive and negative pairs from a
diverse set of reward signals, providing clear opti-
mization objectives. Experimental results demon-
strate that DG-PRM achieves state-of-the-art per-
formance on PRMBENCH, showcasing superior
PRM capabilities. By offering contextually ap-
propriate reward signals, DG-PRM significantly
improves LLM performance across a wide range
of tasks. Furthermore, compared to the LLM-as-
Judge approach, DG-PRM demonstrates enhanced
training efficiency and better generalization to out-
of-distribution scenarios.

Our main contributions are listed below:

¢ We introduce DG-PRM, an automated frame-
work designed to construct dynamic and gen-
eralizable process rewards, optimizing the util-
ity of LLM feedback.

* To handle diverse and complex rewards, we
introduce a novel reward tree to dynamically

capture and leverage appropriate criteria to
each evaluation step.

* We propose the use of Pareto dominance esti-
mation to identify positive and negative pairs
from multifaceted reward signals, thereby pro-
viding clearer optimization objectives.

* DG-PRM significantly boosts LLM perfor-
mance across a wide range of tasks by offering
precise, fine-grained process rewards, while
demonstrating high training efficiency and ex-
ceptional generalizability.

2 Related Work

Outcome Reward Model. Reward models are
designed to capture human preferences and auto-
mate the evaluation of model outputs (Ouyang
et al., 2022; Kaufmann et al., 2024; Sun et al.,
2024a). Outcome Reward Model (ORM) has
been applied across a broad range of domains,
including safety (Dai et al., 2024), mathematical
problem-solving (Cobbe et al., 2021; Yang et al.,
2024b), and code generation (Dou et al., 2024; Sun
et al., 2024b). Recent studies, such as Wang et al.
(2024b), have further expanded the reward signal
to encompass diverse dimensions, including help-
fulness, correctness, coherence, complexity, and
verbosity. ORM can be categorized into discrimi-
native models (Stiennon et al., 2020; Ouyang et al.,
2022) and generative models (Mahan et al., 2024).
Discriminative reward models typically add a clas-
sification head to assess the quality of inputs (Gao
et al., 2023a; Chen et al., 2024a), whereas genera-
tive reward models leverage the language genera-
tion capabilities of LLMs to evaluate outputs (Zhu
et al., 2024; Li et al., 2024c). Zheng et al. (2023)
demonstrate that LL.Ms can provide scalable and
explainable rewards that exhibit high alignment
with human preferences.

Process Reward Model. As LLMs are increas-
ingly required to handle complex tasks, they often
need more tokens to reason effectively (Wei et al.,
2022; Snell et al., 2024). As the length of LLM out-
puts increases, ORM struggles to fully evaluate the
coherence and correctness of the output (Luo et al.,
2024). Thus, building PRMs with dense reward sig-
nals emerges as a solution (Lightman et al., 2024).
Current approaches of building PRMs tend to focus
on objective domains, such as mathematics, which
have clear, definitive answers (Guan et al., 2025),
aiming to improve LLM performance in mathemat-
ical problem-solving (Uesato et al., 2022; Yuan
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et al., 2024; Cui et al., 2025). Wang et al. (2024a)
model the correctness of each step’s output as a
process reward, while Wang et al. (2024c) adopt a
softer approach by incorporating the likelihood of
the current step’s output being correct as a process
reward. However, these heuristic methods limit the
generalizability, particularly in cases where there is
no clear, unique answer. For example, in scientific
tasks, diverse and complex reward signals should
be considered, and various output components may
require attention to distinct reward signals (Wu
et al., 2024). Therefore, constructing dynamic and
diverse process rewards is a desideratum.

Reward Signal. The design of reward signals
is a crucial component in RL (Sutton, 2018). Re-
ward signals can generally be classified into three
types: human-annotated (Bai et al., 2022a), rule-
based (Glaese et al., 2022), and Al-feedback (Lee
et al., 2024b). Human-annotated reward signals re-
quire expert labeling and verification, which can be
costly and time-consuming (Lightman et al., 2024).
Mu et al. (2024) argue that human annotations of-
ten fail to accurately convey the intended behaviors
to annotators, which complicates the conversion of
desired outcomes into specific rules. Rule-based
systems, such as parsing, use compilers to perform
syntactic analysis for translating source code into
executable binary code. However, such approaches
are domain-specific and cannot easily generalize
to other areas. With the increasing capabilities
of LLMs, research has shifted toward utilizing Al
feedback for reward generation (Bai et al., 2022b,
2023; Li et al., 2024b). Kwon et al. (2023) ob-
serve that LLMs, when used as a proxy reward
function, significantly improve the alignment of
rewards with user objectives. In the context of
code, McAleese et al. (2024) show that AI models
help identify more bugs than human contractors.
Cao et al. (2024) demonstrate that dense reward
signals provided by LLMs effectively improve the
performance of policy models. However, current
research (Gao et al., 2024; Chen et al., 2024b; Ling
et al., 2023) typically focuses on scoring or ranking
outputs, which neglects the rich guiding informa-
tion present in LLM-generated texts.

3 Preliminary

Given the complexity of process rewards, we de-
sign a reward tree to store high-quality reward crite-
ria at different levels of granularity. The reward tree
dynamically selects the most appropriate criteria

at each step, and the corresponding reward scores
are computed based on these criteria. To tackle
the optimization challenges posed by the diversity
of reward signals, we introduce Pareto dominance
estimation and select Pareto-optimal samples. The
detailed process is illustrated in Figure 2.

3.1 Automatic Process Reward Design

Given an input x, the model output  is evaluated
against a reference y or a set of evaluation criteria
C. The output g is categorized into two sets, 7+
and g_, such that:

g+ =y and g_#y or C(g4+)>C(9-)
)
Function J then analyzes why ¢ is superior to
19—, yielding a set of reward criteria:

j(x,@.hy_):{7’1,7“2,7“3,...} (2)

After applying this process to all samples in the
dataset, an automated validator filters out low-
quality and unreasonable reward criteria (detailed
in Appendix B.2). This results in a set of m reward
criteria: {ry,ra,7s,...,r,}. Each reward crite-
rion r; is then mapped to a d-dimensional vector
space using the embedding function V:

V(r;) = [UZ-(D, UZ-(Q), A vfd)] 3)

Next, we construct a reward tree 7 using hierarchi-
cal clustering with the distance function D(v;, v;),
which is defined as:

Vi - U4
D(’U',U‘) =1- 2 4
ST ol @
The reward tree is generated as follows:
T:H({Ul’UQ""}aD) (5

To reduce redundancy among tree nodes, we define
a threshold ¢ such that when D(v;,vj) < &, we
merge r; and r;. To facilitate dynamic updates to
the reward tree, we adopt an incremental hierar-
chical clustering algorithm, minimizing the cost of
introducing new rewards. Based on the constructed
hierarchical relationship, we annotate the upper-
level coarse-grained reward criteria as rP2*" and
the lower-level fine-grained reward criteria as 74,
The final reward tree 7 is then expressed as:

T = ({rhrem phrent oy {pshild | pchildy)
(6)
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Figure 2: Overview of DG-PRM. DG-PRM consists of three main steps: (a) Automatic Process Reward Design,
which constructs reward criteria using positive and negative sample pairs ¢4 and §_, maps these criteria into a
feature space, and builds a reward tree via hierarchical clustering; (b) Dynamic Process Reward Allocation, which

dynamically selects both coarse-grained rewards rP2rent

and fine-grained rewards "¢ from the reward tree in each

step, computing the reward score based on the corresponding criteria; and (c) Multi-Objective Reward Optimization,
which selects the Pareto-optimal §(*) as the optimization target based on the computed reward scores.

3.2 Dynamic Process Reward Allocation

The dynamic process reward allocation uses the
reward tree 7 to provide step-wise reward signals.
Given input data = and model output g, the output
is divided into n steps:

@ g™y )

For each step t, the reward allocation dynamically
assigns corresponding rewards. Specifically, for
the t-th step §(*), the function R selects coarse-
grained reward 7P**™ from the upper levels of re-
ward tree 7, and the analysis function @ further de-
termines whether fine-grained reward criteria r°"ild
are needed for evaluation based on g)(t) and the
selected rParent:

{T'i‘)arent7 (I)( (t) parent)’ o }

g=1{9",5

=RHY,T) ®)

If fine-grained reward criteria r°"!¢ are needed, to

ensure matching accuracy, we extract each evalu-
ation criterion generated by ®, denoted as ¢; =
®(y®), rParent) - Similarly, we use the embedding
function V to map ¢; to the d-dimensional vec-

tor space, and compute the cosine distance 5,?)

between ¢; and each child node 7",(:) under rParent.

5 = DV(), V(r)) )

For those r,it) satisfying 6,(:) < (, where ( is a pre-

defined threshold. Thus, the reward set for the ¢-th

step is:
R, = {r)15, < ¢}

We score each reward using a scoring function S:

(11)

(10)

sl(f) = S(g)(t),r,(:)), rl(f) c Ry,

For ensuring the non-independence of process
rewards, the evaluation of step ¢ incorporates
the information from the preceding ¢ steps, i.e.,
§(<b, s,(ft). To avoid excessively long contexts,
only the last y steps are retained, as detailed in

Algorithm 1.

3.3 Multi-Object Reward Optimization

After assigning rewards and computing scores for
the current step, we obtain a reward set R;. Given
the diversity within Ry, we select an optimal candi-
date from the score set S; as our optimization target.

For any candidate ;Q@

;, if there exists another can-

didate g)](-t) such that for every reward r,(f) € R, the
following holds:

ti t.j
) > gltd)

(12)
and there exists at least one index [ for which

st > gba) (13)

Z(t) Pareto-dominates @G), de-

then we say that ¢ 5

NORE0)

noted as g; * >~ yj
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Algorithm 1 Dynamic Process Reward Allocation

Require: Step-t §(*), Reward tree 7, Distance
threshold ¢, Window size i, Reward function
‘R, Analysis function ®, Embedding function
V, Distance function D, Score function S
Ensure: Reward set R, Score set S
1: Initialize R =0,S =0
2: for each timestep t = 1 ton do
3: ift — pu <0 then

4: Select all available previous steps up
tot —1,ie., {gM, 5@, ... gt}

5: else

6: Select the previous p steps, i.e.,

{g(t*u)’ glt—ntl)
end if
Retrieve corresponding rewards and

scores: Z; = {(g)(t_“),r](f_”), s,(:_“)), .

9: Add Z; as supplementary information to
reward function R

10:  Cal ¢; = (), pPorem)

11: for each ¢; € R(7M, T,Z;) do

Ly}

% X

12: for cach child 7" of 7P do

13: 8" = DV (¢), V(r))

14: if 5" < ¢ then

15: Addr" 0 R

16: Cal s\ = 5(r" 50 1))
17: Add s\ 10 S

18: end if

19: end for

20: end for

21: end for

Ideally, we aim to obtain an absolute optimal
solution §(!)* that satisfies

Vi, k s,(f’*) > s(t’j)

¢ (14)

When such an absolute optimum does not exist,
we instead search for a non-dominated solution
g)i(t) for which no other candidate g)](-t) exists that
Pareto-dominates it. The set of all non-dominated
solutions is referred to as the Pareto optimal set,
denoted by U. The scores corresponding to these
solutions form the Pareto front. We then define the
optimization target set as

vV ={@".3Y) vy e u, 35 5 - 50}

(15)
We employ the DPO (Rafailov et al., 2023) opti-
mization algorithm. Therefore, the optimization

objective for the policy model is as follows:

£(0) =~ llog o (F — F_)]

(16)

]Elzvﬁ(<t)»(g+(t)7g(_t))ev

(g4 s §1=1)
Tref (g+(t) ’.1'; g(<t))
(- a; §<Y)
Tref (§— O a; §(<D)

Fy = Blog

F_ = plog

Here, o denotes the sigmoid function, 7y repre-
sents the policy model to be optimized, and 7¢
is the fixed reference model during training. The
hyperparameter 3 controls the distance between
the policy model and the reference model.

4 Experiments

4.1 Evaluation Datasets

To evaluate the efficiency of DG-PRM in process
reward modeling, we use the PRMBENCH (Song
et al., 2025) dataset. This benchmark, built on the
PRMS8O0O0K corpus, consists of 6k math problems
across 9 distinct error categories, enabling compre-
hensive evaluation of process-level reward models.

To further assess DG-PRM’s effectiveness across
a broad range of tasks, we incorporate three ad-
ditional task sets representing different domains:
general tasks, scientific tasks, and commonsense
reasoning. These datasets include:

* General: MT-Bench (Zheng et al., 2023),
Arena-Hard (Tianle et al., 2024)

* Science: QASC (Khot et al., 2020), Chem-
istryQA (Wei et al., 2021)

* Commonsense: StrategyQA (Geva et al.,
2021), ARC-c (Clark et al., 2018)

A detailed description of the datasets, including
answer types, training and test set distributions, and
licensing information, can be found in Appendix A.

4.2 Experiment Settings

Implementation Details. For PRMBENCH, we
use the same setup as in the Prompted as Critic
Models configuration, which includes four open-
source models: QwQ-Preview-32B (Team, 2024),
DeepSeek-R1-Distill-Qwen-32B, DeepSeek-R1-
Distill-Qwen-7B, and DeepSeek-R1 (Guo et al.,
2025), along with two proprietary models: ol-
mini (OpenAl, 2024c) and GPT-40 (OpenAl,
2024a). In General, Science, and Commonsense
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Simplicity Soundness Sensitivity

Model Name Overall

NR. NCL. Avg. | ES SC. DC. CI Avg.| PS DR. MS. Avg.

Open-source Discriminative Process Reward Model

Llemma-PRMS800k-7B' 520 (493 534 514|564 471 467 533 509 |51.0 535 936 66.0
MATHMinos-Mistral-7B 542 488 540 514|570 52.1 50.7 57.8 544|528 558 91.1 66.5
MathShepherd-Mistral-7BT 47.0 440 503 47.1|494 445 413 477 457 472 48.6 86.1 60.7
RLHFlow-PRM-Mistral-8Bt 544 |46.1 473 46.7|56.6 551 544 638 575|515 562 979 68.5

RLHFlow-PRM-Deepseek-8Bf  54.2 | 464 489 47.6

5577 55.0 532 662 57.5]49.0 554 99.8 68.1

Prompted as Critic Models

ol-minif* 68.8 |65.6 637 646|745 6777 73.8 723 72.1|61.8 64.8 100.0 75.5
GPT-40f 668 |57.0 624 59.7|72.0 69.7 70.7 71.1 70.9|625 657 99.2 758
QwQ-Preview-32B{ 63.6 |572 556 564|674 723 662 669 68.2|57.8 62.7 100.0 73.5
R1-Distill-Qwen-32B' 60.2 572 519 3545|66.1 684 693 648 67.2|533 546 999 69.3
R1-Distill-Qwen-7Bf 526 329 379 354|473 541 484 48.0 494|456 468 100.0 64.1
DeepSeek-R1 69.5 66.0 652 656|748 70.1 722 729 725|632 662 100.0 76.5
Dynamic and Generalizable Process Reward Modeling
ol-mini 735 |712 69.1 702|775 748 763 75.6 76.1 673 704 100.0 79.2
GPT-4o 723 | 66.1 69.0 67.6|759 732 747 764 75.1|66.8 70.9 100.0 79.2
QwQ-Preview-32B 70.0 |63.2 654 643|724 743 729 745 735|645 679 100.0 77.5
R1-Distill-Qwen-32B 69.0 |620 647 634 |71.1 72.6 71.3 73.8 722 |63.6 66.8 100.0 76.8
R1-Distill-Qwen-7B 652 604 62.1 61.3[69.8 68.1 69.5 72.1 69.9|624 642 1000 755
DeepSeek-R1 76.5 |741 723 73.2|80.1 77.5 789 794 79.0 | 71.0 74.3 100.0 81.8

Table 1: Performance comparison of DG-PRM and other strong baselines on PRMBENCH (Song et al., 2025)
(PRM-Score %). The best results are highlighted in bold. T indicates results from the official leaderboard, and *
denotes evaluation on a subset of 394 samples. The evaluation includes mainstream open-source and closed-source
models for a fair comparison. Details of each dataset category and evaluation objectives are provided in Appendix A.

scenarios, we also include the models DeepSeek-
R1-Distill-Qwen-1.5B and DeepSeek-R1-Distill-
Qwen-14B. To construct the reward tree, we use
the BAAI/bge-en-icl model (Li et al., 2024a) to
build V, with the dimensionality d set to 4096. For
hierarchical clustering, we apply the BIRCH algo-
rithm (Zhang et al., 1997) to create /. Unless other-
wise stated, we use DeepSeek-R1-Distill-Qwen-7B
as the backbone model and set the hyperparameters
as follows: the merge hyperparameter £ = 0.25,
the distance hyperparameter ( = 0.2, and step
hyperparameter . = 20. For more detailed exper-
imental procedures and hyperparameter analysis,
refer to Appendix B.1 and Appendix C.

Baselines. For PRMBENCH, we use the official
results as baselines. To further validate the effec-
tiveness of DG-PRM, we compare it against the
following setups in the General, Science, and Com-
monsense scenarios: (1) Original: The original
model without any optimization. (2) ORM: We
train a reward model to provide positive and nega-
tive feedback for complete outputs. (3) Critic Mod-
els: Building on Song et al. (2025), we guide LLMs
with prompts to critique the solution in a step-by-

step manner. Following Mahan et al. (2024), we
distinguish between Critic Direct, where models
directly generate results, and Critic CoT, where
the model first performs reasoning and analysis
before presenting the answer. (4) Human Annota-
tion: Training on human-annotated process labels
as an upper bound.

We also include Implicit PRM (Yuan et al.,
2024), a token-level reward baseline in our anal-
ysis, as detailed in Appendix D.2. We obverse
that a substantial amount of preference data is es-
sential for training in order to effectively model
DPO-equivalent rewards (Rafailov et al., 2024).

4.3 Main Results

PRMBENCH. Table 1 presents the results on
PRMBENCH, where generative models demon-
strate a clear advantage over discriminative models,
a finding consistent with Zheng et al. (2024a). DG-
PRM further significantly improves the process
reward modeling capabilities of LLMs. In more
challenging PS tasks, where PRMs must be capable
of identifying missing conditions and prerequisite
mistakes, R1-Distill-Qwen-7B shows a remarkable
improvement from 45.6% to 62.4%. This notable
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Figure 3: Performance comparison on (a) MT-Bench and (b) Arena-Hard. The R1-Distill-Qwen-7B model is used
as the backbone, with GPT-40 (OpenAl, 2024a) serving as the judge model.

enhancement can be attributed to DG-PRM’s step-
wise discrimination and dynamic reward allocation,
which effectively increase error identification ac-
curacy. Moreover, R1 demonstrates strong perfor-
mance, which DG-PRM further enhances, improv-
ing overall accuracy from 69.5% to 76.5% as a
new state-of-the-art. Notably, in sensitivity test-
ing, the average score exceeds 80%. This can be
attributed to R1’s complex reasoning generating
higher-quality reward criteria, which DG-PRM ef-
fectively leverages to boost performance. We will
further analyze this phenomenon in Appendix D.1.

General. Table 3 presents the results on MT-
Bench and Arean-Hard. We observe that preference
optimization significantly enhances the model’s
win rate. The Critical Model outperforms ORM
through step-wise analysis, achieving better perfor-
mance. In Arean-Hard, using Critical CoT with
process analysis demonstrates a clear advantage
over Critical Direct, highlighting the importance
of step-wise analysis during evaluation. DG-PRM
notably improves the model’s win rate compared to
the baseline, reaching levels close to Human Anno-
tation, and even exceeding Human Annotation in
the “Significantly Better” category on Arean-Hard.
We attribute this to DG-PRM’s ability to integrate
multi-dimensional reward information, resulting in
more accurate process rewards.

Science and Commonsense. In Figure 4, we
compare the performance of different methods
across models with 1.5B, 7B, 14B, and 32B pa-
rameters. We observe that DG-PRM significantly
enhances the performance of models at all param-
eter scales, demonstrating a clear advantage over
other methods. Furthermore, DG-PRM achieves
performance close to human annotation, even sur-
passing human-level performance on the Strate-
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Human Performance 3% ——% Human Performance (87%)—"-Fs

80 80

o
=}

70

Accuracy (%)
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=)
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ORM

Critic Direct

20 Critic CoT 50
DG-PRM

—— Human

1.5B 14B 32B 1.5B

7B 148 32B
Model Parameters

7B
Model Parameters

Figure 4: Performance comparison on (a) QASC and (b)
StrategyQA. The evaluation includes models of different
parameter scales: 1.5B, 7B, 14B, and 32B.

gyQA. Notably, the R1-Distill-Qwen-32B model
trained with DG-PRM outperforms human perfor-
mance on both the QASC and StrategyQA datasets.
In StrategyQA, we observe a performance drop
for the Critical CoT method, which even falls be-
low the Critical Direct method in the 14B model.
This is due to the implicit reasoning challenges in
StrategyQA, where the model often struggles to
determine the appropriate direction for analysis,
particularly when the reasoning process is highly
complex. In such cases, unoriented analysis can
lead to erroneous judgments. DG-PRM, by provid-
ing relevant and explicit reward objectives at each
step, effectively improves the judgments.

Generalization. In Figure 5, we analyze the gen-
eralization capabilities of different methods. We
observe a significant performance drop for ORM
and Critic Direct in out-of-domain (OOD) scenar-
ios, with some results falling below baseline per-
formance. To further analyze the Critical methods,
we introduce Critic Instruction, which provides no
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Figure 5: Generalization analysis on (a) ChemistryQA and (b) ARC-c. In the Out-of-Distribution setting, we
provide process feedback for ChemistryQA samples using the process reward model constructed on QASC, and
for ARC-c samples using the process reward model constructed on StrategyQA. Critic-Instruction refers to the
approach where only instructions are used without providing any domain-specific exemplars.
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Figure 6: Accuracy(%) variation with training steps on the QASC, StrategyQA, and ARC-c datasets.

examples and only simple instructions to guide the
LLM in generating process rewards. In the OOD
setting, the Critical CoT method exhibits minimal
performance degradation on the ARC-c, but a sig-
nificant drop on ChemistryQA, even performing
worse than Critic Instruction. This is attributed to
the diverse problem distribution in QASC, which
leads to confusion when transferring to the Chem-
istry domain. In contrast, DG-PRM, by selecting
relevant and effective rewards, demonstrates out-
standing domain generalization abilities. In Ap-
pendix D.5, we leverage the scalability of DG-PRM
to construct a general reward tree for further analy-
sis of its cross-domain generalization.

Training Efficiency. In Figure 6, we compare the
accuracy of different methods as a function of train-
ing steps. We observe that DG-PRM demonstrates
exceptional training efficiency across all datasets,
achieving performance equivalent to Critic CoT
with only 30% of the training steps. This efficiency
is attributed to DG-PRM’s use of Pareto advantage
estimation to select the most representative posi-
tive and negative samples, making it easier for the
model to capture the differences between samples

and optimize the fitting objective. As a result, DG-
PRM continuously improves model performance,
significantly outperforming baseline methods.

5 Conclusion

In this paper, we first identify that current PRMs
are often domain-specific and optimized for spe-
cific objectives, limiting their generalizability. The
core challenge lies in the need for detailed, step-
by-step supervision, making it difficult to standard-
ize reward signals. To address this, we propose
Dynamic and Generalizable Process Reward Mod-
eling (DG-PRM), which utilizes a reward tree to
store fine-grained reward signals and dynamically
provides step-specific rewards. We also introduce
Pareto dominance estimation to select positive and
negative feedback from diverse reward signals. Ex-
periments across benchmarks demonstrate that DG-
PRM can deliver more accurate process reward
signals. Notably, it achieves new state-of-the-art on
PRMBENCH, and shows effectiveness in improv-
ing model performance across various domains,
showcasing its exceptional generalizability by pro-
viding effective and precise reward signals.
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Limitations

Expansion to Diverse Domains. Although we
have demonstrated the effectiveness of DG-
PRM across several datasets, including PRM-
BENCH (Song et al., 2025), MT-Bench (Zheng
et al., 2023), and Arena-Hard (Tianle et al., 2024),
there is still significant potential for DG-PRM to
expand into more domains. As LLMs are increas-
ingly applied to various scientific fields, DG-PRM
can be adapted to design domain-specific reward
trees for fields such as drug discovery (Zheng et al.,
2024b), disease diagnosis (Zhou et al., 2024), and
weather forecasting (Wang and Karimi, 2024). We
view these applications as exciting avenues for fu-
ture research.

Incorporating Human External Supervision.
While DG-PRM constructs reward trees using
LLMs, and although we have incorporated an au-
tomated validator to remove low-quality reward
criteria, there remains the possibility of reward cri-
teria that do not align with human expectations.
This could lead to potential risks in optimized mod-
els. Therefore, it is crucial to introduce appropriate
human supervision to refine and enhance the re-
ward tree, and even to design and construct reward
trees specific to certain domains.

Adaptation to Advanced Models. The primary
strength of PRM lies in providing reliable and ef-
fective process signals for complex reasoning tasks.
However, the most advanced models with deep rea-
soning capabilities, such as OpenAI’s ol (OpenAl,
2024c) and 03 (OpenAl, 2025b), cannot be adapted
due to their closed-source nature. A promising al-
ternative is the DeepSeek R1 model (Guo et al.,
2025). However, due to resource constraints, we
have only utilized the distilled version of the model,
rather than the full 671B R1 model. In the future,
we plan to extend DG-PRM’s adaptability to more
advanced models, further enhancing the effective-
ness of generalized process supervision.

Ethics Statement

Compliance with Dataset Licenses. We strictly
adhere to the licenses of the datasets used in our
experiments. All datasets are in English, and we
take care to ensure that our usage aligns with the in-
tended use of each dataset. A detailed overview of
the license information for each dataset is provided
in Table 2.

Adherence to Model Usage Terms. Throughout
the experimental process, we strictly follow the
terms of use for the models. We comply with the
usage guidelines set for models, including terms
of service and API usage policies for commercial
models. For open-source models, we adhere to the
licenses and usage constraints outlined.

Data Privacy. Our method constructs reward
trees using the output of LLMs without collect-
ing personal information or sensitive data. We have
thoroughly reviewed the prompts and data used
in the experiments to ensure they do not contain
any personally identifiable information or offensive
content.

Data Annotation. During the experiments, we
invited five annotators with a master’s degree or
higher to label the process rewards of model out-
puts and assess DG-PRM outputs. One of the an-
notators, a PhD from the Chemistry Department,
specifically handled ChemistryQA tasks. Compen-
sation was provided to participants based on local
hourly wage standards. All annotators were from
the broader Pacific Rim region, with a balanced
gender ratio, and we ensured that cultural prefer-
ences across different regions were accounted for
in the evaluations, ensuring the validity of the re-
sults. The instructions provided to annotators are
shown in Table 22 and Table 23.

Use of Al Assistants. In the evaluation process,
we employed Al tools to assist with analyzing
model outputs. Specifically, we utilized GitHub
Copilot to assist in coding. We ensured that the
use of Al tools followed submission guidelines and
ethical standards.

Environmental Protection. Training and scal-
ing during testing require significant computational
power and resources. Efficient and accurate reward
signals enable more efficient model training and
allow for the elimination of lower-quality paths
during inference, promoting the sustainable devel-
opment of Al. This approach helps reduce carbon
emissions and supports environmental protection.
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A Dataset Details

In our experiments, we selected seven datasets en-
compassing a wide variety of task types that require
intricate and complex reasoning by the models. De-
tailed information on the sample sizes, sources, and
licenses of these datasets is provided in Table 1.

* PRMBENCH is evaluated using the PRM-
Score, which is the average of the F1 Score
and Negative F1 Score, with an emphasis on
the steps where errors occur. Table 3 pro-
vides a detailed list of the abbreviations for
each category, their corresponding full names,
the evaluation objectives, and the number of
instances within each class. An example is
shown in Table 8.

* MT-Bench (Zheng et al., 2023) is evaluated
on a 1-10 scale. To ensure comprehensive
evaluation and realistic scenarios, we em-
ployed a multi-turn setup with evaluation
scores output by GPT-40 (OpenAl, 2024a).
We also report the win rates against the GPT-
40 model. Table 4 presents the various types
and their corresponding quantities in MT-
Bench, and Table 13 illustrates an example
from MT-Bench.

Arena-Hard (Tianle et al., 2024) uses win
rates against the GPT-4-0314 output as an
evaluation metric. We used the official out-
put results from Arena-Hard’s official repos-
itory, utilizing GPT-40 (OpenAl, 2024a) as
the judge model. Arena-Hard consists of 250
diverse scenarios. An example is shown in
Table 14.

4215


https://openreview.net/forum?id=xJljiPE6dg
https://openreview.net/forum?id=xJljiPE6dg
https://lilianweng.github.io/posts/2024-11-28-reward-hacking/
https://lilianweng.github.io/posts/2024-11-28-reward-hacking/
https://doi.org/10.1126/science.ads0901
https://doi.org/10.1126/science.ads0901
https://doi.org/10.1126/science.ads0901
https://openreview.net/forum?id=51iwkioZpn
https://openreview.net/forum?id=51iwkioZpn
https://openreview.net/forum?id=51iwkioZpn
https://arxiv.org/abs/2412.01981
https://arxiv.org/abs/2412.01981
https://arxiv.org/abs/2501.07301
https://arxiv.org/abs/2501.07301
https://arxiv.org/abs/2501.07301
https://arxiv.org/abs/2412.06559
https://arxiv.org/abs/2412.06559
https://arxiv.org/abs/2306.05685
https://arxiv.org/abs/2306.05685
https://arxiv.org/abs/2409.04481
https://arxiv.org/abs/2409.04481
https://arxiv.org/abs/2409.04481
https://arxiv.org/abs/2409.00097
https://arxiv.org/abs/2409.00097
https://openreview.net/forum?id=87YOFayjcG
https://openreview.net/forum?id=87YOFayjcG
https://github.com/lmarena/arena-hard-auto/blob/main/data/arena-hard-v0.1/model_judgment/gpt-4-1106-preview/gpt-4-0613.jsonl
https://github.com/lmarena/arena-hard-auto/blob/main/data/arena-hard-v0.1/model_judgment/gpt-4-1106-preview/gpt-4-0613.jsonl

DATASET | TASK | ANSWER FORMAT | # TRAIN. | # TEST. | LICENSE
PRMBENCH (Song et al., 2025) PRM Incorrect Position - 6,216 Apache license 2.0
MT-Bench (Zheng et al., 2023) General Rating - 80 Apache license 2.0
Arena-Hard (Tianle et al., 2024) General Rating - 500 Apache license 2.0
QASC (Khot et al., 2020) Science Multi-choice 8,134 926 Apache license 2.0
ChemistryQA (Wei et al., 2021) Science Text 2,721 392 CCO-1.0
StrategyQA (Geva et al., 2021) Commonsense T/F 2,061 229 MIT license
ARC-c (Clark et al., 2018) Commonsense Multi-choice 1,119 299 CCBY-SA 4.0

Table 2: Detailed description of the datasets used in the experiments. # TRAIN. represents the number of training
samples, and # TEST. indicates the number of samples used for evaluation.

Full Name Evaluation Subject Number Task Category Evaluation Focus Number of Samples
Non-Redundancy (NR.) Simplicity 758 Writing Text Generation 10
Non-Circular Logic (NCL.) Simplicity 758 Rolepla-y Iflteraction ] 10
Empirical Soundness (ES.) Soundness 757 Reasoning L"gl‘:al Analysis ) 10
Step Consistency (SC.) Soundness 758 Matb Mathematical Probl‘em Solving 10
Domain Consistency (DC.) Soundness 757 COdmg, ngfammmg 10

. Extraction Information Retrieval 10
Confidence Invariance (CI.) Soundness 757 ..

.. e . STEM Scientific Knowledge 10
Prerequisite Sensitivity (PS.) Sensitivity 756 Humanities Cultural Understandin 10
Deception Resistance (DR.) Sensitivity 750 ¢
Multi-Solution Consistency (MS.) Sensitivity 165

Table 3: Statistics of classes in MT-Bench.

* QASC (Khot et al., 2020) is a multiple-choice
science dataset that provides multiple fact ex-
planations for each answer, aiding LLMs in
evaluating the causes of errors from the per-
spective of facts. A simple example is shown
in Table 9.

* ChemistryQA (Wei et al., 2021) is a chem-
istry dataset collected by Socratic, covering
over 200 topics. It provides the necessary
knowledge, conditions, and detailed solution
steps. A sample is shown in Table 10.

* StrategyQA (Geva et al., 2021) challenges
models to solve implicit reasoning problems
strategically. It provides question breakdowns
and corresponding facts, which help identify
the points of failure. A simple example is
shown in Table 11.

* ARC-c (Clark et al., 2018) is a challenge sub-
set of the ARC dataset, assessing a model’s
fundamental reasoning abilities across various
fact types, such as Basic Facts & Properties,
and Processes & Causal.

Since PRMBENCH, MT-Bench, and Arena-
Hard do not provide training datasets suitable
for constructing reward trees, we leverage the
MATH dataset (Hendrycks et al., 2021) to train
PRMBENCH’s reward tree. For MT-Bench and
Arena-Hard, we select 5,000 samples from the
LMSYS-Human-Preference-55k (Chiang et al.,
2024) dataset to build the reward trees.

Table 4: Statistics of categories in MT-Bench.

B Experiment Details

B.1 Implementation Details

In the process, we segment steps using newline
characters or explicit labels such as “Stepl” and
“Step2.” For each step, we construct positive and
negative label pairs based on the reference answers
y or evaluation criteria C provided in the dataset,
such as MT-Bench (Zheng et al., 2023). We use
the corresponding judge prompt and the reference
answer y from the dataset to build these pairs.

We utilize GPT-40 to construct the judge model
J, generating appropriate reward criteria for erro-
neous steps. The BAAI/bge-en-icl (Li et al., 2024a)
embedding model is employed to obtain embed-
ding vectors v, where the vector space has a dimen-
sion d = 4096. Additionally, in our experimen-
tal analysis, we incorporate the text-embedding-
3-large (OpenAl, 2024b) and nvidia/NV-Embed-
v2 (Lee et al., 2024a) models.

The BIRCH algorithm (Zhang et al., 1997) is
used for hierarchical clustering, with the Birch
implementation from sklearn.cluster. In the
process of merging reward criteria, we retain cri-
teria with longer lengths. Following the cluster-
ing, GPT-4o is used to summarize the upper-level
coarse-grained reward criteria rP*", This step
proves crucial for subsequent reward allocation,
as using higher-quality models for summarization
yields more accurate reward signals.

The same model used to generate the coarse-
grained reward criteria is employed for reward al-
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location, determining whether fine-grained reward
criteria M4 should be provided. To ensure the
accuracy of evaluation, we sample multiple times
to confirm the appropriateness of selected reward
criteria. In our experiments, we set the sampling
frequency to 5, retaining coarse-grained reward cri-
teria that appear more than 3 times. Typically, the
model’s judgments are consistent.

During scoring, previously generated steps, eval-
uation information, and scores are concatenated at
the front for reference. By default, we use GPT-40
as the scorer S. We also analyze the evaluation
results using the model’s own evaluation and the
o3-mini evaluation results, as detailed in D.1.

If corresponding positive or negative feedback
cannot be found, additional sampling is performed
until the maximum number of attempts is reached.
Table 18 provides an example with selected fine-
grained reward criteria placed in the prompt. In
practice, only coarse-grained reward criteria can
be included due to context limitations, so we care-
fully select fine-grained reward criteria based on
matching. In Table 19, Table 20, and Table 21,
we present several examples of coarse-grained and
fine-grained process reward criteria.

For training, we use 8 interconnected H200
GPUs with a batch size of 32, a learning rate of
5e-6, and a DPO-beta of 0.1. Other settings are
based on the default parameters of HuggingFace’s
DPOTrainer. Due to the temporary unavailability
of the DeepSeek-R1 API, we deploy the full 671B
version using ollama on an § interconnected A100
setup with INT4 precision. The same approach is
used for the other Distill models.

During generation, we adjust the temperature
parameter v according to the task and model.
Specifically, we find that for R1-Distill-Qwen-
1.5B and R1-Distill-Qwen-7B, higher temperatures
lead to very long sequences and many repeated
solutions, as observed by Chen et al. (2025) in
the QwQ (Team, 2024) model. Thus, we set
v € [0.5,0.6] and filter out sequences exceed-
ing 4096 tokens. For R1-Distill-Qwen-14B and
R1-Distill-Qwen-32B, we find that v € [0.7,0.8]
yields more satisfactory results on MT-Bench and
Arean-Hard, while a lower temperature works bet-
ter for QASC, StrategyQA, and ARC-c tasks, so we
set v € [0.6,0.7]. For the MT-Bench and Arean-
Hard datasets, we compute the average score of five
output results. For other datasets, we calculate the
final results based on the corresponding metrics.

QsscC StrategyQA

Dataset

Figure 7: Consistency between automated validator and
human evaluation

B.2 Automated Validator

During the construction of the reward tree 7, an
automated validator plays a crucial role in ensur-
ing the high quality of the reward criteria. This
validator can be applied to the reward tree construc-
tion for any model, filtering out low-quality reward
criteria. We use GPT-40 (OpenAl, 2024a) as the
automated validator, which evaluates the reward
criteria through prompts and provides one of three
assessment results: Good, Ordinary and Bad. De-
tailed criteria for these evaluations are outlined, and
Table 15 provides a general example.

To assess the consistency between the automated
validator and human evaluations, we randomly se-
lected 100 outputs from the automated validator
and compared them to the results of human eval-
uations. We calculated the proportion of matches
between the automated outputs and the labels as-
signed by three human evaluators, with the results
shown in Figure 7. Our analysis reveals that, on
both the QASC and StrategyQA datasets, the au-
tomated validator exhibits high consistency with
human evaluations.

B.3 Baseline Implementation

For the ORM, we follow the approach of Liu et al.
(2024) and train the ORM based on the Qwen-2.5-
7B model (Yang et al., 2024a). We employ AdamW
as the optimizer, with a batch size of 16 and a
learning rate of 2e-6. In the process of building
Critic Models, we prompt the LLM to perform step-
by-step evaluation. Specifically, the Critic Direct
directly outputs whether each step is correct, while
the Critic CoT provides a detailed analysis of the
output steps before giving the final result. Each step
is evaluated with [[correct]] or [[wrong]], and
the final judge model extracts any erroneous steps.
If all steps are correct, the output is []. Tables 16
and 17 show an example of the Critic Direct and
Critic CoT.
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Figure 8: Ablation analysis of the hyperparameters on the QASC dataset, using R1-Distill-Qwen-7B as the backbone.

C Hyperparameter Analysis

We conducted an ablation study on the hyperparam-
eters used in our experiments on the QASC dataset,
as shown in Figure 8.

Merge Hyperparameter ¢ The hyperparameter
& controls the merging of similar reward criteria.
As shown in Figure 8a, a larger value of £ leads to
the merging of related criteria, and in an extreme
case, all 7Nl ynder 7Pt are merged, resulting in
a coarse-grained process reward. This has a signifi-
cant impact on performance. On the other hand, a
smaller value of ¢ leads to a large number of redun-
dant criteria in the reward tree 7, which increases
noise and causes performance degradation. It also
results in redundant computations in S, leading to
unnecessary overhead. Therefore, we set & = 0.25
as a suitable threshold.

Distance Hyperparameter ( The hyperparame-
ter ¢ controls the selection of fine-grained process
reward criteria, as illustrated in Figure 8b. A larger
value of ( results in the inclusion of numerous ir-
relevant reward criteria, leading to a decrease in
overall performance. This occurs because an ex-
cessive number of criteria makes it difficult for
DG-PRM to select the corresponding positive and
negative samples. Consequently, it is essential to
limit the criteria within an optimal range. On the
other hand, a smaller value of { may fail to match
the appropriate fine-grained process reward criteria,

similarly impairing performance.

Step Hyperparameter ;. The hyperparameter
1 controls the number of steps within the reward
criteria selection R and scoring S that can be refer-
enced. We observe that as the number of steps in-
creases, performance continues to improve. There-
fore, providing a larger number of steps is bene-
ficial for the accuracy of DG-PRM selection and
scoring. However, considering the constraints of
the model’s context window, we do not set ;4 above
20. In the ChemistryQA scenario, the reasoning
process is more complex, which can exceed the
model’s context window. Additionally, we observe
that performance gains gradually diminish. There-
fore, considering the cost overhead, we set . = 20.

D Analysis and Discussion

D.1  Judge Model

In Figure 9, we analyze the impact of different
models as R and S on performance using the MT-
Bench dataset. We utilize radar charts to display
the variation in ratings across each category. Our
observations reveal that employing a better judge
model can significantly enhance performance in
writing, reasoning, and coding tasks, indicating that
DG-PRM can continuously benefit from a superior
judge model. Furthermore, we find that DeepSeek-
R1 exhibits performance comparable to 03-mini,
even outperforming it in coding and STEM tasks.
This demonstrates that DG-PRM is also applicable
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Figure 10: Performance comparison of different PRM
methods on the MT-Bench dataset, using R1-Distill-

Qwen-7B as the backbone.

Embedding Model QASC ChemistryQA Embedding Model QASC ChemistryQA
BAAI/bge-en-icl 78.40 87.50 BRICH 78.40 87.50
text-embedding-3-large  79.04 88.01 Agglomerative 78.83 86.73
nvidia/NV-Embed-v2 78.29 87.24 Divisive 79.48 88.26

Table 5: Analysis of embedding models.
to advanced open-source models.

D.2 Implicit PRM

In Figure 10, we compare the performance of dif-
ferent methods on the MT-Bench dataset. We in-
clude Implicit PRM (Rafailov et al., 2024), which
is trained using the LMSYS-Human-Preference-
55k (Chiang et al., 2024) dataset based on the offi-
cial implementation. We regenerate the responses
using R1-Distill-Qwen-7B and construct the cho-
sen and rejected pairs based on the scoring from
GPT-40. We observe that Implicit PRM effectively
improves performance, particularly in reasoning
and coding, suggesting that Implicit PRM can ef-
fectively model tasks with well-defined objectives.
However, DG-PRM demonstrates more substan-
tial improvements, offering a more comprehensive
enhancement of model performance, such as its
exceptional results in writing and humanities tasks.
Furthermore, DG-PRM is more interpretable, pro-
viding a clear explanation of the advantages of
positive samples over negative samples, making
the optimization objectives easier to understand.

D.3 Embedding Model

Table 5 analyzes the impact of different embedding
models on performance. The embedding model
plays a crucial role in the construction of the re-

Table 6: Analysis of hierarchical clustering algorithm.

ward tree and the selection of fine-grained process
reward criteria. We find that DG-PRM demon-
strates robustness in terms of embedding model
selection, achieving satisfactory performance even
with open-source models. Therefore, we use the
BAAI/bge-en-icl model as the embedding function
V in our experiments.

D.4 Hierarchical Clustering

In Table 6, we examine the effect of different hierar-
chical clustering methods on performance. We se-
lected two approaches: agglomerative and divisive
clustering, using Ward’s method (Ward Jr, 1963)
to define cluster distances. Our findings reveal that
divisive clustering yields better performance. How-
ever, given the high computational cost of divisive
clustering, the incremental updates offered by the
BRICH algorithm (Zhang et al., 1997) significantly
reduce this overhead, making the addition and re-
moval of reward criteria more efficient and conve-
nient. Therefore, we selected the BRICH algorithm
as the clustering method to obtain the reward tree.

D.5 General Reward Tree T

To further evaluate the generalizability of DG-
PRM, we construct a unified reward tree encom-
passing a rich set of criteria from the MATH,
QASC, Chemistry, StrategyQA, and ARC-c train-
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Figure 11: Comparison of ratings on MT-Bench using a
unified reward tree versus separate reward trees.

ing datasets. Figure 11 presents the experimental
results using this unified reward tree on MT-Bench.
Compared to a reward tree constructed separately
for MT-Bench, the unified reward tree demonstrates
better performance on humanities and math tasks.
We observe that the model incorporates a broader
range of factual evaluations during scoring. These
criteria likely stem from the diverse mathematical
perspectives in MATH and fact-related assessments
in StrategyQA. The dashed line represents the aver-
age performance of the unified and separate reward
trees. Our findings show that the unified reward
tree achieves a higher overall score, highlighting
the exceptional scalability of DG-PRM.

D.6 Human Consensus

To further analyze the rationality of DG-PRM’s
reward criteria allocation and output reward scores,
we randomly select 100 samples, including the
problem, answer, assigned criteria, and final reward
score. These are independently evaluated by three
assessors, who judge the appropriateness of the
allocated criteria and output score, labeling each
sample as Good, Ordinary, or Bad. The results are
shown in Figure 12. We observe that the median
proportion of Good labels is close to 80%, while the
proportion of Bad labels is under 10%, indicating
that the majority of assessors find DG-PRM’s re-
ward allocation and output scores to be reasonable,
demonstrating the rationality of DG-PRM’s reward
criteria construction and score output.

80
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Figure 12: Human evaluation of DG-PRM output, in-
cluding the selection of reward criteria and scores.

Optimization Algorithm Single-Turn Multi-Turn

Baseline 6.01 5.66
DPO (Rafailov et al., 2023) 8.67 8.09
CPO (Xu et al., 2024) 8.58 7.87
SimPO (Meng et al., 2024) 8.62 7.95

Table 7: Performance analysis of different optimization
algorithms on MT-Bench.

D.7 Optimization Algorithm

In Table 7, we analyze the performance of DG-
PRM using various optimization algorithms. Ex-
perimental results on MT-Bench show that the pro-
cess rewards constructed by DG-PRM are effective
across multiple optimization algorithms. Signifi-
cant performance improvements are observed in
both Single-Turn and Multi-Turn scenarios com-
pared to the baseline. Among the algorithms tested,
DPO achieves the most notable performance gain,
thus we utilize DPO to optimize our policy model
in the experiments.

Visions of Tomorrow

In recent years, we have witnessed a rapid expan-
sion of model capabilities, with Al increasingly
integrating into human scientific research (OpenAl,
2025a). This necessitates the development of a gen-
erally applicable Process Reward Model (PRM). In
the short term, PRM will focus on aligning with
the preferences of human scientists and our under-
standing of the objective world, preventing erro-
neous search paths and guiding the model toward
more meaningful exploration. As model capabili-
ties continue to evolve, PRM will steer the model
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towards human-desired goals, such as environmen-
tal sustainability and disease treatment, rather than
facilitating the creation of harmful products in ex-
plorations. We believe that a generalizable PRM
will play a pivotal role in advancing Al in a safer
and more reliable direction.
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Original Process

Question: If 2> — 2 — 1 = 0, what is the value of > — 2z + 1?
Step 1: Let’s start with the first equation and see if we can solve for x.
Step 2: We can use the quadratic formula to find x.

—b++/b2—4ac

2a
Step 4: Substitutinga = 1,b = —1,and c = —1, we get z = 1i2

Step 5: Since z? — x — 1 = 0, we replace 2 with  + 1 in 2® — 2z + 1.
Step 6: Substituting, 2° — 2z + 1 = z(z + 1) — 2z + 1.

Step 7: Simplify: 2* — 2z +1 = (2® +2) — 22 + 1.

Step 8: Substitute 2 =z + 1: 2* — 224+ 1= (x + 1 +2) — 2z + 1.
Step 9: Simplify: 2® — 2z +1 = 2.

Step 3: The quadratic formula is x =

Modified Process

Question: If > — z — 1 = 0, what is the value of z° — 2z + 1?
Step 1: Let’s start with the first equation and see if we can solve for x.
Step 2: We can use the quadratic formula to find x.

—b++/b2—4ac

2a
Step 4: Substitutinga =1,b= —1,andc = —1, we getx = 112\/5.

Step 5: Since z° — z — 1 = 0, we replace =2 with  + 1 in 2® — 2z + 1.

Step 6: Substituting, 2 — 2z + 1 = 2(x + 1) — 2z + 1.

Step 7: To simplify z*, use the property of cubic roots: z° = /.

Step 8: Substitute 2° = Yrandz® =2z + lintoz® — 22+ 1:2® — 20 + 1= {or — 2z + 1.
Step 9: Simplify further: z° — 2z + 1= &z —z + 1.

Step 3: The quadratic formula is z =

Reason

A domain inconsistency was introduced in Step 7 by incorrectly assuming that > = &z. This assumption is valid for
root-based equations but not in the context of solving a polynomial equation. This error propagates through the rest of the
reasoning, leading to a flawed solution.

Table 8: PRMBENCH samples.

Question: Climate is generally described in terms of what?

Answer Choice: (A) sand (B) occurs over a wide range (C) forests (D) Global warming (E) rapid changes occur (F) local
weather conditions (G) measure of motion (H) city life

Factl: Climate is generally described in terms of temperature and moisture.

Fact2: Fire behavior is driven by local weather conditions such as winds, temperature and moisture.

answerKey: F

Table 9: QASC samples.

Question: How many moles of phosphorus trichloride would contain 3.35 times 1024 molecules of phosphorus trichloride?
Conditions: Number [O F] phosphorus trichloride molecules [=]pu3.3510%4

TargetVariable: Mole [O F'] phosphorus trichloride [/ N] moles

Answer: 5.56 moles

Table 10: ChemistryQA samples.

Question: Did Aristotle use a laptop?
Answer: No

Table 11: StrategyQA samples.

Question: Juan and LaKeisha roll a few objects down a ramp. They want to see which object rolls the farthest. What
should they do so they can repeat their investigation?

Answer Choice: (A) Put the objects in groups. (B) Change the height of the ramp. (C) Choose different objects to roll.
(D) Record the details of the investigation.

Answer: D

Table 12: ARC-c samples.
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Question 1: Compose an engaging travel blog post about a recent trip to Hawaii, highlighting cultural experiences and
must-see attractions.

Answer **A Glimpse into the Enchanted Land of Hawaii: A Cultural and Adventurous Journey**

Our recent trip to Hawaii was an absolute blast, a journey that left us thoroughly charmed by its beauty, culture, and
unique spirit. As we explored this archipelago of islands, each destination offered a taste of its rich heritage and stunning
landscapes.

One experience that stood out for me was the traditional Luau at Waikiki Beach Park. What made it truly unforgettable
was the opportunity to step into a cultural immersion, dancing to the rhythm of hula while sharing stories with locals. It
was like being transported back in time to a vibrant Hawaiian village, where music and hospitality were the foundation of
life.

Our journey began in Honolulu, where we strolled along Waikiki Beach, soaking in the warm sun and vibrant ocean views.
This iconic location isn’t just a beach; it’s a symbol of Hawaii’s blend of tradition and modernity, perfect for capturing
photos with the iconic "Hawaii Five-O" lighthouse in the background.

Next up was Pearl Harbor, where history took center stage. The experience was deeply moving as we witnessed the power
of remembrance at this historic site. It reminded us how crucial it is to honor our heroes and preserve their legacy.

We then ventured to Hanauma Bay, a destination steeped in nature’s beauty. Scattered with fronds and lined by sea grasses,
this bay offered a serene escape, allowing us to truly disconnect from the hustle and bustle of city life.

Finally, we visited the Ironman Training Center at Waikoloa State Park, challenging ourselves physically and mentally.
The rigorous workout left us exhilarated, pushing our limits while fostering camaraderie with fellow participants.
Reflecting on this trip, I can say that Hawaii’s culture is as vibrant as its landscapes. Every experience was a lesson in
appreciation for life’s beauty and the richness of diverse traditions. Our time there will forever be cherished, not just for
the sights and sounds, but for the profound impact it had on our hearts.

Hawaii’s magic continues to inspire us, and we can’t wait to return. If you’re ever in the mood for an adventurous adventure
with a touch of culture, Hawaii is the perfect destination!

Question 2: Rewrite your previous response. Start every sentence with the letter A.

Answer:

**A Clever Rewrite: A Glimpse into the Enchanted Land of Hawaii**

A recent trip to Hawaii was an absolute adventure, a journey that left us thoroughly charmed by its beauty, culture, and
unique spirit. A highlight of our trip was experiencing traditional Hawaiian culture at a luau. A visit to Waikiki Beach
Park offered a chance to dance to the rhythm of hula while sharing stories with locals—a true cultural immersion.

A beginning in Honolulu saw us strolling along Waikiki Beach, soaking in the warm sun and vibrant ocean views—a
quintessential location for capturing photos with the iconic "Hawaii Five-O" lighthouse. A stop at Pearl Harbor provided a
powerful reminder of history’s significance. A visit to Hanauma Bay offered a serene escape, lined by sea grasses and
scattered with fronds.

A challenge we faced during our adventure was finding words that started with "A," but I managed to overcome it by
rephrasing sentences creatively. For example, instead of saying "We arrived in Honolulu," I wrote, "Arriving in Honolulu
was an exciting beginning." Each sentence now starts with an "A," making the blog post a bit unconventional yet engaging.
Despite this unusual formatting, the overall message remains clear and appealing—Hawaii’s culture is as vibrant as its
landscapes. Every experience was a lesson in appreciating life’s beauty and the richness of diverse traditions. Our time
there will forever be cherished, not just for the sights and sounds, but for the profound impact it had on our hearts.

A trip to Hawaii is an absolute must for anyone seeking an adventurous adventure with a touch of culture. A destination
like Hawaii is perfect! We can’t wait to return.

If you’re in the mood for an adventurous adventure with a touch of culture, A trip to Hawaii could be just what you need.
A wonderful experience that will stay with you forever!

Judge

Please act as an impartial judge and evaluate the quality of the response provided by an Al assistant to the user question
displayed below. Your evaluation should consider factors such as the helpfulness, relevance, accuracy, depth, creativity,
and level of detail of the response. You evaluation should focus on the assistant’s answer to the second user question.
Begin your evaluation by providing a short explanation. Be as objective as possible. After providing your explanation, you
must rate the response on a scale of 1 to 10 by strictly following this format: "[[rating]]", for example: "Rating: [[5]]".

Table 13: MT-Bench samples.
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Question: Help me draft a research introduction of this topic "Data-Driven Insights into the Impact of Climate and Soil
Conditions on Durian Floral Induction"

Answer: **Introduction to the Impact of Climate and Soil Conditions on Durian Floral Induction**

Durian, a fragrant and sweet tropical fruit, is a cropping staple in various regions of Southeast Asia, particularly in countries
like Malaysia and Thailand. As a major agricultural commodity, its economic significance is substantial, contributing
significantly to local economies. However, durian cultivation faces challenges, especially in the face of climate change,
which can impact agricultural productivity globally.

Climate change poses particular threats to durian cultivation, affecting factors such as temperature, humidity, and rainfall,
all of which are critical for optimal flowering. Floral induction, a horticultural practice aimed at promoting flowering in
plants to enhance fruit production, is essential for durian cultivation. Similarly, soil conditions, including fertility, pH
levels, and organic matter, play a pivotal role in influencing the flowering process. Some durian varieties are particularly
sensitive to these environmental factors, necessitating a deeper understanding of their interplay.

This study seeks to explore how climate and soil conditions specifically impact the floral induction of durian, with the aim
of providing insights that can enhance sustainable agricultural practices. By identifying optimal conditions, the research
contributes to improving durian yields and efficiency, offering valuable information for farmers and policymakers. This
investigation not only addresses existing gaps in current knowledge but also provides a foundation for developing more
resilient durian varieties and farming practices, ensuring continued productivity in the face of environmental challenges.

Judge

Please act as an impartial judge and evaluate the quality of the responses provided by two Al assistants to the user prompt
displayed below. You will be given assistant A’s answer and assistant B’s answer. Your job is to evaluate which assistant’s
answer is better.

Begin your evaluation by generating your own answer to the prompt. You must provide your answers before judging any
answers.

When evaluating the assistants’ answers, compare both assistants’ answers with your answer. You must identify and
correct any mistakes or inaccurate information.

Then consider if the assistant’s answers are helpful, relevant, and concise. Helpful means the answer correctly responds to
the prompt or follows the instructions. Note when user prompt has any ambiguity or more than one interpretation, it is
more helpful and appropriate to ask for clarifications or more information from the user than providing an answer based on
assumptions. Relevant means all parts of the response closely connect or are appropriate to what is being asked. Concise
means the response is clear and not verbose or excessive.

Then consider the creativity and novelty of the assistant’s answers when needed. Finally, identify any missing important
information in the assistants’ answers that would be beneficial to include when responding to the user prompt.

After providing your explanation, you must output only one of the following choices as your final verdict with a label:

1. Assistant A is significantly better: [[A»B]]

2. Assistant A is slightly better: [[A>B]]

3. Tie, relatively the same: [[A=B]]

4. Assistant B is slightly better: [[B>A]]

5. Assistant B is significantly better: [[B»A]]

Example output: "My final verdict is tie: [[A=B]]".

Table 14: Arena-Hard samples.
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Prompt: You are given a reward criterion used to evaluate a task or output from a model. Your task is to categorize
the quality of this reward criterion into one of the following three levels: Good, Ordinary, or Bad. Please ensure your
categorization is based on the following specific standards for each level.

Good Reward Criterion:

* The criterion is highly relevant to the task, focusing on evaluating the most important and central aspects of the
response. It aligns well with the goals and requirements of the task.

* The criterion encourages the generation of high-quality, focused, and precise outputs. It promotes clarity, accuracy,
and thoroughness, ensuring that key points are well-addressed.

¢ The criterion strikes a balance between being neither too broad nor too narrow, ensuring it is applicable across a
range of responses while not overlooking key details. It facilitates easy application and optimal model adjustment.

* The criterion is practical, straightforward, and well-defined, allowing for consistent and reproducible evaluations. It
minimizes ambiguity in interpretation.

Output: [[Good]]

Ordinary Reward Criterion:

¢ The criterion is somewhat specific but lacks the necessary depth or precision to effectively evaluate all important
aspects of the response. It may miss key considerations or leave room for misinterpretation.

* The criterion aligns with the task’s goal but may fail to account for subtle nuances or complex requirements. It could
be improved by incorporating more detail or covering a broader scope.

* While the criterion provides guidance, it might not lead to optimal model adjustments due to its vagueness or
complexity. It may be harder to apply consistently.

» The criterion is somewhat practical but lacks clarity or specificity in certain areas, potentially leading to inconsistent
evaluation or suboptimal feedback.

Output: [[Ordinary]]

Bad Reward Criterion:

* The criterion is irrelevant to the task or focuses on factors that do not contribute meaningfully to evaluating the
response, such as unrelated performance metrics or non-essential features.

* The criterion is overly complex, ambiguous, or misleading, making it difficult to understand or apply. It may
introduce unnecessary confusion or fail to directly align with the task.

¢ The criterion encourages the wrong kind of response, such as penalizing desirable features (e.g., creativity, humor,
or engagement) or evaluating irrelevant aspects of the output that do not pertain to the task’s goal.

* The criterion is impractical or overly rigid, leading to evaluations that are either too subjective or too arbitrary. It
may discourage meaningful feedback or improvements.

Output: [[Bad]]

Table 15: Automated Validator Prompt.

4225



Prompt: Please evaluate the reasoning process below and directly output the erroneous step. If the step is correct, please
output [[]]. You may refer to the following example.

Question: What type of water formation is formed by clouds?

Answer Choice: (A) pearls (B) streams (C) shells (D) diamonds (E) rain (F) beads (G) cooled (H) liquid

Step 1: Understanding the question.

The question asks, "What type of water formation is formed by clouds?" We need to determine the correct type of water
formation typically associated with clouds.

Step 2: Analyzing the options.

The options provided are: (A) pearls (B) streams (C) shells (D) diamonds (E) rain (F) beads (G) cooled (H) liquid

Step 3: Identify the key concept.

Clouds are made up of tiny water droplets or ice crystals that have condensed from vapor in the atmosphere. These droplets
can eventually combine and fall to the ground as precipitation.

Step 4: Eliminate irrelevant options.

Pearls, streams, shells, diamonds, beads, and cooled do not seem to be directly related to water formation associated with
clouds.

Step 5: Focus on the most plausible option.

"Rain" is the most likely type of water formation that clouds produce, as clouds release water in the form of rain when the
droplets or ice crystals become heavy enough to fall.

Final answer: [[E]]

Step 1: [[correct]]
Step 2: [[correct]]
Step 3: [[correct]]
Step 4: [[wrong]]
Step 5: [[correct]]
Judge: [[4]]

Question: Where do beads of water come from?

Answer Choice: (A) Too much water (B) underground systems (C) When the water is too cold (D) Water spills (E)
Vapor turning into a liquid (F) Warm air moving into cold air (G) At the peak of a mountain (H) To another location like
underground

Step 1: Understanding the question.

The question asks where beads of water come from. Beads of water are typically small droplets that form when water
vapor condenses.

Step 2: Analyzing the options.

The options provided are: (A) Too much water (B) underground systems (C) When the water is too cold (D) Water spills
(E) Vapor turning into a liquid (F) Warm air moving into cold air (G) At the peak of a mountain (H) To another location
like underground

Step 3: Focus on key concepts.

Beads of water typically form when water vapor cools and condenses into liquid droplets.

Step 4: Eliminate irrelevant options.

(A) "Too much water" is not a correct explanation for beads of water.

(B) "Underground systems" don’t directly relate to the formation of beads of water in this context.

(C) "When the water is too cold" might make sense for freezing, but we’re dealing with condensation, not freezing.

(D) "Water spills" just refers to water being spilled, not the condensation process.

(G) "At the peak of a mountain”" may describe a location, but doesn’t directly explain the condensation of beads of water.
(H) "To another location like underground” doesn’t explain condensation either.

Step 5: Focus on plausible answers.

(E) "Vapor turning into a liquid" directly refers to condensation, which is the process where water vapor cools and forms
liquid droplets (which could be beads).

(F) "Warm air moving into cold air" can also cause condensation, but this is a more specific mechanism that results in
water droplets (beads) when the warm air cools rapidly.

Final answer: [[E]]

Step 1: [[correct]]
Step 2: [[correct]]
Step 3: [[correct]]
Step 4: [[correct]]
Step 5: [[correct]]
Judge: [[]]

Table 16: Critic Direct Example.
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Prompt: Please evaluate the reasoning process below carefully, and analyze step by step whether any errors occur in the
steps. If all the steps are correct, please output [[]]. You may refer to the following example.

Question: What type of water formation is formed by clouds?

Answer Choice: (A) pearls (B) streams (C) shells (D) diamonds (E) rain (F) beads (G) cooled (H) liquid

Step 1: Understanding the question. The question asks, "What type of water formation is formed by clouds?" We need to
determine the correct type of water formation typically associated with clouds.

Step 2: Analyzing the options. The options provided are: (A) pearls (B) streams (C) shells (D) diamonds (E) rain (F)
beads (G) cooled (H) liquid

Step 3: Identify the key concept. Clouds are made up of tiny water droplets or ice crystals that have condensed from vapor
in the atmosphere. These droplets can eventually combine and fall to the ground as precipitation.

Step 4: Eliminate irrelevant options. Pearls, streams, shells, diamonds, beads, and cooled do not seem to be directly
related to water formation associated with clouds.

Step 5: Focus on the most plausible option. "Rain" is the most likely type of water formation that clouds produce, as
clouds release water in the form of rain when the droplets or ice crystals become heavy enough to fall.

Final answer: [[E]]

Step 1: Understanding the question. The question asks about the type of water formation formed by clouds. This step is
correct. [[correct]]

Step 2: Analyzing the options. This step is also correct in presenting the list of options. [[correct]]

Step 3: Identify the key concept. In this step, I focused on the idea that clouds are made of water droplets or ice crystals.
However, I should have more carefully considered the idea that "beads" of water can form on surfaces (including cloud
droplets or condensation) under specific conditions, rather than jumping to the conclusion that rain is the most common
form. This step is correct. [[correct]]

Step 4: Eliminate irrelevant options. Here’s where the mistake lies: I eliminated "beads" prematurely. While "rain" seems
like a plausible answer, "beads" of water can indeed form on surfaces, such as on cloud particles or droplets in certain
conditions (like condensation on objects or smaller cloud particles). This step is wrong. [[wrong]]

Step S: Focus on the most plausible option. It dismissed "beads" too quickly. "Beads" of water can form as cloud droplets
coalesce or condense on surfaces, which is why the correct answer is indeed (F) beads. This step is correct. [[correct]]
Judge: [[4]]

Question: Where do beads of water come from?

Answer Choice: (A) Too much water (B) underground systems (C) When the water is too cold (D) Water spills (E)
Vapor turning into a liquid (F) Warm air moving into cold air (G) At the peak of a mountain (H) To another location like
underground

Step 1: Understanding the question.

The question asks where beads of water come from. Beads of water are typically small droplets that form when water
vapor condenses.

Step 2: Analyzing the options.

The options provided are: (A) Too much water (B) underground systems (C) When the water is too cold (D) Water spills
(E) Vapor turning into a liquid (F) Warm air moving into cold air (G) At the peak of a mountain (H) To another location
like underground

Step 3: Focus on key concepts.

Beads of water typically form when water vapor cools and condenses into liquid droplets.

Step 4: Eliminate irrelevant options.

(A) "Too much water" is not a correct explanation for beads of water. (B) "Underground systems" don’t directly relate to
the formation of beads of water in this context. (C) "When the water is too cold" might make sense for freezing, but we’re
dealing with condensation, not freezing. (D) "Water spills" just refers to water being spilled, not the condensation process.
(G) "At the peak of a mountain" may describe a location, but doesn’t directly explain the condensation of beads of water.
(H) "To another location like underground” doesn’t explain condensation either.

Step 5: Focus on plausible answers.

(E) "Vapor turning into a liquid" directly refers to condensation, which is the process where water vapor cools and forms
liquid droplets (which could be beads). (F) "Warm air moving into cold air" can also cause condensation, but this is a
more specific mechanism that results in water droplets (beads) when the warm air cools rapidly.

Final answer: [[E]]

Step 1: Understanding the question. The question is clear, and there’s no error here. This step is correct. [[correct]]
Step 2: Analyzing the options. This step is also correct. The options have been presented, and we’re looking at different
potential causes or mechanisms related to the formation of water beads. This step is correct. [[correct]]

Step 3: Focus on key concepts. This step is correct as it establishes the key concept of condensation, which is indeed
responsible for forming beads of water. This step is correct. [[correct]]

Step 4: Eliminate irrelevant options. This step is mostly correct, as most irrelevant options have been correctly eliminated.
However, (C) might have been a bit misleading. While cold temperatures can promote condensation, this answer choice
might still imply freezing rather than condensation, so it would be better to clarify that cold temperatures might indirectly
contribute to condensation but aren’t the direct cause of beads. This step is correct. [[correct]]

Step 5: Focus on plausible answers. This step is mostly correct. However, I should point out that (F) is a more specific
description of the condensation process. It’s technically a valid mechanism for water beads to form. So, (F) is not incorrect,
but (E) is a more general and direct answer. This step is correct. [[correct]]

Judge: [[]]

Table 17: Critic CoT Example.
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Prompt:

* Please evaluate the reasoning step below carefully. You may refer to the previous steps, chosen reward criteria, and
the provided scores. For each reasoning step, you must select the appropriate process reward criteria and provide a
detailed explanation of the reasoning behind your decision.

* If the selected reward criteria are too coarse-grained or not fully applicable, you should generate more specific
fine-grained process reward criteria and justify your choice.

* Each reasoning step must be scored on a scale from 1 to 10 based on the chosen criteria. 1 represents a very poor
response, and 10 represents an excellent response. Be sure to clearly explain how you arrived at the score.

* Finally, output the evaluation score in the format: Score: [[X]], where X is the score for the corresponding criterion.

Reward Tree:

¢ Coarse-grained Process Criteria: Logical Consistency, Mathematical Manipulation, Conceptual Understanding,

¢ Fine-grained Process Reward: Correct Application of Formulae, Physical Interpretation, Application of Kepler’s
Third Law, Energy Interpretation, Relevance to Physical Principles, . . .

Problem: Consider a satellite that is in a circular orbit around the Earth. The speed of the satellite decreases. What will
happen to the satellite’s orbital radius and period of revolution? Please justify your answer using principles of physics.

 Step 1: The gravitational force provides the centripetal force for circular motion:

GMm muv?
F, = — = ,
r r

where M is Earth’s mass, m is the satellite’s mass, v is orbital speed, and r is orbital radius.
Matching Criteria:

— Correct Application of Formulae: The formula F, = ¢Mm — mo? g correctly written and applied.

— Physical Interpretation: The balance between the grav1tat10nal force and centripetal force is clearly described,
highlighting how these forces keep the satellite in orbit.

Score:

— Correct Application of Formulae: [[10]]
— Physical Interpretation: [[9]]

e Step2-4: ...

* Step 5: Applying the escape velocity formula gives

the new speed corresponds to Thew = %

Matching Criteria:
— Conceptual Misunderstanding: The step does not recognize that escape velocity does not directly affect the
orbital speed in the problem, leading to the use of an irrelevant formula.

— Correct Application of Formulae: The escape velocity formula is incorrectly applied, as it is not relevant to
the orbital dynamics in this context.

Score:

— Conceptual Misunderstanding: [[2]]
— Correct Application of Formulae: [[1]]

* Step 6: The total mechanical energy
GMm

2r

E=—

increases as v decreases, so r decreases to conserve energy.

Table 18: An example illustrating the DG-PRM process.
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Criteria: Logical Consistency
How to Evaluate:

* Does the explanation logically progress from one step to the next? Are the connections between orbital speed, radius,
and period of revolution clearly explained?

* Does the explanation follow a coherent line of reasoning that reflects an understanding of how physical systems
behave?

Questions to Ask:
* Does each step follow logically from the one before? Is there a clear chain of reasoning connecting the steps?
Scoring (1-10):

¢ 1-3: The explanation is internally inconsistent, with major logical flaws or contradictions.

* 4-6: There are some logical inconsistencies, but the overall reasoning is somewhat coherent.
e 7-8: The explanation is mostly logically consistent, with only minor lapses.

* 9-10: The reasoning is sound, consistent, and flows logically from one point to the next.

Criteria: Grammar and Writing Style
How to Evaluate:

* Is the writing free of grammatical errors, spelling mistakes, or awkward sentence structures?

¢ Does the response maintain a professional and academic tone? Is it easy to read and well-structured?
Questions to Ask:

* Are there any noticeable grammar or spelling issues that detract from the clarity of the explanation?

« Is the sentence structure varied and easy to follow, without excessive repetition or awkward phrasing?
Scoring (1-10):

e 1-3: Numerous grammar or spelling errors, making the explanation difficult to read. The tone may be informal or
inappropriate.

¢ 4-6: Some grammar or spelling errors, but the explanation is still understandable. The tone may occasionally feel
inconsistent or too informal.

e 7-8: Few grammar or spelling errors, and the tone is generally appropriate for an academic setting. The writing is
mostly clear.

* 9-10: The writing is grammatically correct, well-structured, and professional in tone, with no issues that impede
understanding.

Criteria: Clarity and Precision
How to Evaluate:

 Is the explanation clear and easy to understand? Are there any overly complex statements, jargon, or vague
explanations?

* Are key terms defined and explained appropriately? Is the reasoning direct and to the point?
Questions to Ask:

« Is the explanation concise yet complete, avoiding unnecessary complexity?
* Are key concepts explained in clear and simple terms, avoiding confusion or ambiguity?

Scoring (1-10):

¢ 1-3: The explanation is difficult to follow, with vague or confusing language.

* 4-6: The explanation is somewhat clear but may be too wordy or not explained in an easily understandable manner.
» 7-8: The explanation is mostly clear and concise, with a few areas of ambiguity.

¢ 9-10: The explanation is highly clear, well-organized, and precise.

Table 19: Exemplars of coarse-grained process reward criteria.
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Criteria: Relevance to Physical Principles
How to Evaluate:

¢ Does the explanation rely on correct and relevant physical principles (e.g., conservation of energy, gravitational
forces, orbital mechanics)?

¢ Are the concepts of orbital speed, radius, and gravitational force properly connected and discussed?
Questions to Ask:

* Does the explanation consider the principles of orbital dynamics and their interrelationships (gravitational force,
centripetal force, energy conservation)?

* Are the satellite’s movements explained in terms of valid physical laws (such as Newton’s laws or Kepler’s laws)?
Scoring (1-10):

* 1-3: The explanation is based on incorrect or irrelevant principles, and physics concepts are misapplied or entirely
omitted.

* 4-6: Some relevant physical principles are mentioned, but the overall understanding is incomplete or partially
incorrect.

¢ 7-8: Most physical principles are correctly applied, though there may be minor gaps or inaccuracies.

9-10: The explanation is rooted in solid, accurate physical principles with correct applications throughout.

Criteria: Correct Application of Formulae
How to Evaluate:

* Are the correct equations applied, such as the gravitational force equation, the relation between orbital radius and
speed, and Kepler’s laws?

* Are any rearrangements of formulas mathematically correct and used appropriately?
Questions to Ask:

¢ Are the correct formulas used to describe the satellite’s motion and interactions with Earth?

* Are these formulas manipulated correctly?
Scoring (1-10):

* 1-3: Incorrect or missing application of key formulas, major mathematical errors.

* 4-6: Some formulas are applied correctly, but there are minor errors or inconsistencies in application or rearrange-
ment.

e 7-8: Most formulas are applied correctly with few minor errors.

9-10: All formulas are applied accurately with correct mathematical manipulations.

Criteria: Identification and Correction of Missteps
How to Evaluate:

* Does the explanation properly identify any errors in reasoning or misapplications of principles?

* Is the correction provided logical, accurate, and addressing the root cause of the error?
Questions to Ask:

* Does the evaluation recognize and clearly point out the key mistake(s)?

¢ Is the correction valid and helpful in addressing the mistake? Does it improve the overall understanding of the
problem?

Scoring (1-10):

* 1-3: The error is either not identified or misidentified, and the correction is either incorrect or irrelevant.

* 4-6: The error is identified, but the correction may be incomplete or only partially helpful.

¢ 7-8: The error is clearly identified, and the correction is mostly accurate and helpful.

* 9-10: The error is accurately identified, and the correction provides a clear, valid, and insightful improvement.

Table 20: Exemplars of fine-grained process reward criteria (Part I).
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Criteria: Calculation Accuracy
How to Evaluate:
¢ Are any numerical or formulaic calculations done correctly, including the proper handling of constants and units?

* If the problem involves mathematical manipulations, is the process free from errors, such as sign mistakes, incorrect
square roots, or units mismatch?

Questions to Ask:

* Are all the required calculations correct, with appropriate rounding or approximations applied?

¢ Are the final results consistent with expectations for orbital mechanics problems (e.g., orbital speed, radius, or
period)?

Scoring (1-10):

¢ 1-3: Numerous calculation errors or mistakes in handling units, resulting in a fundamentally incorrect solution.
¢ 4-6: Some calculation errors or mismanagement of units, but the overall approach is understandable.

¢ 7-8: Calculations are mostly accurate, with only minor errors (if any). Units and dimensional analysis are generally
correct.

* 9-10: All calculations are accurate and precise, with no errors. Units and dimensions are handled correctly.

Criteria: Depth of Explanation
How to Evaluate:

¢ Does the explanation delve into the key physical concepts and provide a deeper understanding of the underlying
physics?

¢ Is there a thorough discussion of why certain steps are taken and how they relate to the overall problem?
Questions to Ask:

* Does the response merely state the answer, or does it explain the reasoning behind the steps in a comprehensive
way?

Scoring (1-10):

¢ 1-3: The explanation is superficial and lacks a deeper understanding of the principles involved.

* 4-6: The explanation covers the main ideas but does not delve deeply into the concepts behind them.

* 7-8: The explanation shows a solid understanding and provides a good level of depth in reasoning and concept
application.

* 9-10: The explanation is deeply insightful, showing an advanced understanding of the concepts and offering a
thorough breakdown of the solution.

Criteria: Understanding of Edge Cases or Special Scenarios
How to Evaluate:

* Does the response consider potential edge cases or scenarios that might challenge the solution (e.g., extreme values
for speed or radius)?

Questions to Ask:

* Does the student acknowledge any potential anomalies or exceptions to the solution, such as very high or low speeds,
or situations involving non-ideal conditions (e.g., non-spherical orbits)?

* Does the explanation provide any commentary on how these factors could affect the results?
Scoring (1-10):

* 1-3: The explanation ignores edge cases or unusual scenarios, and assumes the solution applies universally without
qualification.

* 4-6: The student touches on edge cases but only briefly or in an incomplete manner.
e 7-8: The student acknowledges and explains edge cases, offering reasonable insights into their impact on the
solution.

* 9-10: The student thoroughly discusses edge cases and special scenarios, providing a nuanced understanding of the
problem’s limitations.

Table 21: Exemplars of fine-grained process reward criteria (Part II).
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Instruction: Please carefully analyze each step to determine whether it is correct or incorrect. If you are unsure, you can
consult online resources such as Google or Al assistants to help verify the correctness of the information. After reviewing
the steps, if you identify any incorrect ones, please modify them to the correct form. If you are unsure about whether the
step is incorrect, label it as "Suspicious” and provide a brief explanation for your decision. Ensure that all corrections are

clearly stated.
Below is an example.

Problem: Consider a satellite that is in a circular orbit around the Earth. The speed of the satellite decreases. What will
happen to the satellite’s orbital radius and period of revolution? Please justify your answer using principles of physics.

Step 1: The gravitational force provides the centripetal force for circular motion:

_ GMm _ mu?

Fy

r2 r’

where M is Earth’s mass, m is the satellite’s mass, v is orbital speed, and r is orbital radius.

Evaluation: Correct (The equation is a valid representation of the balance between gravitational force and centripetal
force for circular motion.)

Step 2: Rearranging the equation gives

showing orbital speed decreases as r increases.

Evaluation: Correct (This is a correct rearrangement of the formula, indicating that as the radius increases, the
orbital speed decreases.)

Step 3: If v decreases, the gravitational force exceeds the required centripetal force, causing the satellite to spiral
inward to a smaller orbit.

Evaluation: Incorrect (If v decreases, the satellite would initially move outward, not spiral inward. The gravitational
force does not exceed the centripetal force; instead, the satellite adjusts its orbit according to the conservation of
energy.) Correction: The satellite’s orbital radius increases as its speed decreases, so the orbit expands outward, not
inward.

Step 4: Using Kepler’s third law, T2 oc %, a larger - implies a longer orbital period T

Evaluation: Correct (This is a correct interpretation of Kepler’s third law, indicating that as the orbital radius
increases, the orbital period also increases.)

Step 5: Applying the escape velocity formula gives

2GM
v2 "

the new speed corresponds to Thew =

Evaluation: Incorrect (This step incorrectly applies the escape velocity formula. The escape velocity is not directly
related to orbital speed in this context, and the equation for 7w is not correct.)

Correction: The escape velocity formula should not be used here. Instead, focus on the relationship between orbital
speed and radius.

Step 6: The total mechanical energy GMm
E=-
2r

increases as v decreases, so r decreases to conserve energy.

Evaluation: Incorrect (The mechanical energy of a satellite in orbit is negative, and as the speed decreases, the
energy decreases, causing the satellite to move to a higher orbit, not a lower one.)

Correction: As v decreases, the mechanical energy becomes less negative, which leads to an increase in the orbital
radius.

. Carefully read and analyze the step. Verify its correctness based on physics principles and equations.
. If the step is correct, label it as Correct.
. If the step is incorrect, label it as Incorrect, and provide a brief explanation of why it is wrong. Then modify it to

the correct version.

. If you are unsure whether the step is incorrect, label it as Suspicious and provide a brief explanation for your

decision.

. Ensure that all modifications are clearly stated and the rationale for the correction is clear.

Table 22: Instructions for annotators to modify incorrect steps and provide the correct version.
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Instruction: For each step in the problem and solution analysis, please evaluate whether the criterion is well-suited to
assess the correctness of the step. Please categorize the criteria as “Good”, “Ordinary”, or “Bad” based on the following

descriptions:
Good Criterion:

* The criterion is highly relevant and focuses on evaluating the most important aspects of the response.
* It aligns well with the task and encourages the generation of high-quality, focused outputs.
¢ The criterion is neither too broad nor too narrow and allows for easy application and optimal model adjustment.

* It is practical, straightforward, and well-defined, ensuring consistent and reproducible evaluations.

Label: [Good]
Ordinary Criterion:

» The criterion is somewhat specific but lacks depth or precision to evaluate all aspects effectively.
It may miss some key considerations or be vague in parts.
* While it provides guidance, it may not lead to optimal model adjustments due to vagueness or complexity.

« It is somewhat practical but lacks clarity in some areas, leading to inconsistent evaluations.

Label: [Ordinary]
Bad Criterion:

* The criterion is irrelevant or focuses on factors that do not contribute meaningfully to the evaluation.
* It is overly complex, ambiguous, or misleading, making it difficult to apply.
* It encourages wrong kinds of responses or evaluates irrelevant aspects of the output.

« It is impractical, rigid, or overly subjective, leading to arbitrary or inconsistent evaluations.

Label: [Bad]

Problem: Consider a satellite that is in a circular orbit around the Earth. The speed of the satellite decreases. What will
happen to the satellite’s orbital radius and period of revolution? Please justify your answer using principles of physics.

¢ [Step 1-3]:. ..
« Step 4: Using Kepler’s third law, T2 o 73, a larger r implies a longer orbital period 7.

Criteria: Correct Application of Formulae
How to Evaluate:

¢ Are the correct equations applied, such as the gravitational force equation, the relation between orbital radius and
speed, and Kepler’s laws?

¢ Are any rearrangements of formulas mathematically correct and used appropriately?
Questions to Ask:
* Are the correct formulas used to describe the satellite’s motion and interactions with Earth?
* Are these formulas manipulated correctly?
Scoring (1-10):

* 1-3: Incorrect or missing application of key formulas, major mathematical errors.

¢ 4-6: Some formulas are applied correctly, but there are minor errors or inconsistencies in application or rearrange-
ment.

* 7-8: Most formulas are applied correctly with few minor errors.
¢ 9-10: All formulas are applied accurately with correct mathematical manipulations.

Label: [Good]

Table 23: Instructions for annotators to assess the accuracy of automated validator filtering and the rationality of
DG-PRM reward allocation.
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