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Abstract

Arabic has diverse dialects, where one dialect
can be substantially different from the others.
In the NLP literature, some assumptions about
these dialects are widely adopted (e.g., “Ara-
bic dialects can be grouped into distinguishable
regional dialects") and are manifested in differ-
ent computational tasks such as Arabic Dialect
Identification (ADI). However, these assump-
tions are not quantitatively verified. We identify
four of these assumptions and examine them by
extending and analyzing a multi-label dataset,
where the validity of each sentence in 11 differ-
ent country-level dialects is manually assessed
by speakers of these dialects. Our analysis in-
dicates that the four assumptions oversimplify
reality, and some of them are not always accu-
rate. This in turn might be hindering further
progress in different Arabic NLP tasks.

1 Introduction

Arabic has more than 420 million speakers, and
is the official language of more than 22 countries,
making it the sixth most spoken language world-
wide (Bergman and Diab, 2022). Arabic speakers
distinguish between two varieties of the language.
Modern Standard Arabic (MSA) is the language of
literary work, official documents, and newspapers.
MSA has standardized orthography, is taught in
schools, and is mostly perceived as a shared variety
across Arab countries. Conversely, local dialectal
varieties—known as Dialectal Arabic (DA)—are
mostly spoken, yet have recently become more writ-
ten with the rise of social media platforms, despite
not having a standardized orthography. These local
varieties could differ from MSA and each other
in phonology, morphology, syntax, and semantics.
Different levels are used to group the varieties of
DA as varieties spoken into (a) 5-6 macro-regions,
(b) >20 countries, and (c) >100 cities/provinces.

Variation also exists within the same dialect. To
quantify this variation, Keleg et al. (2023) intro-

duced the Arabic Level of Dialectness (ALDi) met-
ric, defined as how divergent a sentence is from
MSA. ALDi is operationalized as a continuous
score between 0 (MSA) and 1 (Highly Dialectal),
on the level of sentence-like units.

Successful Arabic NLP systems need to handle
all of these types of variation, yet some literature
rests on certain assumptions about Arabic dialect
variation. In this paper, we identify three common
assumptions that were progressively adopted by the
Arabic NLP community, in addition to a fourth one
that was recently introduced.1 The assumptions
impact different aspects such as distinguishing be-
tween the varieties of DA (Asm. 1, Asm. 2, and
Asm. 4), and dialectal samples curation (Asm. 3).
However, their validity is neither backed by enough
linguistics studies nor quantitively assessed, mak-
ing them anecdotal. While they were useful in
achieving progress in tasks like Arabic Dialect
Identification (ADI)2, inaccuracies in these assump-
tions might hinder further progress. Our analysis
focuses on the text modality, but the findings could
apply to the speech modality. It could also benefit
linguists studying the Arabic varieties. We system-
atically examine the assumptions below:
Asm. 1 A DA sentence is usually valid in only one
regional dialect.
Asm. 2 Only short sentences can be valid in multi-
ple dialects.
Asm. 3 Distinctive dialectal words (e.g., TJr�
/bršè/ for Tunisian Arabic) can be curated to in-
fer the dialect of sentences containing any of them.
Asm. 4 For a sentence valid in multiple dialects,
speakers of these dialects consistently provide sim-
ilar ratings of the sentence’s level of dialectness.

1Limitations of the 4 assumptions are discussed qualita-
tively in the literature but are ignored or perceived as minor.

2As of the 15th of December 2024, 618 papers on Seman-
tic Scholar (Jones, 2015) match “Dialect Identification", out
of which 173 (≈28%) match “Arabic Dialect Identification".
However, ADI is still unsolved (Abdul-Mageed et al., 2024).
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In our analysis3, we used 978 DA sentences ge-
olocated to 14 different Arab countries. 33 an-
notators from 11 Arab countries (3 each) labeled
each sentence for (a) validity in the annotator’s
country-level dialects and (b) Arabic Level of Di-
alectness (ALDi). We find that >56% of the dataset
is valid in multiple regional dialects, showcasing
that ADI is a multi-label classification task (i.e.,
each sentence should be assigned multiple labels,
not a single one). The sentence’s ALDi correlates
better with the number of its valid dialects than
its length. Moreover, lists of dialectal words are
not always distinctive of their presumed dialects.
Lastly, the ALDi ratings assigned by speakers of
different regional dialects can significantly vary,
for sentences valid in these dialects.

2 Background

In this section, we describe how the four assump-
tions were progressively adopted.

2.1 The groupings of Arabic Dialects

Along the vast geographical area over which Ara-
bic speakers are distributed, different varieties of
DA are spoken. Varieties spoken within geographi-
cally proximate areas are commonly grouped into
regional dialects. An example of such groupings
is: the Levant (Lebanon, Jordan, Palestine, Syria),
Nile Basin (Egypt, Sudan), Gulf (Saudi Arabia,
Oman, Qatar, Bahrain, United Arab Emirates, Iraq),
Gulf of Aden (Yemen, Djibouti, Somalia), and
Maghreb (Morocco, Tunisia, Algeria, Mauritania,
Libya).4 Regional groupings recognize the within-
region similarities while assuming minimal overlap
between the regional varieties.

Regional-level Dialects Early efforts in ADI
used single-label classification to distinguish be-
tween a subset of the regional varieties, including
MSA as an independent variety/class (Biadsy et al.,
2009; Zaidan and Callison-Burch, 2011). This
adoption of single-label classification implicitly
accepts Asm. 1 at the regional level; i.e., that sen-
tences are usually only valid in one regional di-
alect. Three follow-up papers did back off from
this assumption by introducing a new class (Gen-
eral) for sentences that are valid in multiple re-
gional dialects (Zbib et al., 2012; Cotterell and

3We release our code at: https://github.com/
AMR-KELEG/MLADI-assumptions-revisiting

4A canonical grouping of the Arabic dialects does not exist
(Habash, 2010; Abdul-Mageed et al., 2018).

Callison-Burch, 2014; Zaidan and Callison-Burch,
2014). The last of these papers found that General
class represented ≈ 6.3% of the total annotations
in their dataset, demonstrating how the regional di-
alects are not fully distinguishable from each other.
However, the authors also noted that some annota-
tors wrongly selected the General class when they
could not decide the dialect of the sentence, while
others labeled some sentences as only valid in their
native dialects although these sentences are valid
in other dialects.

Despite these hints of additional complexity,
overlap between the regional dialects was ignored
in annotating further datasets (Bouamor et al.,
2014; Salama et al., 2014; Huang, 2015; Malmasi
et al., 2016; Zampieri et al., 2017, 2018; El-Haj
et al., 2018; Alsarsour et al., 2018; Abu Farha et al.,
2021).5 A few papers acknowledge this limitation
of their datasets, providing examples of sentences
that are valid in multiple regional dialects (Mal-
masi et al., 2016; Lulu and Elnagar, 2018; Salloum,
2018; El-Haj, 2020), or valid in both MSA and a
regional dialect6 (El-Haj et al., 2018), but the con-
tinued use of single-label annotation implies that
these cases are thought to be a small minority.

Country-level Dialects Grouping dialects into
regions abstracts differences between the dialects
spoken within each region (Shon et al., 2020;
Althobaiti, 2020; Messaoudi et al., 2022), such
as those between Egyptian and Sudanese Arabic
(Abdul-Mageed et al., 2018), or between the di-
alects of the Levant (Abu Kwaik et al., 2018).
Therefore, more fine-grained sets of labels were
proposed for the task of ADI. Country-level ADI
is the most common setup (Abu Kwaik et al.,
2018; Shon et al., 2020; Abdul-Mageed et al., 2022,
2023), with some datasets targeting both country-
level and province/city-level ADI (Abdul-Mageed
et al., 2018; Salameh et al., 2018; Bouamor et al.,
2019; Abdul-Mageed et al., 2020a, 2021).

Country-level ADI has still been modeled as a
single-label classification task. This is problematic
as any overlap existing on the regional level will
still exist when these regions are divided into coun-
tries. Moreover, similar country-level dialects of
the same region are expected to overlap. Hence,
it has been found that many errors of the country-
level ADI models are caused by confusing dialects

5See §A for a discussion on regional ADI performance.
6Some phonological differences are lost in text, making

some sentences plausible in both MSA and a variety of DA.
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spoken in neighboring countries, most of which
would belong to the same region (Biadsy et al.,
2009; Salameh et al., 2018; Talafha et al., 2019;
Samih et al., 2019; Ragab et al., 2019; Přibáň and
Taylor, 2019; Ghoul and Lejeune, 2019; Eltanbouly
et al., 2019; Abu Kwaik and Saad, 2019; Dhaou
and Lejeune, 2020; Talafha et al., 2020; Aloraini
et al., 2020; Abdelali et al., 2021; AlKhamissi et al.,
2021; El Mekki et al., 2021; Jamal et al., 2022;
Khered et al., 2022; Attieh and Hassan, 2022).

Sentence Length and ADI Most ADI datasets
use sentence-like units (e.g., tweets). A common
belief (Asm. 2) is that most multi-label samples are
very short. Since most NLP models would struggle
with these short sentences, holding this belief might
explain why ADI has continued to be modeled as a
single-label classification task.

2.2 Dialectal Lexical Cues
Although dialects differ at many linguistic levels
(phonological, lexical, syntactic), one of the easiest
types of cues to identify in text is lexical cues (Kaye
and Rosenhouse, 1997). These cues are distinctive
of a particular dialect if they are not shared with
other dialects. Some papers provide qualitative
examples of these cues like L`W¡ (/hTςš/ - eleven)7

for Yemeni (Al-Shargi et al., 2016) and TJr� (/bršè/
- a lot) for Tunisian (McNeil, 2018; Abdelali et al.,
2021).

Distinctive cues have been widely used to build
DA datasets. To this end, ad-hoc lists of lexical
cues were compiled to collect dialectal samples
from websites or social media platforms. These
lists were either directly used (Al-Sabbagh and
Girju, 2012; Alshutayri, 2017; Alshargi et al.,
2019), or first validated by speakers of different
dialects to ensure their distinctiveness (Almeman
and Lee, 2013; Zaghouani and Charfi, 2018; Alsar-
sour et al., 2018; Mubarak, 2018).

It is acknowledged that the diversity of the cu-
rated samples is limited by the lists of cues (Abdul-
Mageed et al., 2020b). However, the precision and
distinctiveness of these cues are assumed to be high
without quantitatively measuring them (Asm. 3),
which we revisit in this paper.

2.3 Differences in ALDi Perceptions
The concept of having different levels of dialect-
ness was noted decades ago (Badawi, 1973; Parkin-
son, 1991). In NLP, two papers designed guide-

7Transliteration follows HSB scheme (Habash et al., 2007).

Figure 1: A map of the Arab world. The black dots
indicate the provinces/cities from which the annotators
originate. Regional dialects (Maghreb, Nile Basin, Lev-
ant, Gulf, Gulf of Aden) are encoded as different colors
according to the groupings of Baimukan et al. (2022).

lines for rating the level of dialectness of sentences
(Habash et al., 2008; Zaidan and Callison-Burch,
2011). After that, however, the concept was ig-
nored until Keleg et al. (2023) proposed fine-tuning
a BERT-based model to automatically quantify it
as a score in [0, 1] on sentence-like units. They
found that some sentences can be considered as
being closer to MSA or DA based on how an anno-
tator attempts to pronounce them. Therefore, they
embrace the variation in the human annotations
by averaging them to obtain gold standard ALDi
scores. However, this overlooks the impact of the
annotator’s native dialect on the provided ALDi
ratings (Asm. 4).

3 Data

For our analysis, we release an extended version
of the NADI 2024 dataset (Abdul-Mageed et al.,
2024), that we call the MLADI (Multi-label ADI)
dataset.8 The original NADI 2024 dataset has 1,120
tweets, of which only 70 were automatically iden-
tified as MSA and 1,050 as DA. The DA samples’
geolocations are uniformly distributed across the
14 most populated Arab countries, excluding So-
malia, for which data is not sufficiently abundant.
27 annotators were recruited from 9 Arab countries
(3 each): Algeria, Morocco, Tunisia, Egypt, Su-
dan, Palestine, Syria, Iraq, and Yemen. For each
sample in the dataset, the annotators (a) identified
if a speaker of one of their country-level dialects
could have authored the tweet. If an annotator an-
swered (a) as yes, then the sentence is also (b) rated
for its ALDi as MSA (L0), Colloquial-influenced
MSA (L1), Normal Colloquial (L2), or Informal
(or Vulgar) Colloquial (L3).

8We release an accompanying ADI leaderboard at: https:
//huggingface.co/spaces/AMR-KELEG/MLADI
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The dataset creators provided us with the an-
notated samples and the individual annotator la-
bels, which we used to study the aforementioned
assumptions. In addition, we recruited 3 annotators
from each of Jordan and Saudi Arabia to extend the
dataset’s labels, using the same annotation guide-
lines as in Abdul-Mageed et al. (2024). This im-
proves the dataset’s coverage of the different Arab
dialects, especially Gulf Arabic. Figure 1 shows
the annotators’ cities/provinces of origin.

The Interannotator Agreement scores (see §B)
for the two new dialects are similar to the ones
reported for the NADI 2024 dataset. Following
the NADI 2024 paper, we use majority voting to
identify the validity of each tweet in each of the 11
country-level dialects, and for ALDi, we transform
the ratings from discrete levels (L0, L1, L2, L3)
into numeric values (0, 13 ,

2
3 , 1). A sentence’s rat-

ings, for the dialects in which the sentence is valid
(according to the majority voting), are averaged to
estimate a dialect-agnostic ALDi score.

4 Analysis

In this section, we investigate each of the four as-
sumptions listed in §1, using 978 out of the 1,050
DA samples, after discarding 72 samples that are
not labeled as valid in any of the 11 considered
country-level dialects.

4.1 Asm. 1 - Arabic Dialects Rarely Overlap

At least 28 different ADI datasets assign a single
regional/country-level dialect to each sentence (Ke-
leg and Magdy, 2023). Single-label classification
was shown not to be suitable for country-level ADI
both qualitatively (Kchaou et al., 2019; Touileb,
2020; Bayrak and Issifu, 2022; Khered et al., 2022)
and quantitatively (Keleg and Magdy, 2023; Olsen
et al., 2023; Abdul-Mageed et al., 2024). However,
single-label classification might still be thought of
as suitable for ADI on the level of regional dialects,
under the assumption that they rarely overlap.

Method Using the regional grouping proposed
by Baimukan et al. (2022), we form 5 regional-
level validity labels from the 11 country-level la-
bels as follows: 1) Nile Basin (NL): Egypt, Sudan,
2) Gulf (GL): Iraq, Saudi Arabia, 3) Gulf of Aden
(AD): Yemen, 4) Maghreb (MG): Tunisia, Alge-
ria, Morocco, and 5) Levant (LV): Jordan, Pales-
tine, Syria. A sentence is valid in a regional dialect
if it is valid in at least one of the considered re-
gion’s countries. Afterward, we count the number
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No. valid regional dialects
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(44%)

173
(18%)
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116
(12%)

Figure 2: The histogram of the number of valid dialects
on the regional level. Only 44% of the DA samples are
confined to single-region dialects.
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Figure 3: The total number of valid regional dialects
for each region’s valid samples. Note: The regions’
samples are not mutually exclusive (e.g., the same 116
samples valid in the 5 regions are in all distributions).

of regional dialects in which each sentence is valid.

Results A majority 56% of sentences (544 in to-
tal) are valid in multiple regional dialects, as shown
in Figure 2. This large cross-regional overlap exists
despite the fact the MSA samples were discarded.
Notably, 116 of these DA samples (a non-negligible
∼ 12%) are valid in all regional dialects.

Further Analysis Unlike the other dialects, the
Gulf of Aden (represented by Yemen) has only 11
single-region samples as per Figure 3. Hence, it
might not be prominently different from some of
the subdialects spoken in other regions, challenging
the recognition of Gulf of Aden as a regional dialect
(Habash, 2010; Abdul-Mageed et al., 2018).

More broadly, Figure 3 shows that the Levant,
Gulf, and Gulf of Aden have a substantial number
of samples shared with other regional dialects, with
Levantine sharing more than the other two dialects.
Looking at the distribution of the multi-region sam-
ples in Figure 4, a large number of the 2-region
samples are between pairs of these three regions
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Figure 4: The distribution of the 2-region, 3-region,
and 4-region samples across the different combinations.
Each combination has its regions indicated in its respec-
tive cell. Note: GL/¬GL means valid/not valid in Gulf.

(e.g., 46 valid in GL and LV, 20 valid in AD and
GL) and a majority of 61 samples of the 3-region
ones are valid in these regions. Additionally, LV
has a substantial number of 38 samples shared with
NL, 15 shared with MG, and 18 shared with both.
This explains how LV shares more samples with
other dialects than GF and AD.

For the remaining two dialects, both share fewer
samples with other dialects, with NL sharing more
samples than MG. 62 samples (a majority of the
4-regions samples) are valid in all regions but MG.
This is a sign of the dichotomy between the Eastern
dialects of Arabic spoken in the Maghreb and the
other dialects spoken in the West of the Arab world
(Kaye and Rosenhouse, 1997). Still, MG shares
more with other dialects than previously assumed.

Implications Substantial overlap exists between
the regional dialects, which contradicts the general
perception that they are distinguishable from each
other. As previously mentioned, this overlap will
still exist when the regions are split into countries
as shown in §C. Hence, ADI is a multi-label task
on both the regional and country levels.

Classifying Gulf of Aden as a distinct regional va-
riety requires reevaluation, given the limited num-
ber of samples only valid in this region. Similarly,

dialectal categorizations that are not based on the
country borders could be considered.9

4.2 Asm. 2 - Only Short Sentences’ Dialects
are Ambiguous

In the context of ADI, sentence length is discussed
from two points of view (POVs). POV #1 explicitly
mentions that the dialect of extremely short speech
segments/text sentences can be ambiguous. Hence,
it is infeasible for humans, and consequently ma-
chines, to assign a single dialect to these segments
(Alorifi, 2008) and sentences (El-Haj et al., 2018;
Alsarsour et al., 2018; Abu Kwaik and Saad, 2019;
Althobaiti, 2022). POV #2 empirically finds that
the longer the segment/sentence gets, the higher the
performance of a single-label ADI system is, for
speech (Biadsy et al., 2009; Shon et al., 2020) and
text (Zaidan and Callison-Burch, 2014; Salameh
et al., 2018; AlKhamissi et al., 2021; Abdelali et al.,
2021; Bayrak and Issifu, 2022). This can be at-
tributed to a decline in dialect ambiguity as sen-
tences get longer.

Method We examine the assumption by comput-
ing Spearman’s correlation between the sentence
length (as the number of tokens) and the number of
valid dialects on the country level. Additionally, we
study the histograms of the number of valid dialects
for five different ranges of sentence lengths.

Results According to Figure 5a, the majority of
trivially short sentences are valid in multiple di-
alects as per POV #1. However, POV #1 overlooks
the large number of moderately long sentences (16-
25 tokens) that are also valid in multiple dialects.
Additionally, despite long sentences being valid in
a smaller number of dialects, confirming POV #2,
there is only a weak negative Spearman’s correla-
tion coefficient (-0.28) between the sentence length
and its number of valid dialects.

Further Analysis On replicating the analysis by
replacing the sentence length with the ALDi score,
a stronger negative correlation (-0.52) is realized.10

Figure 5b also indicates that sentences of ALDi
scores < 0.2 are generally valid in most of the
dialects. Samples with ALDi scores ∈ [0.2, 0.4[
seem to be evenly probable across the different
number of validity labels. The distribution then

9Glottolog and Ethnologue recognize 37 and 28 Arabic
dialects, respectively.

10A coefficient of -0.45 is realized when replacing the aggre-
gated manually-assigned ALDi scores with ones automatically
estimated using the Sentence-ALDi model (Keleg et al., 2023).
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(a) Sentence length (measured as the number of tokens). Note: ρ(Sentence Length,No. valid dialects) = −0.28
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(b) ALDi scores (averaged across all ratings). Note: ρ(ALDi,No. valid dialects) = −0.52

Figure 5: The distribution of the sentences (log scale) and the number of valid country-level dialects according to
different ranges of sentence length (a) and ALDi scores (b). Note: Since the MSA samples were automatically
discarded from our analysis dataset, there are very few samples with low ALDi scores (∈ [0, 0.2]). However, the
histogram of this bin is expected to be left-skewed (i.e., MSA samples are expected to be valid in all dialects).

shifts to be more and more right-skewed for the
subsequent ranges of ALDi scores.

Implications Previous assumptions about sen-
tence length are either incomplete (POV #1) or not
sufficiently accurate (POV #2). Moreover, a sen-
tence’s ALDi score correlates moderately with the
number of dialects in which it is valid, making it a
better predictor than sentence length. As a proxy of
a sentence’s number of valid dialects, ALDi could
guide the predictions of a multi-label ADI system.

4.3 Asm. 3 - Dialects’ Distinctive Lexical Cues
Method For each of DART’s (Alsarsour et al.,
2018) and DIAL2MSA’s (Mubarak, 2018) lists
of regional-level distinctive cues, we identify sen-
tences of our dataset that match at least one of the
lexical cues.11 We normalize the sentences and lists
of cues to handle common typos/ dialectal varia-
tions of the same characters (e.g.,  is normalized to
£ and �, �, � are normalized to �) (Kholy and Habash,
2012; Darwish and Magdy, 2014). Exact match-
ing is then used between the lexical cues and the
whitespace tokenized sentences’ tokens.

For each dialect, we report the number of sam-
ples matching at least one of its distinctive cues (M).
Then, we count the number of matching samples
manually annotated as valid in this dialect (MVal),
and the number of matching samples that are only
(i.e., exclusively) valid in this dialect (MExc). Pre-
cision (P), Distinctiveness (D), and Recall (R) of
each list are computed as P =

MVal
M , D =

MExc
M ,

11We could not get access to the lists of (Almeman and Lee,
2013; Zaghouani and Charfi, 2018; Alshargi et al., 2019).

and R =
MVal
NVal

; where (NVal) is the total number of
samples valid in the considered dialect.

Adhering to the regional groupings used in both
lists, we aggregate the 11 country-level validity la-
bels into the following regions: 1) Egypt, 2) Iraq,
3) Gulf: Saudi Arabia, 4) Maghreb: Algeria, Mo-
rocco, Tunisia, 5) Levant: Jordan, Palestine, Syria.
The dialects of Sudan and Yemen were ignored in
both lists, so we considered them as 6) Others.

Results Table 1 shows the results. The extremely
low range of recall values for both manually val-
idated lists confirms that relying on these lists of
cues limits the number of matching samples. Con-
versely, the range of the precision scores is gener-
ally high (yet not perfect), except for the cues of
Gulf Arabic. The Egyptian Arabic cues have a low
precision score (0.6) for DART and extremely low
distinctiveness values (0.35 and 0.38) for both lists.

The samples’ validity in the Maghreb, Levant,
and Gulf regions is only defined by the subset of
the region’s countries from which we could recruit
annotators. Hence, the precision scores for these
regions might improve after collecting annotations
for more country-level dialects. However, the non-
perfect Distinctiveness scores indicate that some
cues of these regions are used in other regional di-
alects, even when the cues were manually validated
for their distinctiveness by the lists’ creators.

Qualitative Analysis On manually inspecting
the matching samples, we found that DART’s
three matching cues of Gulf Arabic (wnJ /šnw/,
��®� /ςlAmk/, �y��w� /mwAςyn/) are indeed dialec-
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Region M MVal MExc NVal P D R C CMat

EGY 60 36 21 287 .60 .35 .13 271 28
IRQ 7 6 6 204 .86 .86 .03 120 7

MGH 21 16 14 325 .76 .67 .05 273 13
LEV 32 29 25 629 .91 .78 .05 240 11
GLF 9 0 0 407 .00 .00 .00 200 3

(a) DART’s 5 regional lists.

Region M MVal MExc NVal P D R C CMat

EGY 53 43 20 287 .81 .38 .15 28 19

MGH 45 36 31 325 .80 .69 .11 60 26
LEV 38 34 34 629 .89 .89 .05 31 11
GLF 0 - - 407 - - .00 9 0

(b) DIAL2MSA’s 4 regional lists.

Table 1: The Precision (P), Distinctiveness (D), and Recall (R) of each region’s cues. Note: For each region’s list,
we report the number of samples of our dataset matching any of the cues (M) of which valid (MVal) and of which
exclusively valid (MExc), in addition to the total number of valid samples (NVal). The last two columns represent the
total number of regional cues (C) and the number of cues that match any of the samples (CMat).

tal terms that are valid in other regional dialects,
hence are not indicative of Gulf Arabic. Addition-
ally, other terms are false friends, having different
meanings in MSA and DA varieties, and are not
distinctive of a specific dialect in the absence of
context. For instance, the terms (¨JA� /mAšy/ and
d� /Hd/) have the meanings okay and someone in
Egyptian Arabic. However, they have different
meanings in MSA (walking and limit). The MSA
sense of these terms could be used in the context
of other dialects, as demonstrated in the examples
below, which both use the term d� /Hd/ (underlined
in the examples). Example (1) uses this term with
its Egyptian meaning (someone) and is labeled as
valid in Egyptian, whereas (2) uses the term with
its MSA meaning (limit) and is labeled as valid in
Algerian and Tunisian. Therefore, the term d� /Hd/
cannot be considered a valid cue to Egyptian Ara-
bic, as assumed in DART.

(1) .¢y�rt�� ¢y� L`fn� ¨�A� d�¤ £w�r§ �w�r� ¢l¡� d� �y� �rf�� � 
‘This is the difference between a well-
mannered and a bad-mannered person.’

(2) .CAbk�� �rf�� ¤�r� �A¡ £ryb� H�w� _w\� ��EA�  ¯� d� ¨��
‘So far, Tunisia still has great chances, this is
how big teams are.’

Implications More rigor is needed in building
lists of distinctive dialectal words, especially when
the curated sentences need to be surely valid in
a specific dialect and/or exclusively valid in this
dialect. Using a second validation step (e.g., in-
formation about the geolocation of the sentence’s
author) could increase the precision of the dialects
assigned based on the cues’ associated dialects.
However, this does not ensure distinctiveness and
further decreases the recall (see §D).

4.4 Asm. 4 - ALDi Perceptions across Dialects

Inspired by earlier work (Zaidan and Callison-
Burch, 2011), Keleg et al. (2023) introduced the
idea of ALDi prediction as an important task. Two
recent datasets provide pairs of sentences with
their corresponding aggregated ALDi scores: AOC-
ALDi (Keleg et al., 2023) and NADI 2024 (Abdul-
Mageed et al., 2024). For the former, three an-
notations per sentence were sought by randomly
assigning the sentences to speakers of different di-
alects (Zaidan and Callison-Burch, 2011). For the
latter, 27 annotators rated the ALDi of each sen-
tence only when it was valid in their country-level
dialect. Both datasets used the mean of a sentence’s
ALDi ratings as its gold-standard ALDi score. The
implicit assumption is that ALDi scores do not de-
pend on the annotator’s native dialect; however,
this has not been empirically validated. We have
shown (§4.2) that even sentences with moderate
ALDi scores can be valid in multiple dialects, but
it is possible that the scores assigned by annotators
from those dialects could systematically differ.

Method We compute the Mean Difference (MD)
of country-level ALDi scores for each pair of coun-
tries. MD is computed for a pair of countries r and
c, with Nrc sentences valid in both, as

MD(r, c) =
1

Nrc

Nrc∑

i=1

(ALDir[i]− ALDic[i]),

where ALDir[i] and ALDic[i] are the averages of
sentence i’s ALDi ratings provided by the annota-
tors of r and c respectively.

Results Figure 6 summarizes the results. The
top three (orangish) rows indicate that when sen-
tences are valid in one of the Maghreb’s countries
and another non-Maghrebi country, the annotators
from the Maghrebi country rate these sentences to

3315



No. valid samples

Morocco
Algeria
Tunisia
Egypt
Sudan
Jordan

Palestine
Syria
Iraq

Yemen
Saudi

163

265

123

287

326

547

314

406

204

388

407

Moro
cco
Alge

ria
Tun

isiaEg
yp

t
Su

da
n
Jor

da
n

Pal
est

ineSy
ria Ira

q
Yem

en
Sa

ud
i

-0.06
122

-0.06
63

-0.15
65

-0.24
81

-0.22
87

-0.25
55

-0.18
79

-0.15
50

-0.23
85

-0.29
80

0.06
122

-0.02
98

-0.11
105

-0.17
124

-0.15
176

-0.21
96

-0.12
136

-0.07
84

-0.18
152

-0.21
138

0.06
63

0.02
98

-0.05
55

-0.12
68

-0.11
80

-0.15
52

-0.08
70

-0.06
49

-0.14
75

-0.17
68

0.15
65

0.11
105

0.05
55

-0.01
179

-0.03
180

-0.05
131

-0.03
147

0.02
72

-0.01
148

-0.09
130

0.24
81

0.17
124

0.12
68

0.01
179

0.0
226

-0.03
153

0.02
188

0.1
95

0.01
202

-0.06
192

0.22
87

0.15
176

0.11
80

0.03
180

-0.0
226

-0.01
283

0.02
346

0.07
142

0.01
316

-0.05
295

0.25
55

0.21
96

0.15
52

0.05
131

0.03
153

0.01
283

0.02
219

0.1
101

0.05
195

-0.03
171

0.18
79

0.12
136

0.08
70

0.03
147

-0.02
188

-0.02
346

-0.02
219

0.07
117

-0.01
232

-0.07
218

0.15
50

0.07
84

0.06
49

-0.02
72

-0.1
95

-0.07
142

-0.1
101

-0.07
117

-0.08
137

-0.13
148

0.23
85

0.18
152

0.14
75

0.01
148

-0.01
202

-0.01
316

-0.05
195

0.01
232

0.08
137

-0.06
276

0.29
80

0.21
138

0.17
68

0.09
130

0.06
192

0.05
295

0.03
171

0.07
218

0.13
148

0.06
276

MD(r, c) = 1
Nrc

i = Nrc

i = 1
ALDir[i] ALDic[i]

0.2

0.1

0.0

0.1

0.2

Figure 6: (Left) The number of valid samples per country (with countries ordered such that same-region ones are
consecutive). (Right) Mean difference (MD) of row country’s (r) and column country’s (c) ALDi scores, for the
Nrc sentences valid in both (Nrc is shown as the bottom number in each cell).

be less dialectal than the non-Maghrebi ones. The
difference (e.g., MD(Morocco, Saudi) = -0.29) can
be close to 1

3 , which is the difference between two
consecutive levels of ALDi ratings (0, 13 ,

2
3 , 1). A

similar pattern holds true for Iraq to a lesser extent.
Conversely, Saudi annotators assign higher ALDi
scores to sentences common with other dialects.
Many of the country-level differences are statis-
tically significant, with Standard Errors < 0.035.
However, these differences could arise simply be-
cause the annotators differ randomly in their mean
scores, independent of dialect. So we might see
an apparent difference between country groups if
we happened to get annotators with higher means
in some countries than in other countries. Due to
having only three annotators per country, it is not
possible to conclusively test for an effect of dialect
(separate from annotator) at the country level, al-
though the consistent trends in the visualization
are suggestive. Instead, we test for regional-level
differences between annotators, as described below.
If additional annotations from each country are ob-
tained in the future, a similar test could be used at
the country level.

Statistical Analysis We use a one-sided permu-
tation test to assess whether the differences be-
tween two groups of annotators (GA, GB), of sizes
|GA| and |GB| respectively, can be attributed to
the groups’ dialects. First, we compute the MD

score between the observed groups’ mean ALDi
scores (MDobs), for the NAB sentences valid in
both groups. A large number of pairs of groups
{(A′, B′)} with sizes |GA|, |GB| are sampled (50k in
our case). The pairs of groups (A′, B′) are formed
by random shuffling and distributing all the an-
notators across two groups. MD scores for each
pair are computed for the same NAB sentences.12

The p-value is the percentage of the shufflings
with MDs ≤ the observed grouping’s mean dif-
ference (MDobs).

We consider the annotators of each region as a
group, merging Gulf and Gulf of Aden into one
region based on the findings of §4.1. Accordingly,
we find significant MDs of -0.09, -0.13, -0.14 be-
tween the ALDi scores averaged across the an-
notators of Maghreb against those of Nile Basin,
Levant, and Gulf/Gulf of Aden, with p-values of
0.007, 0.00002, and 0.0002, respectively. Simi-
larly, Nile Basin’s annotators provide significantly
lower ALDi scores than Levantine annotators, with
MD of -0.05 (p-value = 0.04). Differences between
other pairs are not statistically significant.

Discussion There is a general impression that the
Arabic dialects are not equally distant from MSA,
with some researchers claiming certain dialects—
e.g., Gulf Arabic (Zaidan and Callison-Burch,

12In some permutations, we discard the small proportion of
sentences that have no ALDi ratings for one of the groups.
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2014) and Palestinian Arabic (Kwaik et al., 2018)—
are closer to MSA than others, which could explain
the MDs we found for samples shared between
different countries/regions.

Implications Further analysis is required before
taking these MDs as an objective measure of a vari-
ety’s divergence from MSA. Figure 3 indicates that
all regions—except Gulf of Aden—have many sam-
ples not shared with other regions. Single-region
samples could still be highly divergent from MSA.
Moreover, people’s perception of dialectness is in-
fluenced by how they use MSA terms colloquially.
For example, both rm� /xmr/ and rm� /xmrè/ are
valid MSA terms for wine. The Holy Qur’an men-
tions the former, while the latter is more colloqui-
ally used in Egypt. Hence, Egyptians might link
the first to CA/MSA, and the latter to DA. Consider
some MSA lexical items that are shared with di-
alect DA but not with dialect DB. Sentences with
these items could be rated as more dialectal by
speakers of DA than DB. Lastly, sentences valid
in multiple varieties could share the same surface
form but have different semantics in each variety.

5 Further Implications in NLP

Recent improvements to how the varieties of Ara-
bic are computationally modeled (Keleg et al.,
2023; Keleg and Magdy, 2023; Abdul-Mageed
et al., 2024) are being used in multiple applica-
tions, such as better routing of samples to anno-
tators (Keleg et al., 2024), evaluating the LLMs’
dialectal capabilities (Robinson et al., 2025), and
building better recommendation systems (Alsha-
banah and Annavaram, 2025). Hence, validating
widely-held assumptions about Arabic could lead
to further progress in automatic ADI and many
other tasks/applications.

For example, Arabic NLP researchers used man-
ually curated lists of words/phrases to curate data
for various applications like compiling dialect-
specific pretraining data (Gaanoun et al., 2024),
creating datasets for sentiment analysis (Refaee
and Rieser, 2014), and offensive text classification
(Chowdhury et al., 2020). Therefore, our finding—
that some terms share the same orthographic form
but have different semantic meanings/senses in vari-
ous varieties of Arabic—has implications for build-
ing datasets for tasks beyond ADI.

Moreover, parallels of the first three assumptions
exist beyond Arabic. For example, the overlap be-
tween different dialects of the same language has

already been noted for other languages such as
English, French, and Spanish (Bernier-colborne
et al., 2023; Zampieri et al., 2024; Lopetegui et al.,
2025). Our findings argue for modeling dialect
identification as a multi-label classification task,
even on macro-regional levels. In addition, sen-
tence length has been discussed as an important
predictor of language identification models’ per-
formance (Baldwin and Lui, 2010), especially for
closely-related languages and dialects (Tiedemann
and Ljubešić, 2012; Blodgett and O’Connor, 2017;
Kanjirangat et al., 2022). We show that the con-
scious Dialect Level choice that Arabic speakers
make—operationalized as ALDi—is a better pre-
dictor of the number of dialects in which a sentence
is valid than its length. Speakers of other languages
make similar conscious decisions about how much
they adhere or diverge from the standard variety of
their language (e.g., Shoemark et al., 2017). For
these languages, modeling the sentences’ diver-
gence from the language’s standard variety, as ordi-
nal/quantitative variables, could also provide better
predictors of a sentence’s validity in multiple di-
alects than the sentence’s length.

6 Conclusion and Moving Forward

We identified four common assumptions regarding
Arabic dialects, and systematically studied them
by extending the annotations of a previous dataset
to cover more country-level dialects. Our analysis
shows that these assumptions oversimplify some
details that, in turn, impact how tasks are framed,
datasets are created, and models are trained.

In particular, our main findings and recommen-
dations are as follows. (1) Arabic dialects overlap
considerably at both the country and regional levels,
so ADI should be modeled as a multi-label task at
both levels. (2) Existing lists of supposedly distinc-
tive lexical cues are less distinctive than previously
thought. More rigorous validation is needed for
such lists in the future. (3) ALDi scores (but not
sentence length) provide a good proxy of a sen-
tence’s validity in multiple dialects, which could
be used to inform annotation and modeling deci-
sions. Nevertheless, researchers should be aware
that speakers of different dialects may systemati-
cally differ in their ALDi annotations of the same
sentences. (4) Future work should study if sen-
tences with diverging ratings by speakers of differ-
ent dialects have different semantic meanings in
these dialects.
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Limitations

This paper revisits some widely-held and mostly un-
quantified assumptions about the Arabic dialects by
extending the annotations of the NADI 2024 dataset
to have better coverage of the dialects. Replicat-
ing the analysis on other datasets would provide
more evidence for the generalizability of our re-
sults. Moreover, extending our analysis to cover
more country-level dialects might uncover more
results than the ones we had when considering 11
country-level dialects. The same applies to using a
more granular grouping of the Arabic dialects like
different dialects spoken within the same country
(e.g., city-level/province-level dialects).

Despite having three annotators per country,
our crowdsourced annotators are skewed toward
younger age groups and have/are pursuing higher
education degrees. Therefore, we acknowledge that
our results could be representative of the percep-
tions of specific demographics within each country.

The analyzed tweets’ geolocations are uniformly
balanced across 14 different Arab countries, cover-
ing a wide range of Arabic dialects. However, we
acknowledge that some sub-dialects are not well
represented online, as shown by Mohamed Eida
et al. (2024) for the Sa’idi Arabic variety of Egypt.
Moreover, the data does not have Arabic sentences
written in Latin script (known as Arabizi). Arabizi
is prominently used in the Maghreb region (Younes
et al., 2015), and to a lesser extent in other countries
such as Lebanon and Egypt (Tobaili, 2016).
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A Was Regional-level ADI Already Solved?

When framing a multi-label task as a single-label one, there is an expected maximal accuracy that an oracle
model can achieve. For a sample with multiple valid labels, the gold-standard label and the prediction of
the oracle model will both be randomly selected from the sample’s set of valid labels. Both the randomly
sampled gold standard label and the model’s prediction should match for the prediction of the model to be
considered correct. Keleg and Magdy (2023) introduced Equation 1 for estimating the expected maximal
accuracy given the distribution of the number of labels in which a sentence is valid. Applying the formula
to the regional-level labels of the 978 DA samples we used for our analysis, we get an expected maximal
accuracy of 63.06% as per Equation 2. Such a low accuracy upper bound provides more evidence for
modeling the task as a multi-label classification one.

E[Accuracymax(Dataset)] = Perc1 +

n=Ndialects∑

n=2

Percn
n

(1)

E[Accuracymax(NADI 2024regional)] = 44 +
18

2
+

14

3
+

12

4
+

12

5
≈ 63.06% (2)

Test Set(s) Information and Label Distribution Results

- AOC *: A random 10% of the dataset (>110K samples)
Acc = 81%†

MSA (>60% of the samples) - EGY - LEV - GLF
(Zaidan and Callison-Burch, 2014)

- AOC: MSA (6,355) - EGY (1,050) - LEV (1,050) - GLF (1,050) Acc = 87.8%†

- FB test set: MSA (1,363) - EGY (800) - LEV (123) - GLF (96) Acc = 68.2%
(Huang, 2015)

VarDial 2016: MSA (274) - EGY (315) - LEV (344) - GLF (256) - NOR (351) Acc = 51.2%†

(Malmasi et al., 2016)

VarDial 2017: MSA (262) - EGY (302) - LEV (334) - GLF (250) - NOR (344) F1weighted = 0.763 Sp

(Zampieri et al., 2017)

VarDial 2018 (Broadcast): MSA (262) - EGY (302) - LEV (334) - GLF (250) - NOR (344)
F1macro = 0.589 Sp

+ VarDial 2018 (YouTube): MSA (944) - EGY (1,143) - LEV (1,131) - GLF (1,147) - NOR (980)
(Zampieri et al., 2018)

MADAR (CORPUS-6): MSA (2,000) - BEIRUT (2,000) - CAIRO (2,000) - DOHA (2,000) - TUNIS (2,000) - RABAT (2,000)
Acc. = 93.6%†

(Salameh et al., 2018)

Arabic Dialects Dataset: A subset of AOC and a Tunisian Corpus
Acc = 66.12%†

EGY (1,741) - GLF (1,092) - LEV (1,056) - MSA (1,600) - NOR (1,584)
(El-Haj et al., 2018)

Habibi *: A random 30% of the Habibi dataset (50,550 samples)
Acc = 72.6%†Egyptian (27.7%) - Levantine (24.1%) - Gulf (18.3%) - Sudan (13.0%) - Iraqi (10.5%) - Meghribi (6.4%)

(El-Haj, 2020)

Table A1: The performance of regional-level ADI systems introduced in 8 different papers. The result of the
best-performing model in each paper is reported. Note: *: the exact number of samples in each split is not explicitly
reported and the used data splits could not be found, †: the train/test sets are based on random sampling from the
same dataset (i.e., the same data distribution), Sp: the models’ predictions are also based on additional speech
features provided by the shared task organizers.

We contrasted the maximal estimated accuracy of 63.06% to the results of 8 different regional-level
ADI papers, summarized in Table A1. Two issues arise in analyzing the results, which might have led
to inflated models’ performances. First, 5 papers used random train/test splits. Consequently, the test
set’s samples come from the same distribution as the training set, which was previously found to be
problematic (Søgaard et al., 2021). Second, five papers reported accuracy scores on imbalanced test sets,
for which macro-averaged F1-scores are more appropriate. Despite these two performance-inflating issues,
all the reported scores still indicate that the task is not solved, except for the MADAR (Corpus-6) dataset
(Salameh et al., 2018), for which we identify two potential reasons. MADAR’s authors identified Beirut,
Cairo, Doha, Tunis, and Rabat as anchor cities for wider regional dialects. Hence, sentences written in
these city-level dialects might have been more distinguishable from each other compared to sentences
from other non-anchor cities. Moreover, the dataset was created by translating the same sentences from
English or French into MSA in addition to the 5 city dialects. The translators might have tried to include
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more cues of their dialects in their translations to distinguish them from MSA translations and the other
dialects’ translations.

B Interannotator Agreement Scores for the Jordanian and Saudi Annotations

Country Validity labels ALDi ratings
Fleiss κ N valid N ¬valid Krip. α

Jordan 0.56 617 (455) 503 (367) 0.62
Saudi Arabia 0.62 476 (328) 644 (490) 0.65

Table B2: The Interannotator agreement scores for the validity labels and ALDi ratings, Fleiss’ Kappa (κ) for
Validity labels and Krippendorff’s Alpha –interval method– (α) for ALDi ratings. N valid and N ¬valid represent
the number of samples whose majority vote labels are valid and not valid, respectively, with the number of sentences
with complete agreement reported (between brackets).

We extended the annotations of the 1,120 samples of the NADI 2024 by recruiting 3 annotators from
Jordan and 3 from Saudi Arabia. The interannotator agreement scores are reported in Table B2. For the
validity labels of each country, we compute the chance-corrected Fleiss’ Kappa (κ) score, finding adequate
agreement between the annotators of both countries. For the ALDi ratings, we use Krippendorff’s Alpha
–interval method– (α) between the numeric values of the ratings of each country’s valid samples, which
penalizes disagreements differently according to their assigned values. The range of the α scores is -1 to
1, with 0 indicating chance agreement. Hence, 0.62 and 0.65 signify that the annotators’ agreement is
substantially better than random, despite the subjectivity of the task.

C Country-level Overlap

1 2 3 4 5 6 7 8 9 10 11
No. valid country-level dialects
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18
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Figure C1: The histogram of the number of dialects in which a sentence is valid on the country-level dialects.

We compute the percentage of the samples within our dataset that are manually labeled as valid in
multiple country-level dialects by annotators from these countries, to extend Abdul-Mageed et al.’s (2024)
analysis by covering two additional country-level dialects. Only 249 sentences (≈ 25%) are single-label as
per Figure C1, compared to the ≈ 30% reported for 9 country-level dialects on NADI 2024’s development
set (Abdul-Mageed et al., 2024). This indicated that incorporating more country-level dialects would still
increase the already high percentage of multi-label samples.

We also show the cross-country overlap in Figure C2. While it is clear that countries within the
same region overlap more with each other, a substantial overlap with countries from other regions exists.
Theoretically, our dataset is uniformly representative of the 14 different countries to which the samples
were geolocated. However, the NADI 2024’s authors found that the precision of their geolocation
methodology varies for the different countries, and is the lowest for the countries of the Maghreb
region (49.3% for Tunisia, 57.3% for Morocco, and 65.3% for Algeria). Hence, we think that further
investigations are required before using these percentages as proxies for proximity between dialects.

D Lexical Cues

The TWT15DA is an ADI dataset built by iteratively augmenting lists of lexical cues of 15 country-level
dialects using geolocated tweets having any of these cues, then streaming more geolocated tweets using
the augmented lists (Althobaiti, 2022). For each country, the new cues to be added are non-MSA unigrams
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Figure C2: The percentage and number of each row country’s valid samples that are also valid in the column country.
Note: Each row’s colormap range is independent from the other rows.

(a) in the tweets geolocated to this country, that (b) have high PMI values based on the following equation:
PMI(Unigram, Country) = log( P (Unigram, Country)

P (Unigram)∗P (Country)); where the probabilities are computed using
maximum likelihood estimation. Therefore, the same unigram could have PMI scores for multiple
countries (e.g., MAfy� /kyfAš/ in Algerian, Moroccan, and Tunisian Arabic lists with PMI scores of 2.07,
1.55, 1.19). Hence, these cues are not necessarily distinctive of a single country-level dialect. However,
the author defines the cues as “words used in one or more Arabic dialects but never used in MSA, thereby
distinguishing Arabic dialects from MSA”.

We replicate the analysis in §4.3 for the TWT15DA dataset, and report the precision, recall, and
distinctiveness scores in Table D3. Notably, the lists have a low range of precision scores [0.31, 0.70], and
an even lower range of distinctiveness scores [0.02, 0.57].

Applying a Region’s Lexical Cues only to the Region’s Geolocated Samples For the TWT15DA
dataset, each sample should have at least a cue for one of the dialects. However, the assigned label is based
on the sample’s geolocation, and not on the dialects associated to the cues. Hence, to assign a sample to a
country-level dialect, the sample should (a) have a lexical cue of this dialect and (b) be geolocated to this
country. To simulate this two-step method for each country’s/region’s list, we replicate our method, but
then only consider the matching samples that are geolocated to the considered country/region. The results
of applying this post-processing step for the three lists of cues (DART, DIAL2MSA, and TWT15DA)
are reported in Table D4. The effectiveness of this step is better understood by contrasting the results in
Table 1 and Table D3 to those in Table D4.
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Country M MVal MExc NVal P D R C CMat

Morocco 52 22 5 163 .42 .10 .13 410 45
Algeria 41 23 2 265 .56 .05 .09 421 38
Tunisia 62 19 1 123 .31 .02 .15 407 48
Egypt 33 23 18 287 .70 .55 .08 172 35
Jordan 51 30 1 547 .59 .02 .05 180 37
Syria 50 28 9 406 .56 .18 .07 94 28
Iraq 21 13 12 204 .62 .57 .06 179 18

Yemen 8 5 2 388 .62 .25 .01 137 8
Saudi 43 20 6 407 .47 .14 .05 145 26

Table D3: Lexical cues of the TWTDA15 datasets. Note (1) : For each region’s list, we report the number of
samples of our dataset matching any of the cues (M) of which valid (MVal) and of which exclusively valid (MExc), in
addition to the total number of valid samples (NVal). The last two columns represent the total number of regional
cues (C) and the number of cues that match any of the samples (CMat). Note (2): The table lists the 9 countries
that are common between the labels of our dataset, and the lists of TWT15DA which did not include Palestine and
Yemen.

Region M MVal MExc NVal P D R C CMat

EGY 20 20 13 287 1.0 .65 .07 271 10
IRQ 6 6 6 204 1.0 1.0 .03 120 7

MGH 15 15 14 325 1.0 .93 .05 273 11
LEV 24 22 20 629 .92 .83 .03 240 8
GLF 0 0 0 407 - - .00 200 0

(a) DART’s 5 regional lists.

Region M MVal MExc NVal P D R C CMat

EGY 25 25 15 287 1.0 .6 .09 28 10

MGH 34 32 29 325 .94 .85 .10 60 22
LEV 36 33 33 629 .92 .92 .05 31 11
GLF 0 0 0 407 - - .00 9 0

(b) DIAL2MSA’s 4 regional lists.

Country M MVal MExc NVal P D R C CMat

Morocco 15 14 5 163 .93 .33 .09 410 22
Algeria 13 13 2 265 1.0 .15 .05 421 18
Tunisia 12 9 1 123 .75 .08 .07 407 15
Egypt 13 13 11 287 1.0 .85 .05 172 14
Jordan 15 12 1 547 .80 .07 .02 180 14
Syria 12 11 5 406 .92 .42 .03 94 12
Iraq 11 11 11 204 1.0 1.0 .05 179 13

Yemen 4 4 2 388 1.0 .50 .01 137 6
Saudi 9 9 4 407 1.0 .44 .02 145 7

(c) TWT15DA’s 9 country-level lists.

Table D4: The Precision (P), Distinctiveness (D), and Recall (R) of each region’s/country’s cues, when the matching
samples not geolocated to the region/country are discarded. Note: For each region’s list, we report the number of
samples geolocated to this region, matching any of its cues (M) of which valid (MVal) and of which exclusively valid
(MExc). The total number of samples valid in this regions (NVal) are reported irrespective of their geolocations. The
last two columns represent the total number of regional cues (C) and the number of cues that match any of the
samples (CMat).

The range of the precision significantly improves to values > 0.9 for the three lists, except for the lists
of Tunisia and Jordan in TWT15DA. The distinctiveness scores also improve, yet to much lower ranges
compared to the precision. This hints that filtering out the samples that match any of a region’s cues, yet
are not geolocated to this region minimizes the impact of matching false friends of these cues, which are
intuitively expected to be in samples geolocated to other regions.

Unsuprisingly, limiting the samples to ones geolocated to each list’s region causes a decrease in the
recall values, as all the samples valid in this region’s dialect that are not geolocated to the region are
pre-filtered. Another drawback of this geolocation-based step is that the samples’ geolocations are not
always available.
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