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Figure 1: PALM spans all 22 Arab countries, each represented by its own flag, across 20 diverse areas, including local
celebrations, geography, and history. Instructions (input–response pairs) are human-created at the country level.
Dashed examples represent local dialects, whereas others use MSA. Only a subset of domains and instruction types
is shown here, and we include only example inputs (not responses) due to space constraints. English translations of
the Arabic instructions are in Appendix H.
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Abstract
As large language models (LLMs) become
increasingly integrated into daily life, ensur-
ing their cultural sensitivity and inclusivity is
paramount. We introduce PALM, a year-long
community-driven project covering all 22 Arab
countries. The dataset includes instructions
(input, response pairs) in both Modern Stan-
dard Arabic (MSA) and dialectal Arabic (DA),
spanning 20 diverse topics. Built by a team
of 44 researchers across the Arab world, all
of whom are authors of this paper, PALM of-
fers a broad, inclusive perspective. We use
PALM to evaluate the cultural and dialectal ca-
pabilities of several frontier LLMs, revealing
notable limitations. For instance, while closed-
source LLMs generally exhibit strong perfor-
mance, they are not without flaws, and smaller
open-source models face greater challenges.
Moreover, certain countries (e.g., Egypt, the
UAE) appear better represented than others
(e.g., Iraq, Mauritania, Yemen). Our annota-
tion guidelines, code, and data for reproducibil-
ity are publicly available. More information
about PALM is available at our project page:
https://github.com/UBC-NLP/palm.

1 Introduction
LLMs have become pervasive across a wide range
of applications. These models are typically trained
to predict the next token in a sequence (Radford
et al., 2018), followed by a fine-tuning phase where
they learn to respond to human prompts using in-
struction datasets (Ouyang et al., 2022). However,
the responses generated by these models are of-
ten biased toward the data they were pre-trained
or fine-tuned on, which may not reflect the values
and cultures of diverse end users (Shankar et al.,
2017; Xu et al., 2024; Naous et al., 2024). LLMs
pre-trained on translated data from English often
exhibit Western, Anglocentric, and American bi-
ases. For example, an Arabic LLM pre-trained on
English-to-Arabic translated data suggested having
a beer after prayer (Naous et al., 2024), a recom-
mendation that starkly contradicts Arab cultural
values, religious practices, and social norms. This
example highlights the critical need for building
LLMs that are culturally and linguistically aware,
which requires the inclusion of more diverse global
communities in their development (Adilazuarda
et al., 2024). However, having a benchmarking
tool for cultural and linguistic coverage for LLMs
is a crucial phase.

In this work, we focus on the Arab world and its
communities which span a vast geographical region

across Africa and Asia, with a population exceed-
ing 450 million people in 22 countries. It is home
to a diverse array of local cultures, customs, tradi-
tions, political systems, and social practices. The
linguistic landscape is equally rich: Arabic exists
in three main forms—Classical Arabic, MSA, and
DA, with MSA and DA being the most widely used
today. MSA, the standardized form used in for-
mal settings such as literature, media, and official
documents, contrasts sharply with DA, which is em-
ployed in everyday conversation and varies signifi-
cantly across regions, sometimes classified at the
country level (Abdul-Mageed et al., 2024). Several
LLMs have been pre-trained for Arabic, including
Jasmine (Billah Nagoudi et al., 2023), JAIS (Sen-
gupta et al., 2023), AceGPT (Huang et al., 2024),
ALLAM (Bari et al., 2024), Fanar (Team et al.,
2025), and NileChat (El Mekki et al., 2025). These
models demonstrate powerful capabilities in gen-
erating Arabic across its different forms. However,
when it comes to instruction tuning, the datasets
used for some of these models (such as JAIS and
AceGPT) are predominantly machine-generated or
machine-translated, resulting in a set of instruc-
tions that are not related to Arab culture. In ad-
dition, most of these models lack evaluation on
Arabic country-specific cultural awareness for all
Arab countries, as most of them were evaluated on
general NLP tasks but lack evaluation on specific
Arabic countries’ cultures and dialects. Our work
addresses this need by providing a large dataset of
Arabic instructions to ensure better cultural repre-
sentation of Arab communities.

More specifically, we introduce PALM, the first
comprehensive fully human-created Arabic instruc-
tion dataset that is both culturally and linguistically
diverse and inclusive. PALM is the first dataset
at the country level to cover all 22 Arab coun-
tries, spanning 20 culturally relevant topics. What
sets PALM apart is its inclusion of instructions
in both MSA and local dialects, all of which are
human-annotated using reliable, country-specific
sources. This dataset was developed through a
large community-driven project, leveraging local
expertise and collective knowledge. PALM serves
a dual purpose: it can be used for cultural and di-
alectal instruction tuning of LLMs, as well as for
evaluating their cultural competence regarding the
Arab world.

We offer the following contributions:

1. We present PALM, a novel dataset developed
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through a year-long collaborative community
effort. It includes culturally informed instruc-
tions from all 22 Arab countries in both
MSA and local dialects, spanning multiple
linguistic forms and topics.

2. We benchmark several open-source and fron-
tier LLMs on PALM, providing a detailed
analysis of model performance on both MSA
and dialectal data across various dimensions.

3. We offer a comprehensive analysis using three
models as evaluative judges, examining their
alignment and highlighting the reliability of
automated evaluations.

4. We conduct a human evaluation to validate the
consistency between automated and human
judgments, demonstrating the effectiveness
of automated methods for assessing culturally
aware and dialect-specific Arabic instructions.

2 Related Work

Arabic Varieties. Arabic, with its rich linguis-
tic diversity, has attracted increasing attention in
NLP. This focus has propelled the development of
models for encoding (Antoun et al., 2020; Abdul-
Mageed et al., 2021; Inoue et al., 2021) and gener-
ating (Billah Nagoudi et al., 2023; Sengupta et al.,
2023; Huang et al., 2024; Team et al., 2025) Ara-
bic text, yielding powerful results in both under-
standing and generation tasks (Elmadany et al.,
2023; Seelawi et al., 2021; Nagoudi et al., 2023).
Nonetheless, a critical gap persists: the underrep-
resentation of Arabic dialects in current language
models, which affects both performance and cul-
tural inclusion (AlKhamissi et al., 2024). Conse-
quently, there is a pressing need for more compre-
hensive Arabic language models that can capture
both Modern Standard Arabic (MSA) and diverse
colloquial dialects, reflecting the linguistic and cul-
tural richness of the Arab world.

Cultural Awareness in Language Models. Re-
cent research employs diverse methodologies to
assess the cultural capabilities of language mod-
els (Adilazuarda et al., 2024). One approach con-
structs knowledge databases (Keleg and Magdy,
2023; Shi et al., 2024), often drawing on online
resources such as Wikipedia (Nguyen et al., 2023;
Fung et al., 2024) and web corpora (Nguyen et al.,
2023). However, these evaluations can be overly
simplistic, since much of the web-scraped content

might already appear in the models’ training data
(Petroni et al., 2019). Another methodology uses
socio-cultural surveys like the World Value Survey
(Ramezani and Xu, 2023; AlKhamissi et al., 2024),
which, while valuable, often cover only a narrow
range of cultural concepts. To overcome these limi-
tations, researchers have introduced new datasets
and benchmarks tailored to evaluating the cultural
capabilities of LLMs (Arora et al., 2024; Myung
et al., 2024a; Singh et al., 2024a).

Arabic Cultural Awareness in Language Mod-
els. Recent studies have also increasingly fo-
cused on integrating Arabic language and culture
into LLMs, alongside the development of relevant
benchmarks (Myung et al., 2024a; Singh et al.,
2024a; AlKhamissi et al., 2024; Naous et al., 2024;
Demidova et al., 2024; Alwajih et al., 2024, 2025).
For instance, AlKhamissi et al. (2024) leveraged
the World Values Survey to assess LLM align-
ment with Arab cultural values, revealing reduced
alignment for underrepresented groups. Similarly,
Naous et al. (2024) identified a significant West-
ern bias in LLMs, attributing it to the prevalence
of translated rather than original Arabic data in
pre-training corpora. Researchers have also intro-
duced new datasets. For example, Mousi et al.
(2024a) proposed a benchmark comprising 180
questions spanning nine topics and three Arabic
regions, and Alyafeai et al. (2024a) introduced a
localized dataset of 10,000 instructions covering 17
topics in MSA. However, much of this work relies
on automatic annotation and remains centered on
MSA, leaving gaps in dialectal and country-specific
cultural representation. Moreover, most available
benchmarks are limited in size and instruction for-
mats, often focusing on multiple-choice questions
(Mousi et al., 2024a; Team et al., 2025).

Our work, PALM, closes these gaps by present-
ing the first large-scale, fully human-curated col-
lection of Arabic cultural input-output instruction
pairs from all Arab countries. It encompasses mul-
tiple instruction types expressed in MSA and di-
verse Arabic varieties. Table 1 compares PALM

to existing datasets involving any level of Arabic
instructions.

3 PALM Dataset

As stated earlier, PALM is a manually curated, cul-
turally aligned dataset covering all 22 Arab coun-
tries. It features a diverse set of instructions (input,
output pairs) from both MSA and ten different Ara-
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Figure 2: The complete pipeline for PALM creation, beginning with data collection from diverse sources, followed
by annotation in Label Studio, quality checks, and subsequent revisions. Finally, PALM undergoes both human and
model evaluations, culminating in a final assessment phase.

bic dialects, all entirely human-produced. PALM

comprises 20 different topical areas, such as cel-
ebrations, history, geography, literature, politics,
proverbs, and sports, crafted at the local, country-
specific, level or at the level of the whole Arab
world (e.g., technology). As such, PALM represents
a comprehensive view of the culture of Arabic local
communities. Figure 1 illustrates the composition
of PALM across different countries and areas. We
now describe how we created PALM.

3.1 Team Structure
PALM is a community project involving 44 trained
native speakers, all of whom are authors of this
work. We aimed to incorporate local knowledge
from every Arab country and succeeded for 15 out
of 22. For each of these 15 countries, we assigned
at least two annotators. For the remaining seven,
two annotators from neighboring countries were
chosen to ensure cultural familiarity.1 Each team
member holds at least a bachelor’s degree, with
most having advanced degrees. Within each coun-
try, members hail from different regions, promoting
inclusive cultural coverage and broad dialectal va-
riety. To our knowledge, PALM stands among the
most comprehensive datasets of its kind in the Arab
world, both culturally and linguistically.

3.2 Annotation Guidelines
We developed our annotation guidelines iteratively
over a period of about three months. The first
version of the guidelines, created by four senior
team members in consultation with a wider pool
of participants, introduced the main objectives of

1Countries without local team members are Bahrain, Co-
moros, Djibouti, Iraq, Libya, Qatar, and Somalia.

the project, the topical areas from which the data
will be created, and several categories of instruction
types specific to each country (e.g., various types of
open-ended requests and questions) illustrated with
rich sets of examples. We also included samples
from trustworthy information sources (see Ap-
pendix A) that can be treated as references while
creating the data. This initial version of the guide-
lines was then shared with the team members who
were asked to build a pilot dataset based on these
guidelines. After a series of meetings, we further
improved the guidelines, reaching an extensive ver-
sion totaling 100 pages. This final version was then
used to train all team members in order to ensure
consistency across all aspects of the project.

In our guidelines, we asked the annotators to
create instructions for two main categories: gen-
eral category, which covers MSA instructions for
general knowledge such as science and technology;
and country-specific category, where the annota-
tors provide instructions reflecting their country’s
culture in multiple topics as mentioned earlier, in-
cluding local celebrations, customs, local geog-
raphy, national history, proverbs, and food. The
country-specific instructions could be expressed
in either MSA or the dialect corresponding to the
respective country. For more details about our an-
notation guidelines, refer to Appendix A.2

3.3 Platform and Quality Assurance
We used Label Studio (Tkachenko et al., 2020) as
our annotation platform, forming country-specific
sub-teams. Each annotator accessed their respec-
tive country’s sections and created instructions in

2Our full annotation guidelines manual is available at this
link.
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Multilingual Arabic Specific

AYA BLEnD AraDiCE CIDAR PALM (ours)

# Arab countries - 1 - - 22
# Arabic dialects - - 6 - 10

Cultural coverage? limited ✓ limited ✓ ✓

Human collected? mixed ✓ ✗ ✗ ✓

Human revised? ✓ ✗ ✓ ✓ ✓

From scratch? mixed ✓ ✗ ✗ ✓

Open classes? ✓ ✗ ✗ ✗ ✓

# Arabic instructions 5K out of 204K 3.6K out of 55K 180 out of 45k 10K (100%) 18K (100%)

Table 1: PALM in comparison. PALM is specifically designed to capture country-specific knowledge from all Arab
countries, exceeding existing datasets in both geographic scope and dialectal diversity. Collected entirely by human
annotators from scratch (unlike AraDice, which involves translation and data retargeting, and CIDAR, which relies
on localization), PALM is also the only Arabic dataset based on open-ended instructional prompts (e.g., writing
instructions, role-playing, reasoning) rather than solely QA. Further details on how PALM compares to other datasets
are provided in Appendix F.

relevant topical areas, following our carefully de-
signed annotation guidelines. We also implemented
a structured review process to ensure data quality
and annotation consistency. Weekly meetings ad-
dressed annotation accuracy, source reliability, in-
struction diversity, and progress. A dedicated Slack
channel enabled real-time collaboration. Figure 2
illustrates the pipeline for constructing PALM, from
data collection to final instruction revision. After
completing the dataset, we conducted a comprehen-
sive review in which team members cross-reviewed
each other’s contributions, ensuring each sample
was examined by at least two reviewers. Section E
in the appendix analyzes the impact of this revision
process and highlights the resulting improvements
in data quality.

3.4 Dataset Analysis
Unlike other Arabic instruction datasets listed in
Table 1, PALM offers several unique features: it
covers all 22 Arab countries, a larger number of
dialects, and is entirely created and reviewed by
humans. Totaling 17, 411 instruction pairs, PALM

is meticulously designed to reflect the cultural and
linguistic richness of Arab countries. In order to
further characterize the dataset and showcase the
various types of instructions developed, we provide
a detailed quantitative analysis here.

Overall Statistics. To facilitate analysis, we di-
vide the countries in PALM into two categories:
high-resource (more than 500 instructions) and
low-resource (around 100 instructions). High-
resource countries include Egypt, Jordan, Mauri-

tania, Morocco, Palestine, Saudi Arabia, Sudan,
Syria, Tunisia, UAE, and Yemen. We also incorpo-
rate a General category containing 1, 109 instruc-
tions that are not tied to a single country but rather
pertain to the Arab world at large. In total, the high-
resource countries and the General category ac-
count for 16, 066 instructions, representing roughly
92% of the dataset.

A key feature of our dataset is its inclusion of
dialects. For the ten out of the eleven high-resource
countries, we asked annotators to provide around
380 examples in their respective local dialects, re-
sulting in 4, 211 dialectal instruction pairs. This ad-
dition substantially broadens the dataset’s linguistic
diversity and enhances its cultural authenticity. De-
tails of the dialectal distribution are presented in
Table D.1 in Appendix D.

In contrast, the low-resource countries—Algeria,
Bahrain, Comoros, Djibouti, Iraq, Kuwait,
Lebanon, Libya, Oman, Qatar, and Somalia—have
fewer instructions, largely due to limited annotator
availability and resources. Collectively, these coun-
tries contribute 1, 345 instructions, amounting to
approximately 8% of the dataset.

Instruction Types. Instructions in PALM span a
range of diverse categories. During our meetings,
we frequently discussed ways to introduce richer
components such as role-playing and reasoning, in
addition to various information requests and ques-
tion prompts. One method for characterizing the
data after its creation is to extract the verbs and sub-
sequent nouns from each instruction, allowing us to
identify examples such as "summarize the follow-
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Figure 3: Distribution of instruction types based on verb
usage in PALM, illustrating the frequency and catego-
rization of verb–noun pairs and offering insights into the
dataset’s instructional diversity. Appendix C.1 presents
a drill-down of this analysis.

ing article". To implement this, we first translate
all instructions into English and then use GPT4-o1
to extract the relevant verbs and nouns. We re-
tain only those verbs appearing at least 25 times
and nouns that co-occur with each verb at least
five times. We next employ GPT-o1 again to cluster
these verb-noun pairs according to different instruc-
tion types and assign a representative name to each
cluster, yielding the following: (1) Summarization
and Explanation (requests for summaries or defi-
nitions), (2) Directive and Procedural (guidance
on specific actions), (3) Factual and Informational
Queries (requests for factual information), (4) Cre-
ative and Constructive Generation (content cre-
ation tasks), (5) Analytical and Evaluation-Based
(critical thinking tasks), and (6) Narrative and De-
scriptive Tasks (storytelling or descriptive content).
Figure 3 depicts the distribution of these instruction
types in Palm. For a more detailed breakdown of
each theme and its corresponding verbs and nouns,
refer to Figures C.1 in Appendix C.

Dataset Splits. The PALM dataset is organized
into three distinct splits: training, public test, and
private test sets, each designed to serve a spe-
cific purpose. Training Set: This set, compris-
ing 13, 559 instructions, will be publicly released
as training data for models designed to achieve
cultural and linguistic alignment with Arabic com-
munities. It provides researchers with a valuable
resource for developing models that are more at-
tuned to Arabic cultural contexts. Public Test: This
set, hereinafter referred to as the test set, will be
publicly released as a benchmarking dataset. It

enables researchers to evaluate their models’ per-
formance on culturally-specific instructions from
the Arab world during the development phase. The
test set comprises 1, 926 instructions. Private Test:
This set will remain private and be accessible ex-
clusively through a leaderboard, ensuring a fair
comparison of different models and approaches by
preventing data leakage. As with the public test set,
it consists of 1, 926 instructions.

4 Evaluation

4.1 Evaluation Setup
To demonstrate the efficacy of PALM, we employ
the test set as an evaluation benchmark. This eval-
uation serves dual purposes: (i) assessing current
LLMs’ performance across individual countries,
topics, and dialects to provide a nuanced measure
of Arabic cultural awareness, and (ii) offering a
robust methodology for future researchers to eval-
uate model proficiency in handling Arabic culture
and dialects. We evaluate 18 Arabic-aware LLMs3,
including GPT-4o, Claude 3.5 Sonnet, Command
R+ (CMDR+), QWEN 2.5, JAIS, AceGPT, and LLaMA
3.1, by generating responses (with greedy decod-
ing) for the test set of PALM instructions and as-
sessing the outputs.4 Evaluation metrics can be
categorized into surface-level and LLM-as-Judge
metrics (Zheng et al., 2023).

4.2 Surface-Level Evaluation
Following Arora et al. (2024), we employ surface-
level attributes to automatically evaluate the gen-
erated answers. While these metrics do not assess
the correctness of responses, they enable us to mea-
sure three key aspects: (i) language consistency
between the instruction and the generated answer;
(ii) preservation of the prompt’s dialect (dialectal
consistency) in the generated answer; and (iii) pres-
ence of sequence repetitions within the generated
answer. This approach allows us to examine the
model’s capacity to maintain linguistic and cultural
fidelity without directly assessing factual accuracy.

4.3 LLM-as-Judge Evaluation
For the LLM-as-Judge assessment (Zheng et al.,
2023), we focus on the correctness metric. We
select three models with strong performance in
Arabic tasks—GPT-4o, CMDR+, and QWEN 2.5

3The full list of models is in Table I.1 in Appendix.
4Models such as Fanar (Team et al., 2025) and Allam (Bari

et al., 2024) are reported to provide encouraging performance
but were not available for evaluation at the time of submission.

32876



72B—and prompt them to rate answer correctness
on a scale of 1 to 10, using LangChain’s built-in
evaluation pipeline.5 Each rating considers both
the instruction and the ground truth, as shown in
Figure G.1. We then compute a mean correctness
score for each generated response, capturing factual
accuracy relative to the provided ground truth and
ensuring no major errors. To gauge the reliability
of this method, we calculate the Intraclass Corre-
lation Coefficient (ICC) among the three models,
yielding an ICC of 0.68, which indicates good scor-
ing consistency. Table I.2 summarizes the 1,926
samples in the test set used for this evaluation.6

4.4 Human Evaluation

To validate our automatic evaluation, we conducted
a human evaluation on a subset of generated re-
sponses, encompassing diverse examples from mul-
tiple countries, topics, and both MSA and dialects.
We enlisted evaluators from the same data creation
team, representing various Arab countries. These
evaluators assessed responses from five LLMs
based solely on the correctness criterion. Each re-
sponse was evaluated by at least three independent
human evaluators. We then computed the intraclass
correlation coefficient (ICC) across all evaluators,
yielding an average ICC of 0.67, indicating high
inter-rater agreement.

The evaluation subset was sampled from the
same test set used in the LLM-as-Judge evalua-
tion and included 92 MSA samples plus 20 di-
alectal samples each for Egypt, Morocco, Syria,
and Yemen. We further computed the correlation
between the human evaluation scores and the LLM-
as-Judge correctness scores, observing a strong
relationship. The Pearson correlation coefficient
is 0.76 (p-value < 0.05) and the ICC is 0.78, lend-
ing strong credibility to the LLM-as-Judge results
presented in the following section.

5 Results and Discussion

Here, we analyze results of a subset of 12 LLMs
that yield notable insights.7

5https://langchain.com/
6We also apply the same methodology to evaluate coher-

ence, detail, and helpfulness, with descriptions provided in
Appendix G.

7Complete results are available in Appendix I.2, with Sec-
tion I.2.1 showing that smaller models generally underperform
in providing correct answers to the Arabic cultural questions.

5.1 Surface-Level Results
Table 2 shows the results for the surface-level
attributes, namely repetitions, language consis-
tency, and dialectal consistency. The top-
performing models (e.g., Qwen 2.5, GPT-4o, and
Claude-3.5-Sonnet) display negligible repetition
rates when prompted with Arabic instructions,
whereas Gemma-2 and Llama 3.1 exhibit higher
repetition rates. For instance, 42% of responses
generated by Gemma-2-9b contain repetitions. Re-
garding language consistency, all models follow a
similar trend. However, dialectal consistency re-
mains below roughly 10% across all LLMs, indicat-
ing that even when these Arabic-aware models are
prompted with dialectal Arabic instructions, they
tend to produce answers in MSA about 90% of the
time.

Model A1 A2 A3

AceGPT-v2-32B 0.36 90.45 2.78
AceGPT-v2-8B 0.57 90.71 3.33
Llama-3.1-70B 2.75 91.17 10.56
Llama-3.1-8B 8.20 91.28 10.56
Qwen2.5-72B 0.00 91.33 8.33
Qwen2.5-7B 0.93 90.81 3.89
CMDR+ 1.04 90.81 6.67
gemma-2-27b 30.22 90.29 7.78
gemma-2-9b 42.47 90.76 6.11
GPT-4o 0.00 91.07 8.33
jais-13b 0.73 90.71 2.22
Claude-3.5-Sonnet 0.00 91.02 9.44

Table 2: Results of surface-level attributes (%). A1: rep-
etitions, A2: lang consistency, A3: dialect consistency.

5.2 LLM-as-Judge Results
Overall Results. Figure 4a presents the re-
sults of our correctness evaluation using LLM-as-
Judge. Overall, GPT-4o and Claude-3.5-Sonnet
exhibit the highest performance, achieving me-
dian scores above 6.0. These larger models
are followed closely by CMDR+ and Qwen2.5-72B,
which display robust performance with median
scores ranging from 5.8 to 6.0. Mid-range mod-
els—including AceGPT-v2-32B, Gemma-2-27B,
and Llama-3.1-70B—cluster around median
scores of 4.5 to 5.0, indicating moderate com-
petence in Arabic evaluation. Conversely,
lower-capacity models such as Jais-13b and
Llama-3.1-8B demonstrate comparatively weaker
performance, with median scores between 3.0 and
4.0. Notably, the boxplot whiskers suggest consid-
erable variance across all models, indicating that
performance can be inconsistent depending on the
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(a) (b)

Figure 4: LLM-as-judge average correctness scores across Arabic countries.

Figure 5: Correctness scores across Arabic dialects.

specific test cases. An interesting, albeit unsur-
prising, finding is the overall correlation between
model size and performance, with larger models
(>70B parameters) consistently outperforming their
smaller counterparts. We report the results for the
coherence, detail, and helpfulness metrics in Fig-
ure I.1, located in Appendix I.2.

Per-Country Results. Figure 4b presents the
correctness scores by country. The figure shows
that more advanced models like GPT-4o and
Claude-3.5-Sonnet consistently exhibit higher
scores—often exceeding 6.0—indicating better
cultural understanding. For example, GPT-4o
achieves scores of 7.5 for Syria and 7.3 for Dji-
bouti. In contrast, earlier or smaller models,
such as Llama-3.1-8B and Jais-13b, display
lower correctness scores, frequently below 4.0,
with Jais-13b scoring as low as 2.2 for Saudi
Arabia. The variation in scores across differ-
ent countries underscores each model’s varying
degree of cultural competence, highlighting the
complexity of capturing diverse cultural nuances
within the Arabic-speaking world. For instance,

Claude-3.5-Sonnet scores 7.0 for Yemen but 5.8
for Lebanon, suggesting a stronger grasp of Yemeni
contexts relative to Lebanese ones.

Per-Dialect Results. Figure 5 shows the cor-
rectness scores of various models when prompted
with dialectal instructions across multiple Ara-
bic dialects. Larger models, such as GPT-4o,
Claude-3.5-Sonnet, and CMDR+, consistently ex-
hibit higher scores—frequently above 7.0—in most
countries. For example, GPT-4o achieves 8.1 for
Egypt and 8.4 for Tunisia. In contrast, smaller mod-
els (e.g., Llama-3.1-8B and Jais-13b) generally
perform below 4.0. Performance also varies by
country, with some dialects presenting more dif-
ficulty than others. Morocco and Palestine often
yield lower scores for multiple models, whereas
Egypt and Tunisia tend to yield higher ones.8

5.3 Human Evaluation Results
Table 3 presents the average human-evaluation
correctness scores for dialectal Arabic instruc-
tions in four Arab countries. AceGPT-v2-32B
consistently performed well, achieving the high-
est scores for Egypt (6.47) and Morocco
(4.55). Claude-3-5-Sonnet showed strong per-
formance for Morocco (6.23) and Syria (4.65).
Llama-3.1-8B and Qwen2.5-72B had middle-
point results, while Jais-13b generally scored low-
est except for Yemen. Notably, scores varied sub-
stantially between countries for each model, sug-
gesting that performance on dialectal Arabic in-
structions is highly dependent on the specific coun-
try and dialect being evaluated.

A similar trend is noticed for Table I.4, where

8Results per topic are presented in Appendix I.2. LLMs
demonstrated higher performance in topics such as celebra-
tions, history, and travel, while achieving lower scores in
categories like sports and food.
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Country M1 M2 M3 M4 M5

Egypt 6.47 4.26 4.71 4.15 4.08
Moroc 4.55 2.87 4.44 6.23 3.10
Syria 3.27 3.40 4.03 4.65 2.27
Yemen 2.13 1.85 2.58 4.28 2.90

Table 3: Avg human eval correctness for dialect instruc-
tions per country. M1: AceGPT-v2-32B, M2: Llama-
3.1-8B, M3: Qwen2.5-72B, M4: Claude-3-5-Sonnet,
M5: Jais-13b.

Claude-3-5-Sonnet achieves the highest score for
several countries, notably Syria (7.25) and Egypt
(6.83). AceGPT-v2-32B and Qwen 2.5-72B also
perform well in multiple regions. Performance
varies significantly by country.

6 Conclusion
In this work, we introduced PALM, a culturally
inclusive and linguistically diverse dataset that cov-
ers all 22 Arab countries. PALM is designed to en-
hance the cultural capabilities and facilitate bench-
marking of Arabic LLMs. Through a year-long,
community-driven effort involving 44 researchers
from across 15 different Arab countries, PALM of-
fers a comprehensive set of instructions that cover
both MSA and various regional dialects. Our eval-
uations using PALM demonstrate the importance
of culturally tailored datasets in assessing LLMs,
highlighting the gaps in existing models when it
comes to understanding and generating culturally
relevant and dialect-specific responses. PALM not
only improves the representation of diverse Arab
cultures in technology but also provides a bench-
mark for future work in culturally sensitive and in-
clusive NLP. By making PALM publicly available,
we aim to foster continued research and develop-
ment in the field, ultimately contributing to the
creation of more culturally aware language tech-
nologies.

Limitations
While PALM serves as a valuable resource for train-
ing and benchmarking culturally aware, dialec-
tally diverse Arabic LLMs, it has some limitations.
In low-resource countries, content was often con-
tributed by annotators from neighboring countries
rather than local speakers. Although these annota-
tors share certain cultural similarities, the resulting
instructions may lack the depth and nuances that
native, local speakers would bring.

Moreover, many Arab countries have multiple
regional dialects, which require larger, geographi-

cally diverse teams to fully represent. Due to the
scale of the project, some dialectal variations may
not be covered in detail, limiting the dataset’s abil-
ity to capture every linguistic nuance.

Lastly, although automatic evaluations using
LLMs facilitate scalable assessment, they can fall
short when dealing with dialects and subtle cul-
tural elements. These models may misjudge cultur-
ally specific or dialectal content, introducing biases.
Consequently, human evaluation remains essential
alongside automated methods to ensure reliable
results.

Ethics Statement

In developing PALM, we emphasized cultural sen-
sitivity, inclusivity, and ethical responsibility. All
annotations were created by informed participants,
each of whom is a co-author on this paper, ensur-
ing that every contributor receives full credit for
their work. We adhered strictly to publicly avail-
able and reputable sources, refraining from using
any private or sensitive data. Clear guidelines were
also provided to respect local norms, maintain data
privacy, and secure participant consent.

Although PALM aims to mitigate biases in Ara-
bic LLMs, unintentional cultural bias may still oc-
cur—particularly in regions lacking direct local
representation. We encourage ongoing community
involvement to address these gaps, ensuring contin-
ual refinement and improvement of the dataset.

Reproducibility. Our test data, prompts, and
code necessary to produce all results reported in
this work are publicly available at PALM. Our pri-
vate test set will also be available through a leader-
board.
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Appendices
We provide an addition organized as follows:

• Annotation Guidelines A.

• Details of Instruction Dataset Topics and Cat-
egories B.

• Diverse Instruction Formats and Linguistic
Variations C.

• Statistics D.

• Revision Process E.

• Comparative Analysis of Arabic Instructional
Datasets F.

• Evaluation Prompt G.

• Selected Examples H.

A Annotation Guidelines

The key guidelines include the following criteria:

• Use Trustworthy Sources: Annotators are in-
structed to use only reliable sources, which
may include but are not limited to: Wikipedia,
Online encyclopedias, Books, Governmental
websites, and Specialized websites

• Maintain Objectivity: For certain topics and
domains, annotators are asked to provide an-
swers that are objective and based on factual
information and established knowledge.

• Avoid Personal Opinions: In domains such
as politics and religion, annotators should fo-
cus solely on presenting information without
incorporating personal beliefs or interpreta-
tions.

• Encourage Creativity: Annotators are encour-
aged to be creative by generating a diverse
range of instructions across all domains.

Information Sources. To ensure high data qual-
ity, we underscore the importance of consulting
reliable and authoritative sources during instruc-
tion creation. Annotators were consistently advised
to perform thorough verification of these sources.
Exemplary sources include Wikipedia and other
reputable online encyclopedias, academic books,
governmental websites, and specialized platforms
(e.g., health organization websites offering medical

information). We explicitly cautioned against rely-
ing on single-individual sources, such as personal
posts or social media content, unless the individ-
ual is a widely recognized expert in the respective
field. Notably, for domains such as travel, culinary
arts, and culturally specific celebrations, the most
valuable insights often derive from online discus-
sions and forums. In these cases, we leveraged
annotators’ local cultural knowledge and judgment
to ensure the trustworthiness and relevance of the
data.

Our full annotation guidelines manual
is available at https://github.com/UBC-
NLP/palm/blob/main/guidelines.md.

B Palm Topics and Domains

Palm categorizes its instructions into three main do-
mains: General, Hybrid, and Country-Specific.
The General Domain covers topics with univer-
sally applicable knowledge, such as science, sports,
and technology. The Hybrid Domain consists
of topics that include both general and country-
specific knowledge, bridging regional cultural in-
sights with broader themes. Lastly, the Country-
Specific Domain focuses exclusively on Arab na-
tions, highlighting their traditions, social norms,
and linguistic nuances. Table B.1 provides a break-
down of the key instruction domains within Palm.

C Diverse Instruction Formats and
Linguistic Variations

Figure C.1 presents sunburst charts for every in-
struction type category in Palm. Each subfigure
highlights a unique theme, derived from verb us-
age and the subsequent noun, that sheds light on
the diversity of instructional approaches within the
dataset. All of these subcharts are drilldowns from
Figure 3.

D Statistics

D.1 Comparative Analysis of Token Length
Distributions Across Models

Figure D.1 presents a comparative analysis of in-
struction and output token lengths for three LLMs
tokenizers: Llama 3.1, Qwen 2.5, and Gemma 2.
The figure includes histograms with density curves
for instruction and output lengths (top panels) and
boxplots for the same data (bottom panels).

In the Instruction Lengths Figure D.1(a), most
instructions across all models range between 10
and 20 tokens. Notably, Gemma 2 exhibits a higher
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Domain Definition

Science Covers various scientific fields, including biology, physics, chemistry, mathematics,
and astronomy. Instructions range from fundamental concepts to applied sciences and
technological advancements.

Food Covers general knowledge about ingredients, nutrition, and food safety, as well as
country-specific dishes, traditional recipes, and meal customs in Arab countries.

Sports Includes general sports rules and history, as well as country-specific sporting traditions,
major tournaments, and notable athletes in the Arab world.

Politics Covers both general political concepts (e.g., voting systems, ideologies) and country-
specific topics like political parties, government structures, and notable leaders.

Religion Explores the major monotheistic religions (Islam, Christianity, Judaism), focusing on
historical sites, religious figures, and institutions while avoiding specific rituals.

History Encompasses ancient civilizations, historical events, wars, and influential leaders,
highlighting their impact on Arab culture and heritage.

Travel Provides information on notable historical landmarks, best travel destinations,
itineraries, and cultural tourism across Arab countries.

Flora & Environ-
ment

Discusses wildlife, national parks, climate change, agricultural practices, and native
plant species in different Arab regions.

Local Geography Focuses on terrain diversity, water resources, economic impact, and geographical
landmarks of specific Arab countries.

Celebrations Highlights national, historical, and religious festivals, their cultural significance,
associated traditions, and unique practices in different Arab communities.

Language Examines Modern Standard Arabic (MSA) and dialectal variations, including transla-
tion tasks, word usage, and sentence restructuring between dialects and MSA.

Proverbs Captures the cultural relevance of Arabic proverbs, their meanings, usage, and context
in everyday conversations.

Table B.1: Instruction areas/domains in Palm categorized by their relevance to general, hybrid, and country-specific
knowledge.

concentration of shorter instructions (5–15 tokens),
while Llama 3.1 and Qwen 2.5 tend toward slightly
longer instructions, with frequencies gradually de-
clining beyond 20 tokens.

For the Output Lengths Figure D.1(b), all mod-
els display a peak around 50 tokens, with distribu-
tions extending up to 250 tokens. Llama 3.1 tends
to generate longer outputs overall, evident from a
more pronounced tail toward higher token counts
compared to the other models.

The Instruction Length Boxplots Figure D.1(c)
show that Llama 3.1 and Qwen 2.5 have similar dis-
tributions, with median instruction lengths around
15 tokens and comparable variability. Gemma 2
has a slightly shorter median length and a nar-
rower spread, indicating less variation in instruc-
tion lengths.

In the Output Length Boxplots Figure D.1(d),
Llama 3.1 again produces the longest outputs, with
a median around 90 tokens and outliers extending
beyond 250 tokens. Qwen 2.5 and Gemma 2 have
median output lengths around 70–80 tokens, with
fewer extreme outliers.

Overall, this analysis demonstrates that Llama

3.1 generates longer outputs compared to Qwen
2.5 and Gemma 2, while Gemma 2 often produces
shorter instructions. These variations highlight dif-
ferences in how the models handle input-output
lengths.

Additionally, Table D.2 presents the average
character lengths for instructions and outputs
across various countries in the dataset. Countries
like Tunisia, UAE, and Jordan have longer average
instruction lengths, while Lebanon and Bahrain fea-
ture shorter instructions. For output lengths, Egypt
and Somalia have the highest averages, while Qatar
and Syria have shorter outputs. This table provides
a detailed view of the character length variations
across the dataset.

D.2 Lexical Onset Analysis of Prompts

Figure D.2 presents a bar plot illustrating the dis-
tribution of first words, defined as space-delimited
strings, in instructions within the Palm dataset.
The most frequent initial word is " AÓ" ("what"),

appearing 4,265 times, followed by " 	­J
»" ("how")

with 877 occurrences and " 	áÓ" ("who/from") with
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Topic Celeb. Env. Flora Food General Hist. Lang. Lit. Geog. Politics Proverbs Religion Sports Tech Travel Science Dialect Total

Egypt 118 90 116 118 — 105 22 140 177 71 109 109 117 5 135 24 438 1480
Jordan 109 122 100 112 — 74 125 113 98 83 100 98 186 79 114 — 500 1513
Mauritania 69 28 13 109 — 285 105 78 343 40 112 39 37 — 38 1 294 1298
Morocco 32 70 33 256 — 247 139 45 87 206 220 111 245 42 188 9 717 1939
Palestine 46 102 143 181 — 103 202 130 137 60 178 114 109 — 13 — 525 1518
Saudi Arabia 109 200 61 42 — 104 10 140 163 17 39 61 142 100 111 — 296 1299
Sudan 18 — — 28 — 450 — 40 285 124 — 27 17 — 8 — — 997
Syria 31 72 201 131 — 202 — 198 65 55 240 100 38 4 202 26 551 1591
Tunisia 12 16 13 40 — 48 51 13 48 11 16 43 50 92 14 160 29 787
UAE 50 21 17 80 — 127 — 132 152 133 — 23 35 34 191 27 26 1049
Yemen 40 16 53 50 — 172 251 119 114 92 262 43 235 25 46 114 592 1746

General 10 46 42 42 — 52 363 45 60 32 — 12 80 13 12 300 — 1409

Algeria 6 — — 20 — 50 — 1 48 17 — 2 25 — 3 — — 172
Bahrain — — — — 100 — — — — — — — — — — — — 100
Comoros 7 4 10 8 13 6 5 7 6 3 — 5 8 4 15 — — 101
Djibouti 2 14 — 8 18 23 3 — 20 7 — 3 — 2 — — — 100
Iraq 13 11 — 17 — 11 21 5 — 8 — — 8 — 19 — — 113
Kuwait 15 — — 21 — 16 — 16 16 — — 16 16 16 15 — — 147
Lebanon — — — — 100 — — — — — — — — — — — — 100
Libya — — — 1 100 — — — — — — — — — — — — 101
Oman — — — — 100 — — — — — — — — — — — — 100
Qatar — — 10 10 38 61 — 12 11 — — — 28 — 40 — — 210
Somalia 2 7 — 9 31 6 — — 13 26 — — 7 — — — — 101

Table D.1: The overall statistics of instructions number per country, per topic, and per dialect. ⋆Celb.: Celebrations,
⋆Env: Environment, ⋆Hist.: History, ⋆Lit.: Literature, ⋆Geog.: Geography.

Country Instruction Response

Egypt 52.34 1,444.13
Jordan 58.26 334.34
Mauritania 48.00 505.51
Morocco 56.10 816.22
Palestine 54.78 460.43
Saudi Arabia 52.55 444.23
Somalia 34.61 1,639.81
Sudan 39.85 528.33
Syria 45.76 246.92
Tunisia 73.26 957.76
UAE 72.27 280.12
Yemen 48.55 624.52

Algeria 53.13 1,152.94
Bahrain 33.65 1,039.91
Comoros 51.95 479.75
Djibouti 39.43 760.79
Iraq 34.38 1,010.91
Kuwait 56.39 479.41
Lebanon 27.94 336.42
Libya 30.11 613.85
Qatar 59.86 122.10
Oman 31.70 381.61

Table D.2: Average character length for instructions and
responses by country.

704 instances. This indicates a strong emphasis
on informational and definitional queries. Addi-
tionally, verbs such as "Q» 	X@” ("provide"/"list") and

"I. �J» @" ("write") are prevalent, appearing 516 and
348 times respectively, suggesting a focus on task-
oriented instructions. The presence of dialectal
variations like "ñ ��" ("what") and " é 	J ��" ("what")
alongside standard forms underscores the dataset’s
comprehensive coverage of both MSA and collo-
quial dialects. The ’Others’ category, comprising
2,589 instances, reflects the dataset’s diversity in
addressing various user queries. Overall, the dis-

tribution reveals that PALM facilitates information
retrieval and explanatory responses, essential for
training LLMs to handle a wide range of cultur-
ally nuanced and linguistically diverse inquiries
effectively.

E Revision Process

To quantitatively assess the changes made dur-
ing the review process, we employed Python’s
difflib.SequenceMatcher to compute similarity
ratios between the original and revised versions of
the instructions, inputs, and outputs. Specifically,
we defined the difference score as 1−similarity and
observed mean differences of 0.012 for instructions,
0.001 for inputs, and 0.017 for outputs. Notably,
only 22% of the samples underwent any modifica-
tions, reflecting the effectiveness of our rigorous
annotator training and the weekly meetings held to
address emerging issues early in the project. This
proactive approach ensured clarity and consistency
throughout the annotation workflow.

We also examined a sample of 200 instructions
to characterize the types of revisions made during
the second phase of data review. These revisions
primarily fell into three categories. First, gram-
mar and mechanics revisions included punctua-
tion adjustments (such as adding missing marks or
removing extraneous ones) and grammatical cor-
rections (e.g., fixing subject–verb agreement, verb
tenses, and pronoun usage). Second, question re-
visions involved rephrasing or clarifying questions
to preserve their core meaning. Third, answer re-
visions comprised either summarizing responses to
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highlight key points or expanding them by adding
further details and context.

F Comparative Analysis of Arabic
Instructional Datasets

Recent efforts in developing instructional datasets
for Arabic language processing have produced a
variety of resources, each with distinct strengths
and limitations. Multilingual datasets such as
AYA (Singh et al., 2024b) and BLEnD (Myung
et al., 2024b) have contributed valuable resources
by including Arabic instructions; however, their
focus on multiple languages means that Arabic-
specific nuances are underrepresented. For exam-
ple, while AYA provides 5K Arabic instructions out
of a total of 204K, BLEnD offers only 3.6K Ara-
bic instructions among 55K entries, and BLEnD’s
coverage is limited to just one Arab country. In con-
trast, Arabic-specific datasets like AraDiCE (Mousi
et al., 2024b) and CIDAR (Alyafeai et al., 2024b)
have been developed to capture more localized con-
tent. AraDiCE, which spans six dialects, often
relies on translation and data retargeting methods,
and its limited number of native instructions (180
out of 45K) may not fully capture the linguistic
diversity. Similarly, although CIDAR contains a
full set of 10K Arabic instructions with human
revisions, it lacks the breadth in geographic and
dialectal diversity.

Our dataset, PALM, addresses these gaps by pro-
viding a more comprehensive resource tailored to
the Arabic language. It uniquely covers 22 Arab
countries and incorporates 10 Arabic dialects, en-
suring broader cultural and regional representation.
Importantly, PALM is the only dataset in this com-
parison that is built entirely from scratch through
human collection and revision, rather than rely-
ing on machine translation or localization. More-
over, by focusing on open-ended instructional
prompts—including tasks such as writing, role-
playing, and reasoning—PALM offers richer lin-
guistic expressions and a more authentic reflection
of native language use. This meticulous design
aims to better support the development and eval-
uation of Arabic language models in a variety of
real-world applications.

G Evaluation Prompt and Metrics

The evaluation metrics are defined as follows (on a
scale of 1 to 10):

1. Correctness: Measures the factual accuracy

of the response in relation to the instruction.
A correct response should provide accurate
information without errors or misconceptions.

2. Coherence: Evaluates the logical consistency
and clarity of the response. A coherent re-
sponse should be well-structured, logically
organized, and easy to understand.

3. Helpfulness: Determines the utility of the re-
sponse to the user. A helpful response should
provide valuable information that satisfies the
user’s needs.

4. Details: Measures the depth and compre-
hensiveness of the response. A detailed re-
sponse should provide sufficient elaboration
and cover relevant aspects of the topic.

H Selected Examples

Table H.1 presents a collection of combined Arabic
and English examples of instructions and outputs.
These examples, originally taken from Figure 1,
have been translated into English with the answers
shortened to save space.

I Evaluation

I.1 Evaluated LLMs
Table I.1 enumerates the LLMs employed to gen-
erate evaluation answers for PALM. These models
were selected from a curated list of Arabic-aware
systems, with each entry including its size (in bil-
lions of parameters) and release date. Note that we
used the instruct version for all LLMs.

I.2 LLM-as-Judge Results
Overall Results for Different Metrics. Fig-
ure I.1 presents a comparison of the results for
the four evaluated metrics using LLM-as-Judge:
coherence, correctness, details, and helpfulness.
Across all models, there is a general trend of higher
scores in coherence and helpfulness compared to
correctness and details. Claude-3.5-sonnet, GPT-
4o, and Command R+ consistently achieve the high-
est scores across all four metrics. Specifically, GPT-
4o achieves an average score of 7.14 in coherence
and 7.48 in helpfulness, while Claude-3.5-Sonnet
follows closely with scores of 6.93 and 7.22, re-
spectively. Their performance in correctness and
details is similarly strong, highlighting their well-
rounded capabilities. Interestingly, even smaller

32886



Country Topic Instruction Output

Syria literature 	áK
Qå��ªË@ 	àQ�®Ë@ ú

	̄ @ðQê 	£ 	áK


	YË @ ZAK. X


B@ ZB 
ñë 	áÓ ø




@

? AK
Pñ� ú

	̄

úæ�J
ªË@ 	àAÒJ
Ê� , ú

	GAJ. �̄ P @ 	Q 	K

Which of these writers emerged in 20th-century
Syria?
Nizar Qabbani, Suleiman al-Issa

úæ�J
ªË@ 	àAÒJ
Ê� ð ú

	GAJ. �̄ P @ 	Q 	K

Nizar Qabbani and Suleiman al-Issa

Tunisia history : AJ
 	JÓ 	P ÈðYË@ è 	Yë I. �KP�éJ
k. Aî 	D�Ë@ �éËðYË@ -
�éK
YgñÖÏ @ �éËðYË@ -
�éJ
J. Ê 	«



B@ �éËðYË@ -

�éJ
� 	®mÌ'@ �éËðYË@ -
�éJ
Ò£A 	®Ë @ �éËðYË@ -

Arrange these states in chronological order:
- The Sanhaji state
- The Almohad state
- The Aghlabid state
- The Hafsid state
- The Fatimid state

ÈðYÊË iJ
j�Ë@ ú

	æÓ 	QË @ I. �
�KQ

��Ë @ ñë @ 	Yë . YJ
»


A�JËAK.

. . . �IJ. �̄ Aª�K ú

�æË @ �èPñ» 	YÖÏ @

Certainly. This is the correct chronological order of
the mentioned states that succeeded each other...

Saudi Arabia travel ? Ð@QmÌ'@ Yj. �ÖÏ @ 	á« 	¬Qª�K @ 	XAÓ
What do you know about Masjid al-Haram?

QîD��


@ð Ñë



@ Yg



@ Ð@QmÌ'@ Yj. �ÖÏ @ , �éª�Ë@ð I. kQË@ úÎ«

. . . �ékAJ
�Ë@ ÕË AªÓ
You’re very welcome, Masjid al-Haram is one of the
most important and renowned tourist landmarks...

Palestine travel ÐQmÌ'@ 	á« ú
Í
�HYm��' ,Q¢�



@ 5 	á« É�®K
 B AÒJ
 	̄

. ÉJ
Ê	mÌ'@ �é 	JK
YÓ ú

	̄ ù
 ÒJ
ë@QK. B
 @

In at least 5 lines, tell me about the Ibrahimi Mosque
in the city of Hebron.

ñëð , 	­K
Qå��Ë @ �ù
 ÒJ
ë@QK. B
 @ ÐQm
Ì'@ ð



@ , �ù
 ÒJ
ë@QK. B
 @ Yj. �ÖÏ @

. . . Õæ�AK. XñîD
Ë @ Y 	J«
The Ibrahimi Mosque, or the Noble Ibrahimi Sanctu-
ary, is known among the Jews as...

Morocco travel �é 	JK
YÓ ú

	̄ ©�®�K �éJ
	m�'
PA�K �é�PYÓ ù
 ë

�éJ
 	K A 	J«ñJ. Ë @ �é�PYÖÏ @
�èYg@ð �éÊÔg. ú


	̄ Aî 	D« �HYm��' . �éJ
K. Q 	ªÖÏ @ �A 	̄

The Bouanania School is a historic school located
in the city of Fez, Morocco. Talk about it in one
sentence.

�é 	JK
YÓ ú

	̄ ©�®�K �éJ
	m�'
PA�K �é�PYÓ ù
 ë

�éJ
 	K A 	J«ñJ. Ë @ �é�PYÖÏ @
. . . . �éJ
K. Q 	ªÖÏ @ �A 	̄

Jordan celebrations �éJ
Òë


@ éJ
 	̄ l� 	�ñ�K �H@Q�® 	̄ ©K. P



@ 	áÓ

�
BA�®Ó I. �J» @
��Qk. 	àAg. QêÓ

Write an essay consisting of four paragraphs that
explains the significance of the Jerash Festival.

ú

	m�'
PA

�JË @ �HPB
 @ úÎ« Y	J����
 ø

	YË@ 	àAg. QêÖÏ @ I. ªÊK


. . . @ �PðX ��K
QªË@ ú
«@YK. B
 @ð
The festival, which is based on a rich historical and
creative heritage, plays a role...

Egypt travel . �éK
PY	Jº�B
 @ ú

	̄ Z @ 	Y 	ªË @ ÈðA 	J�JË 	á» AÓ



@ 10 É 	� 	̄ 
@ l���P

Recommend the top 10 places to eat in Alexandria.

! YJ
»


A�K É¾K.

�éK
PY	Jº�B
 @ ú

	̄ Ñ«A¢Ó 10 É 	� 	̄ 
@ 	á« QK
Q�®�K ½J
Ë @


. . . Ñ«A¢Ó É 	� 	̄ 
@ [Ð@5.0]
Certainly!
Here is a report on the top 10 restaurants in Alexan-
dria

Top restaurants...
Algeria travel . Aî�EPAK
 	P I. m.�'
 ú


�æË @ 	àA�ÒÊ�K ú

	̄ 
ù£@ñ ��Ë@ É 	� 	̄ @ hQ���̄ @

Suggest the best beaches in Tlemcen to visit.

	�J
K. B@ QjJ. Ë @ úÎ« É¢�� �éJ
ÊgA� �é 	JK
YÓ 	àA�ÒÊ�K 	à


@ AÖß.

. . . , ¡�ñ�JÖÏ @
Since Tlemcen is a coastal city overlooking the
Mediterranean Sea,...

Yemen food �H@ñ¢ 	k ú 	̄ h. Ag. YË@ øY	JÓ ÉÔ« �é�®K
Q£ l� 	�ð
? �é¢J
��.

Explain how to prepare chicken mandi in simple
steps?

, �é¢J
��. �H@ñ¢ 	k ú 	̄ h. Ag. YË@ øY	JÓ ÉÔ« �é�®K
Q£
. . . �éK


	Y 	ªÓ �éJ.k. ð Õç'
Y
�®�JË

The method for preparing chicken mandi in simple
steps, to serve a nutritious meal...

Table H.1: Examples of Arabic and English instructions and outputs. All examples are derived from Figure 1,
translated to English, and the answers have been abbreviated for space.
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LLM Size Release Date

Closed LLMs
Claude-3.5-Sonnet - Jun. 2024
GPT-4o - Aug. 2024

Open LLMs

Command R+ 104B Aug. 2024
Qwen2.5-72B 72B Sep. 2024
Llama-3.1-70B 70B Jul. 2024
AceGPT-v2-32B 32B Jun. 2024
gemma-2-27b 27B Jul. 2024
gemma-2-9b 8B Jul. 2024
Llama-3.1-8B 8B Jul. 2024
AceGPT-v2-8B 8B Jun. 2024
Qwen2.5-7B 7B Sep. 2024
jais-13b 13B Aug. 2023
Phi-3.5-mini 3.8B Aug. 2024
Qwen2.5-3B 3B Sep. 2024
Llama-3.2-3B 3B Sep. 2024
gemma-2-2b 2B Jul. 2024
Qwen2.5-1.5B 1.5B Sep. 2024
Llama-3.2-1B 1B Sep. 2024

Table I.1: The LLMs used to generate answers for evalu-
ation of PALM were selected from a list of Arabic-aware
models. Each LLM with its corresponding size in Bil-
lion parameters and release date. We used the instruct
version for all LLMs.

models like Gemma-2-7B show competitive perfor-
mance in coherence and helpfulness, though they
tend to lag in correctness and details. The chart
also reveals that as model size increases, there is
typically an improvement across all metrics, with
the most pronounced gains observed in correctness
and details. This trend underscores the impact of
model scale on performance across various aspects
of language understanding and generation.

Per-Topic Results. Figure I.3 in Appendix I.2
presents the performance of various models across
different topics. GPT-4o and Claude-3.5-Sonnet
consistently exhibit superior performance, with
scores frequently above 6.0. For instance, GPT-4o
achieves a top score of 7.4 in the History category,
while Claude-3.5-Sonnet scores 7.0 in both His-
tory and Proverbs. In contrast, models such as
Llama-3.1-8B and Jais-13b generally perform
worse, often scoring below 4.0 in multiple topics.
The Food category appears particularly challeng-
ing, displaying lower scores compared to other
areas. Some models show particular strengths
in specific domains. For example, Qwen2.5-72B
scores 6.3 in Celebrations and 6.4 in Science, while
Gemma-2-27B earns 5.9 in both Flora and Science.

Results for the other metrics are presented in

Appendix I.2, namely coherence (Figure I.2a, Fig-
ure I.2b), details (Figure I.2c, FigureI.2d), and help-
fulness (Figure I.2e, Figure I.2f).

Country Count

Egypt 146
Jordan 140
Mauritania 59
Morocco 75
Palestine 121
Saudi Arabia 133
Sudan 98
Syria 164
Tunisia 191
UAE 137
Yemen 250

General 20

Algeria 36
Bahrain 5
Comoros 66
Djibouti 56
Iraq 46
Kuwait 75
Lebanon 10
Libya 11
Oman 10
Qatar 40
Somalia 37

Table I.2: Number of samples per country for automatic
evaluations.

I.2.1 Ablation Study on Model Size and
Performance

In our ablation study, we observed a notable dis-
parity in performance between smaller and larger
LLMs. As indicated in Table I.3, the smaller
models—those with fewer than 4 billion param-
eters—achieved an average correctness score of
2.40, whereas the larger models attained a signif-
icantly higher average score of 4.01 on the cor-
rectness metric. This suggests that smaller LLMs
may lack the capacity to effectively handle the com-
plexity of the culturally rich and dialectal content
in our dataset. Consequently, we did not include
these smaller models in our primary comparisons
with larger LLMs. The correctness scores were
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Country Phi-3.5-Mini Gemma-2-2B Qwen2.5-1.5B Qwen2.5-3B LLaMA-3.2-1B LLaMA-3.2-3B

Algeria 3.66 2.92 2.31 3.42 1.67 2.60
Bahrain 3.00 4.00 2.20 3.40 1.40 2.20
Comoros 1.79 2.70 1.80 2.23 1.85 2.02
Djibouti 3.00 2.89 2.55 2.66 1.56 2.18
Egypt 3.23 3.04 2.72 3.15 1.72 2.28
General 2.45 2.65 2.47 2.55 1.55 2.10
Iraq 2.43 2.74 1.33 1.78 1.64 1.74
Jordan 3.08 2.71 2.31 2.84 1.67 2.18
Kuwait 2.37 2.21 1.54 2.17 1.63 1.73
Lebanon 1.90 1.70 2.20 2.70 1.40 1.50
Libya 3.09 4.18 2.18 2.00 1.55 1.82
Mauritania 2.86 3.04 2.18 2.75 1.69 1.92
Morocco 2.14 2.48 1.73 2.38 1.42 1.96
Oman 3.10 3.30 2.40 3.30 1.60 2.30
Palestine 2.66 2.61 2.18 2.37 1.50 1.97
Qatar 2.49 3.28 1.72 2.60 1.70 2.67
Saudi Arabia 2.41 2.97 2.39 2.63 1.69 1.96
Somalia 2.89 4.51 2.08 2.59 1.92 2.54
Sudan 3.06 3.32 2.24 2.64 1.66 2.30
Syria 2.83 2.54 2.19 2.51 1.61 2.20
Tunisia 3.82 3.24 2.67 3.51 1.84 2.60
UAE 3.27 3.27 2.47 3.14 1.79 2.41
Yemen 2.93 3.02 1.88 2.69 1.69 2.01

Table I.3: Average correctness scores of Small LLMs models across countries using CMDR+.

evaluated using the Command R+ model as the eval-
uator, providing a consistent benchmark across all
assessments.

I.3 Human Evaluation Results
Table I.4 presents average human-evaluation cor-
rectness scores for MSA instructions per country.
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Figure C.1: Sunburst charts for each instruction type category in Palm. Each subfigure represents a distinct theme
derived from verb usage, providing insights into the dataset’s instructional diversity.
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Figure D.1: Token Lengths Comparison.

Country AceGPT-v2-32B Llama-3.1-8B Qwen2.5-72B Claude-3-5-Sonnet Jais-13b

Algeria 6.58 5.50 5.33 5.17 6.67
Bahrain 3.25 3.00 3.33 5.00 2.58
Comoros 5.67 5.00 2.17 4.17 4.08
Djibouti 5.33 4.25 5.42 4.08 3.67
Egypt 5.83 5.00 5.17 6.83 4.33
General 5.75 1.92 3.92 4.58 4.45
Iraq 3.83 3.42 4.08 5.75 3.67
Jordan 2.92 2.33 4.25 5.00 4.67
Kuwait 2.83 3.83 2.50 3.58 3.09
Lebanon 4.58 2.42 4.67 5.75 2.92
Libya 3.92 2.58 5.33 5.08 2.33
Mauritania 1.67 2.00 2.75 3.27 1.67
Morocco 3.50 2.33 3.17 4.92 4.92
Oman 4.00 3.00 5.50 4.92 3.50
Palestine 3.25 2.83 3.75 5.17 3.92
Qatar 2.92 2.25 3.75 3.08 3.17
Saudi Arabia 1.09 3.42 5.00 4.25 1.75
Somalia 3.83 4.75 5.17 5.50 3.50
Sudan 4.33 4.17 5.92 4.42 3.58
Syria 5.67 5.50 6.40 7.25 4.17
Tunisia 4.92 6.58 4.08 4.36 3.18
UAE 3.83 2.75 4.83 4.58 2.42
Yemen 5.17 4.75 4.67 5.58 3.75

Table I.4: Average human-evaluation correctness scores for MSA instructions per country.
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Figure D.2: Frequency of first words.

Figure G.1: Prompt used in our evaluation.

Figure I.1: Performance comparison of 11 evaluated
LLMs across the four metrics: correctness, coherence,
helpfulness, and details.
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(a) (b)

(c) (d)

(e) (f)

Figure I.2: Comparative analysis of the models across evaluation metrics: Coherence, Details, and Helpfulness.
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Figure I.3: Performance of various models using Cor-
rectness score across different topics.

(a) CMDR+

(b) GPT-4o

(c) Qwen2.5-72B

Figure I.4: LLM-as-judge correctness scores across Ara-
bic countries.
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