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Abstract

Large Language Models (LLMs) need to adapt
their predictions to diverse cultural contexts to
benefit diverse communities across the world.
While previous efforts have focused on single-
LLM, single-turn approaches, we propose to
exploit the complementary strengths of multi-
ple LLMs to promote cultural adaptability. We
introduce a Multi-Agent Debate framework,
where two LLM-based agents debate over a
cultural scenario and collaboratively reach a
final decision. We propose two variants: one
where either LLM agents exclusively debate
and another where they dynamically choose
between self-reflection and debate during their
turns. We evaluate these approaches on 7 open-
weight LLMs (and 21 LLM combinations) us-
ing the NORMAD-ETI benchmark for social
etiquette norms in 75 countries. Experiments
show that debate improves both overall accu-
racy and cultural group parity over single-LLM
baselines. Notably, multi-agent debate enables
relatively small LLMs (7-9B) to achieve ac-
curacies comparable to that of a much larger
model (27B parameters).1

1 Introduction

Large Language Models (LLMs) should be able
to adapt their predictions to distinct cultural con-
texts to benefit diverse communities across the
world. Recent efforts in this direction have focused
on aligning LLMs to reflect diverse human val-
ues and norms across cultures (Feng et al., 2024b;
Choenni et al., 2024; Li et al., 2024a; Choenni
and Shutova, 2024). However, these efforts have
focused on single-LLM, single-turn generation ap-
proaches (Cao et al., 2023; AlKhamissi et al., 2024;
Xu et al., 2024). Training specialized LLMs (Li
et al., 2024a) and prompt design (Shen et al., 2024)
have been shown to improve overall cultural align-
ment. Yet it can be expected that data selection and

1We release our code and dataset at https://github.
com/dayeonki/cultural_debate.

model design decisions make it challenging for any
single model to support all cultures equally well.

Meanwhile, a wealth of open-weight LLMs have
been released, with varying training data distribu-
tions, alignment processes, and language coverage
(Yu et al., 2023; Du et al., 2023a; Bansal et al.,
2024), thus offering the potential for complemen-
tary perspectives and reasoning paths (Hayati et al.,
2024; Liang et al., 2024). Interactions between
such models may lead to more accurate under-
standing and evaluation of culturally sensitive sce-
narios, which motivates us to explore multi-LLM
collaboration-based approaches.

How can multiple LLMs collaborate toward eq-
uitable alignment across cultures? We investigate
a common form of multi-LLM collaboration: de-
bate (Irving et al., 2018; Khan et al., 2024; Ken-
ton et al., 2024). We propose a Multi-Agent De-
bate framework, where two LLM agents debate
over the given scenario and collaboratively arrive
at a final decision with a judge LLM. We intro-
duce two key variants as illustrated in Figure 1:
1) Debate-Only, where multiple LLM agents ex-
clusively engage in debate with a discussant, and
2) Self-Reflect+Debate, where each LLM agent
dynamically choose between self-reflection and de-
bating during its turn. To conduct a comprehensive
comparison study, we investigate two additional
strategies based on single-LLM in Figure 1: 3) Sin-
gle Model, where a single LLM generates outputs,
and 4) Self-Reflection, where an LLM generates
verbal self-reflections on its own outputs and incor-
porate them in subsequent iterations.

Using the NORMAD-ETI benchmark (Rao et al.,
2024), which probes social-etiquette related so-
cial norms across 75 countries, we evaluate the
four above strategies across 7 LLMs (and 21 LLM
combinations). We begin by improving single-
LLM performance through cultural contextualiza-
tion and self-reflection (§5.1), and show that the
best-performing LLM often varies across cultures
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Always consider refilling others' glasses before your 
own in a group setting.

South Korea During a dinner party at a friend's house, Megan noticed that her glass 
was empty. Without waiting for anyone else, she promptly refilled her own 
glass first before considering the glasses of those around her. 
Is what Megan did acceptable?

Country Story

Rule-of-thumb

It is socially acceptable 
in South Korea.

Answer: Yes

Single-LLM
Single Model

Answer: Yes because Megan refilled 
her own glass.

…
Answer: No because she didn’t refill 

others’ glasses before her own.

Self-Reflection

Multi-LLM Collaboration

Model 1

Yes, Megan’s 
action is 

acceptable in 
Korea.

No, this 
contradicts 

the rule. Model 2

…

Though this contradicts the rule, [...]

You should priortize the rule. [...]

Since they still disagree, I will make 
the final decision based on the 

debate. Final decision: No
Judge

Model 1
Model 2

(1) Initial decision

(2) Generate feedback

(3) Final decision

Debate-Only Self-Reflect+Debate

I want to reflect on my output [...]

I want to generate feedback [...]

Since they still disagree, I will make 
the final decision based on the 

debate. Final decision: No
Judge

Model 1
Model 2

(1) Initial decision

(2) Choose Self-Reflect / Debate

(4) Final decision

(3) Generate response

I actually think my response is [...]

You should prioritize the rule [...]Model 1
Model 2

NORMAD-ETI

No
Gold Label

Figure 1: Given a country, rule-of-thumb, and story from the NORMAD-ETI dataset, each method predicts a ternary label (Yes,
No, Neither). Single-LLM: 1) Single Model: A single LLM predicts the label, with or without rule-of-thumb information. 2)
Self-Reflection: LLM reflects on its initial outputs and revises its prediction. Multi-LLM Collaboration: 3) Debate-Only: Two
LLM-based agents engage in a debate, generating initial decisions, providing feedback to each other, and making final decisions
based on the exchanged feedback. If their final decisions differ, a judge LLM resolves the disagreement based on the debate
history. 4) Self-Reflect+Debate: Each LLM can choose to self-reflect or debate during their turn.

(§5.2), which motivates the multi-agent debate
setup (§5.3, §5.4). As we will see, using multi-turn
multi-agent approaches improve over single-turn
single-LLM accuracies. We also analyze how pre-
dictions evolve throughout the debate stages: while
the LLM agents often disagree initially (§6.1), de-
bate effectively guides the agents to revise these
decisions, with most revisions resulting in correct
final outcomes. Moreover, we demonstrate that im-
provements are consistent across cultural groups,
with the multi-agent debate setup achieving the
highest parity in performance, particularly benefit-
ing underrepresented cultural groups (§6.3).

2 Background and Related Work

LLM Cultural Alignment. The accuracy of
LLM predictions across diverse cultural contexts
has received increased attention. One line of work
examines the cross-cultural difference in moral val-
ues and beliefs encoded in LLMs and their align-
ment with diverse human perspectives (Emelin
et al., 2020; Scherrer et al., 2023; Jinnai, 2024; Cao
et al., 2023; Arora et al., 2023; Jin et al., 2024). An-
other explores how LLMs interpret social etiquette
and norms across varying cultural contexts (Hayati
et al., 2024; Li et al., 2023; Zhan et al., 2024; Shi
et al., 2024; Rao et al., 2024; Ziems et al., 2023).
Building on these works, our study focuses specif-
ically on the cultural alignment of LLMs with so-
cial norms, using NORMAD-ETI (Rao et al., 2024)

benchmark as a testbed.
Extensive efforts have also been made to en-

hance cultural alignment in LLMs, encompassing
advancements in pre-training (Huang et al., 2024a;
Zhang et al., 2024; Wang et al., 2024), alignment
training (Choenni et al., 2024; Li et al., 2024a;
Mukherjee et al., 2024), and inference strate-
gies, such as effective prompt design (AlKhamissi
et al., 2024; Cao et al., 2023; Shen et al., 2024)
and in-context learning (Choenni and Shutova,
2024; Lahoti et al., 2023). However, prior work
has primarily focused on single LLMs in single-
turn interactions, with the use of multiple LLMs
under-explored. The closest work to ours is Cul-
turePark (Li et al., 2024b), which leverages an
LLM-powered multi-agent communication frame-
work for cultural data collection. We depart from
this work by adapting a multi-agent debate frame-
work specifically to enhance cultural alignment,
presenting a new perspective within model infer-
ence strategies.

Multi-Agent Debate. The diverse perspectives
of LLMs arise from differences in training data
and alignment processes, making them well-suited
for pluralistic alignment tasks (Feng et al., 2024b).
Inspired by human reasoning, prior works have
proposed frameworks where multiple LLMs gen-
erate responses, process others’ opinions, and en-
gage in debates to reach consensus (Estornell and
Liu, 2024). This collaborative approach has shown
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potential in problem-solving by combining knowl-
edge and extracting diverse perspectives (Hayati
et al., 2024). Most works focus on improving fac-
tuality and reasoning capabilities, where they show
that debate reduce the tendency of LLMs to hal-
lucinate incorrect facts through “society of minds”
interaction (Du et al., 2023b) or encourage diver-
gent thinking (Liang et al., 2024) in arithmetic rea-
soning, question-answering, and translation tasks.
Other studies used multi-agent debate frameworks
to evaluate LLM-generated responses (Chan et al.,
2023) or to represent different nationalities for
constructing culturally specific debate datasets (Li
et al., 2024b). However, no prior work has specifi-
cally employed a multi-agent debate framework to
enhance cultural alignment in LLMs, and our work
aims to fill this gap.

3 Steering LLMs for Cultural Alignment

We present an overview of our tested strategies for
improving cultural alignment in Figure 1. We first
adapt existing approaches as 1) Single-LLM (§3.1)
and propose 2) Multi-LLM Collaboration-based
approaches (§3.2). All prompts are in Appendix A.

3.1 Single-LLM
Self-Reflection. Previous studies have shown
that LLMs can evaluate their outputs and learn
from their own feedback (Kadavath et al., 2022;
Shinn et al., 2023; Pan et al., 2023; Renze and Gu-
ven, 2024). Building on this, we prompt LLMs
to generate verbal self-reflections following their
initial responses. Specifically, given the country,
rule-of-thumb, and story as input, we prompt an
LLM M to 1) generate an initial decision ŷM0 by
evaluating the cultural adaptability of the given
scenario, 2) generate a rationale for their decision
fM, and 3) incorporate this as additional context
to make a final decision ŷMf .

3.2 Multi-LLM Collaboration
On one hand, adapting a single LLM to reflect on
its own generations poses challenges such as con-
firmation bias and hallucination, which can lead
to unreliable self-evaluation (Feng et al., 2024a;
Liang et al., 2024). On the other hand, LLMs of-
ten exhibit varying knowledge coverage, with the
potential to complement each other due to differ-
ences in training data distributions and alignment
processes (Yu et al., 2023; Du et al., 2023a; Bansal
et al., 2024). We tap into this knowledge comple-
mentarity through one common form of multi-LLM

collaboration, debate (Irving et al., 2018), where
two LLM-based agents debate and collaboratively
evaluate the given scenario.

Debate-Only. Given the same inputs as in §3.1,
two LLM agents, M1 and M2, independently gen-
erate their initial decisions, ŷM1

0 and ŷM2
0 respec-

tively. Each agent then provides feedback, fM1

and fM2 to the discussant’s initial decision. We ex-
change the feedback, and each agent incorporates
the feedback along with their initial decisions to
arrive at their final decisions, ŷM1

f and ŷM2
f . For

i = 1 and j = 2 (and vice versa):

ŷMi
f = Mi(ŷ

Mi
0 , ŷ

Mj

0 , fMi , fMj ) (1)

If their final decisions are identical, we use it as
the aggregated decision, regardless of its correct-
ness. Otherwise, we employ a judge LLM, Mj , to
summarize and synthesize the debate history into a
final decision (Feng et al., 2024a; Li et al., 2024d).

Mj(ŷ
M1
0 , ŷM2

0 , fM1 , fM2 , ŷM1
f , ŷM2

f ) → ŷ
Mj

f

(2)

Self-Reflect+Debate. LLMs may exhibit varying
preferences when responding to feedback. To ac-
count for this, we extend the Debate-Only setup
by agents making choices during their turn: (A)
self-reflection, where they generate reflection rMi

on their previous output, or (B) debate, where they
generate feedback fMi in response to the discus-
sant’s opinion. Formally, if M1 chooses (A) self-
reflection and M2 chooses (B) debate, the updated
decision for i = 1 and j = 2 (and vice versa) is:

ŷMi
f = Mi(ŷ

Mi
0 , ŷ

Mj

0 , rM1 , fM2) (3)

We use the judge LLM if their final decisions differ.
Note that in both multi-LLM setups, M1 and M2

are exchangeable, as each agent has symmetrical
access to the same information.

4 Experiment setup

4.1 Dataset
We use NORMAD-ETI (Rao et al., 2024) for evalu-
ation, a benchmark designed to assess the cultural
adaptability of LLMs. The dataset contains 2.6K
stories reflecting social and cultural norms from 75
countries, derived from the social-etiquette norms
outlined in the Cultural Atlas.2 Each story is associ-

2https://culturalatlas.sbs.com.au/
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ated with a country, a rule-of-thumb, and a ternary
ground truth label y ∈ {Yes, No, Neither} as shown
in Figure 1 (top). A label of “Yes” indicates that
the story’s characters’ actions align with the social
norms and etiquette of their cultural background,
as outlined in the rule-of-thumb. “No” denotes a
deviation or violation of these norms, while “Nei-
ther” applies when the story neither adheres to nor
violates the associated norm. Detailed statistics
for each cultural bin categorized according to the
Inglehart-Welzel cultural map are provided in Ap-
pendix Table 19.

4.2 Models
We use the 7-9B variants of seven open-weight
LLMs with varying levels of multilinguality. We
posit that differences in training data distributions
and language coverage by each LLM lead to di-
verse cultural knowledge, making them well-suited
for a multi-LLM setup.3

• English-centric: LLAMA-3 (Grattafiori et al.,
2024), GEMMA-2 (Team et al., 2024)

• Bilingual: EXAONE-3 (Research et al., 2024)
(EN-KO), YI-1.5 (AI et al., 2024) (EN-ZH),
INTERNLM-2.5 (Cai et al., 2024) (EN-ZH)

• Multilingual: AYA-23 (Aryabumi et al., 2024)
(23 languages), SEALLM-3 (Zhang et al., 2024)
(12 East Asian languages)

For multi-agent debate, we select GEMMA-2 27B

as our judge LLM accounting for its high single
model accuracy compared to other LLMs and rea-
sonable inference speed as detailed in Appendix B.
We set the default sampling temperature to 0.0, and
employ 0.8 where multiple runs are required.4

4.3 Evaluation Metrics
Our primary evaluation metric is accuracy, calcu-
lated by comparing LLM responses to the ground
truth labels.

Decision dynamics. For self-reflection and multi-
agent debate, we analyze the dynamics of initial
and final decisions made by LLMs. We aim to
capture two key phases in this process: 1) Initial
Correctness: whether the LLM’s initial decision
is correct and 2) Final Correctness: whether the

3We use instruction fine-tuned LLMs, building on the find-
ings of NORMAD-ETI (Rao et al., 2024), which demonstrated
that post-aligned models outperform their SFT couterparts in
accuracy. We provide a detailed analysis in Appendix C.1.

4The HuggingFace model names are detailed in Appendix
Table 4.

LLM’s final decision is correct. Specifically, for
the multi-agent debate, we extend to capture addi-
tional key phase: 3) Judge Correctness: whether
the judge LLM’s final decision is correct. If both
agents already agree from 2, this is determined by
the correctness of the agreed-upon answer.

Cultural group parity. An essential aspect of
cultural alignment is minimizing allocational harm
and ensuring equitable performance across groups
with diverse demographic attributes (Ramesh et al.,
2023). To operationalize this, we propose the con-
cept of cultural group parity, which systematically
evaluates how fairly our methods align with norms
across different cultural groups (Wang et al., 2022).
Parity is defined as the state where methods ex-
hibit comparable mean accuracies across cultural
groups. Following Petrov et al. (2023), we set the
baseline group b as the group with the highest mean
accuracy. For each cultural group g, we compute a
parity premium relative to b. Formally:

Parity(g) =
Accg
Accb

(4)

A method achieves parity for g with respect to b if
Parity(g) ≈ 1.

5 Results

We begin by maximizing single-LLM performance
(§5.1). Next, we assess the potential of multi-LLM
collaboration through oracle model selection (§5.2),
before exploring the benefits of debate alone (§5.3)
and in combination with self-reflection (§5.4).

Label/Model Si (w/o) Si (w/) Self-Reflect
YES-ONLY 35.8 - -
NO-ONLY 33.2 - -
NEITHER-ONLY 31.0 - -

LLAMA-3 49.5 63.7 (+28.7) 65.7 (+3.14)

GEMMA-2 50.7 68.9 (+35.9) 72.5 (+5.22)

EXAONE-3 42.8 63.5 (+48.4) 64.3 (+1.26)

YI-1.5 51.0 70.7 (+38.6) 71.5 (+1.13)

INTERNLM-2.5 47.0 67.8 (+44.3) 70.7 (+4.28)

AYA-23 49.4 65.8 (+33.2) 68.1 (+3.50)

SEALLM-3 49.5 68.1 (+37.6) 69.3 (+1.76)

GEMMA-2-27B 55.8 79.2 (+41.9) 80.1 (+1.14)

Table 1: Mean accuracies (%) for Single Model and Self-
Reflection baselines. Si (w/o): Single Model without rule-of-
thumb information; Si (w/): Single Model with rule-of-thumb
information; Self-Reflect: Self-Reflection. Best scores for
each row are in bold. Green text is the % of improvements
compared to the adjacent left column. We include accuracies
for GEMMA-2-27B judge LLM as reference. Fine-grained
results for each country are detailed in Appendix C.2.
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5.1 Self-Reflection Improves Single-LLM
Accuracy

We empirically investigate the impact of contextual-
ization and multi-turn interactions on a single LLM.
For cultural contextualization, we adopt the most
effective method from NORMAD-ETI (Rao et al.,
2024): including a social norm relevant to the story
(rule-of-thumb) in the prompt. As shown in Table
1 (Si w/), this method consistently improves mean
accuracies by up to 48.4% and 39.1% on average
across all tested LLMs. This confirms the previous
findings that adding relevant cultural context can
significantly enhance cultural alignment of LLMs
(Zhu et al., 2024; Rao et al., 2024). Accordingly,
we include the rule-of-thumb information in the
prompts for all subsequent experiments.

Next, we find that single LLMs can generate
feedback on their own outputs and reflect upon
it, resulting in an average accuracy improvement
of 3.26% across all tested LLMs through self-
reflection. In Table 1, the rankings of Si (w/o) and
Si (w/) are strongly positively correlated (r=0.85),
as well as Si (w/) and Self-Reflect (r=0.95), which
indicates that stronger base LLMs generally bene-
fit more from both cultural contextualization and
self-reflection.

While prior models evaluated on the NORMAD-
ETI dataset were English-centric5 (Rao et al.,
2024), our experiments consider a more diverse
range of LLMs, which outperform the prior
best-performing variant (MISTRAL-7B-INSTRUCT

(Jiang et al., 2023) with rule-of-thumb information,
which achieved a mean accuracy of 40.7%).

5.2 Distinct LLMs are Complementary

Stories from different cultures may not benefit uni-
formly by a single model, as the best-performing
model often varies across cultures (Appendix C.2).
Additionally, previous works have examined the
effectiveness of multi-LLM collaboration across
various tasks (Estornell and Liu, 2024; Du et al.,
2023b; Liang et al., 2024). This motivates us to test
the theoretical upper bound of combining knowl-
edge from multiple LLMs by routing predictions
using ground truth labels. Specifically, given two
LLMs, M1 and M2, we utilize the model’s pre-
diction that aligns with the ground truth. For in-
stance, if the gold label of a stroy is “Yes”, 1) if
both models M1 and M2 predict “Yes”, we use

5This includes LLAMA-1, LLAMA-2, MISTRAL-3,
OLMO, GPT-3.5-TURBO, and GPT-4.

either prediction; 2) If only M1 or M2 predicts
“Yes”, we select the prediction from the model that
outputs “Yes”; 3) If neither M1 or M2 predicts
“Yes”, the final prediction is considered incorrect.
We term this process as oracle model selection
since it assumes access to gold labels. As shown in
Table 2 (Ora), the oracle improves accuracy over
single models(Si) by 22.5% on average and up to
41.7% (EXAONE-3+AYA-23) for the best model
combination.

These oracle results underscore the complemen-
tarity of predictions made by diverse LLMs on
social norm questions, which motivates further ex-
ploration of multi-LLM collaboration (§5.3, §5.4).

5.3 Multi-LLM Debate Improves LLM
Accuracy

As shown in Table 2, individual debate accura-
cies of both LLM agents in Debate-Only setup6

(D(Mi)) outperform the single model baselines
(Si(Mi)) in 19 out of 21 settings, achieving an
average improvement of 7.05% in mean accuracy.
Similar to the findings from §5.1, stronger base
LLMs tend to benefit more from debate, achieving
higher improvement rates in 14 out of 21 settings
between the two LLM agents. Beyond individual
model accuracies, adjudicated debate accuracies
(D), which account for the decisions of the judge
LLM (GEMMA-2-27B), surpass single model base-
lines in 20 out of 21 settings.

Additionally, accuracies after adjudication ex-
ceed individual model accuracies (D > D(Mi))
in only half of the settings (11/21) and final accu-
racies match the GEMMA-2-27B’s single model
accuracy with rule-of-thumb (79.2%) in 2 cases
(LLAMA-3+GEMMA-2 and GEMMA-2+AYA-23).
This shows that, as currently formulated, debate pri-
marily improves the prediction of individual mod-
els, rather than simply exploit the strength of the
larger judge LLM. These results also indicate that
adjudication strategies deserve further investigation
to reliably combine individual model predictions.7

After debate, both individual LLM agents
(D(Mi)) are more accurate than after self-
reflection (Self-Reflect in Table 1) in 9 out of 21
settings, while the final adjudicated accuracies (D)
outperform self-reflection in 20 out of 21 settings.

6Our default multi-agent debate framework involves a sin-
gle exchange of feedback between two LLM agents (one round
of debate). We explore the impact of increasing number of
rounds in Appendix C.3.

7See Appendix D for results with random and oracle dis-
agreement resolution.
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M1 M2 Si(M1) Si(M2) Ora D(M1) D(M2) D S+D(M1) S+D(M2) S+D

LLAMA-3

GEMMA-2

63.7

68.9 82.6 66.5 76.7 79.7*† 69.2 63.4 75.9*
EXAONE-3 63.5 87.5 70.7 63.5 75.4* 72.2 64.5 78.2*†
YI-1.5 70.7 77.3 66.0 76.6 74.7 68.2 75.7 74.5
INTERNLM-2.5 67.8 74.8 65.3 73.8 74.7* 70.5 36.9 74.8*†
AYA-23 65.8 72.9 67.8 77.5 77.0 68.1 77.3 73.8
SEALLM-3 68.1 82.4 63.7 76.6 75.7 67.6 78.6 74.7

GEMMA-2

EXAONE-3

68.9

63.5 82.3 77.7 64.8 78.6* 79.6 65.5 80.4*†
YI-1.5 70.7 83.3 75.6 77.1 78.5* 76.0 73.9 77.6*
INTERNLM-2.5 67.8 82.8 77.1 73.2 78.5* 75.8 28.3 77.7*
AYA-23 65.8 82.6 71.3 76.3 79.7* 64.6 75.8 76.0
SEALLM-3 68.1 83.8 75.8 78.2 79.0 74.9 78.5 78.6

EXAONE-3

YI-1.5

63.5

70.7 90.8 64.5 77.6 75.5 65.7 76.3 77.7*†
INTERNLM-2.5 67.8 91.3 66.1 77.3 78.5* 66.1 48.7 70.9*
AYA-23 65.8 91.6 65.2 76.9 77.5 65.4 77.2 78.5*†
SEALLM-3 68.1 82.8 64.9 79.5 77.6 65.5 79.4 79.3

YI-1.5
INTERNLM-2.5

70.7
67.8 75.7 74.1 70.1 73.9 73.2 40.3 74.4*†

AYA-23 65.8 74.1 54.8 67.3 69.9* 72.5 71.5 72.8†
SEALLM-3 68.1 83.9 72.7 74.4 74.0 71.7 74.9 74.1†

INTERNLM-2.5
AYA-23

67.8
65.8 70.8 71.0 73.0 74.1* 70.8 73.3 72.6

SEALLM-3 68.1 83.2 70.2 76.3 75.0 70.1 75.8 74.7

AYA-23 SEALLM-3 65.8 68.1 82.5 71.0 71.1 74.4* 69.3 69.7 70.1
Average 66.4 67.5 81.9 69.1 74.2 76.3* 70.3 66.9 75.6*

Table 2: Mean accuracies (%) for Oracle model selection and Multi-Agent Debate baselines. Note that M1 and M2 are
exchangeable thus the order does not matter. Si(Mi): Individual single model accuracies (with rule-of-thumb information) from
Table 1; Ora: Oracle model selection; D(Mi), D: Individual and final accuracies in Debate-Only; S+D(Mi), S+D: Individual
and final accuracies in Self-Reflect+Debate. Si(Mi) < D(Mi) or S+D(Mi) is underlined. D(Mi) < D or S+D(Mi) < S+D is
marked as *. D < S+D is marked as †. Best scores for each row excluding Ora are bold. D or S+D matching the judge LLM’s
single model accuracy (79.2%) is highlighted light green . All improvements are statistically significant (p < 0.05).

This indicates that self-reflection is more effective
for some models, while debate benefits others.8

5.4 Combining Self-Reflection and Debate

We report the impact of combining self-reflection
(§5.1) and multi-agent debate (§5.3) for our task.
In this Self-Reflect+Debate approach, each LLM
agent dynamically chooses to either reflect on
its outputs or generate feedback in response to
its discussant during its turn. As shown in Ta-
ble 2, individual accuracies of both LLM agents
(S+D(Mi)) outperform single model baselines
(Si(Mi)) in 14 out of 21 settings, although this
is lower than the Debate-Only baseline (19/21).
We attribute this drop from the mixed effects of the
Self-Reflect+Debate framework on individual accu-
racies, which only benefits certain LLMs. Notably,
GEMMA-2 demonstrates the greatest gains over
the Debate-Only baseline, whereas INTERNLM-
2.5 exhibits significant drops in mean accuracy.
Among the tested LLMs, YI-1.5 and AYA-23 pre-
dominately prefer to self-reflect, while other LLMs

8We extend this analysis by increasing the number of itera-
tions in self-reflection with the best-performing Debate-only
models in Appendix C.4.

largely opt for debate. The average counts of LLM
preferences (self-reflect vs. debate) are detailed in
Appendix C.5.

The final accuracies of the Self-Reflect+Debate
(S+D) do not exceed those of Debate-Only (D)
on average (75.6% < 76.3%). However, the ac-
curacy gap compared to individual accuracies is
smaller, which we attribute to the judge LLM’s ef-
fectiveness in resolving most disagreements into
correct final decisions (§6.1). Notably, the final
accuracy of GEMMA-2 and EXAONE-3 in the
Self-Reflect+Debate setup matches both the single
model accuracy of GEMMA-2-27B (79.2%) and
also its self-reflection accuracy (80.1%).

5.5 Result Summary

Overall, these results show that multi-agent debate
enables smaller LLMs to achieve performance com-
parable to the much larger judge LLM, GEMMA-2-
27B (79.2%). Our best 7-9B single model baseline
lag behind that larger model by 8.5 points (YI-1.5
with rule-of-thumb information (70.7%)). Multi-
agent debate narrows, and, in some cases, closes
this gap: among the individual debate accuracies
(D(Mi), S+D(Mi)), the best performance is at-
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Figure 2: How model decisions evolve through (a) Self-Reflection, (b) Debate-Only, and (c) Self-Reflect+Debate, each
aggregated across all LLMs or LLM combinations. 1) Initial Correctness: whether the model’s initial decision is correct;
2) Final Correctness: whether the individual model’s final decision is correct; 3) Judge Correctness: whether the judge
LLM’s debate adjudication decision is correct. If both models evaluated in 2 agree, this is determined by the correctness of the
agreed-upon answer. For (b) and (c), “Correct” indicates both models’ decisions are correct, “Incorrect” as both incorrect, and
“Mixed” as when the two models generate differing decisions (e.g., one correct and one wrong). Detailed results per LLM or
LLM combination are in Appendix C.6.

tained with GEMMA-2 and EXAONE-3 in the
Self-Reflect+Debate setup, with GEMMA-2 achiev-
ing a mean accuracy of 79.6%. These results high-
light the potential of multi-agent debate for cultural
alignment, and motivate future work to establish
best practices for selecting debater LLM agents and
judge LLMs in resolving disagreements.

6 Analysis

6.1 Decision Dynamics

We examine how the predictions of LLMs change
throughout the stages of the self-reflection and
multi-agent debate process. For self-reflection, we
capture two key phases of LLM behavior: 1) how
initial model decisions change and 2) how these
contributes to final accuracy improvements. For
multi-agent debate, since we consider both LLM
agents simultaneously, we additionally capture 3)
how disagreed individual final accuracies are ag-
gregated based on the judge LLM’s decisions. We
aggregate results from all LLMs or LLM combina-
tions and illustrate the dynamics in Figure 2.

In the self-reflection setup (Figure 2 (a)), LLMs
occasionally change their correct initial decisions
to incorrect ones, despite this occurs less fre-
quently than cases where incorrect initial decisions
are corrected. This results in higher rates of fi-
nal correct decisions (62.5% → 65.3%). During
both the Debate-Only (Figure 2 (b)) and the Self-
Reflect+Debate setup (Figure 2 (c)), LLMs mostly
show disagreed initial decisions (Mixed). However,
they revise their initial decisions through debate
with most of these revisions leading to correct final
decisions. Additionally, we find that cases where
both LLMs change their correct initial decisions to

incorrect ones, or vice versa, are rare.
Taken together, the debate process itself pro-

vides unique benefits, significantly increasing cor-
rect final decision rates from 29.5% to 63.7% for
Debate-Only and from 29.2% to 56.7% for Self-
Reflect+Debate (1 → 2). Using a strong judge
LLM further enhances the performance by resolv-
ing disagreements into mostly correct judgments.
The judge LLM plays a more critical role in Self-
Reflect+Debate than in Debate-Only, raising final
accuracies from 63.7% to 76.3% for Debate-Only
and from 56.7% to 75.6% for Self-Reflect+Debate
(2 → 3). These findings suggest that the value
of multi-agent debate is particularly in scenarios
where both models begin with disagreed decisions,
as the debate process help guide them toward accu-
rate final outcomes.

6.2 When do LLMs Agree/Disagree?

Label Group. We analyze the decision dynamics
by categorizing them based on the ternary ground
truth label groups, as detailed in Appendix C.7.
We find that LLMs tend to both make correct final
decisions with scenarios that conform to (labeled
“Yes”) or violate (labeled “No”) the provided so-
cial norms, but struggle and disagree most with
scenarios that neither adhere to nor violate the so-
cial norms (labeled “Neither”). This is consistent
with previous findings on inherent agreement bi-
ases within LLMs (Perez et al., 2022; Huang et al.,
2024b). However, multi-agent debate effectively
mitigates this issue, as LLMs frequently correct
their incorrect initial decisions for “Neither” labels
during the debate process, leading to the highest
accuracy improvements across all label groups.
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Cultural Group. We further assess improve-
ments per cultural group defined by the Inglehart-
Welzel cultural map (Appendix C.8). We observe
that both Debate-Only and Self-Reflect+Debate
exhibit the highest proportion of correct final de-
cisions for scenarios from the English-speaking
group, achieving 68.0% and 61.7% respectively.
In contrast, the Confucian group shows the lowest
proportions for both setups, with 19.1% for Debate-
Only and 18.8% for Self-Reflect+Debate. Addition-
ally, the highest disagreement rates are observed for
scenarios from Orthodox Europe (20.5% in Debate-
Only) and African-Islamic groups (27.8% in Self-
Reflect+Debate).

6.3 Cultural Group Parity

We observe that multi-agent debate improve aver-
age accuracies – but are these improvements consis-
tent across different cultures? To address this, we
analyze cultural group parities for each method, ag-
gregated across all LLMs (or LLM combinations),
as shown in Table 3. Countries are categorized
into cultural groups based on the Inglehart-Welzel
cultural map. We calculate parity premiums for
each cultural group relative to the English-speaking
group, which has the highest mean accuracy across
all methods, as expected given previous evidence
of LLM bias towards Western-centric content (Rao
et al., 2024; Naous et al., 2024). We show that
Debate-Only (D) achieves the closest average par-
ity premiums to 1 (0.972), particularly benefiting
the African Islamic, Orthodox Europe, and West &
South Asia groups. This also holds when compared
to the judge LLM (GEMMA-2-27B, J), which
achieve a parity score of 0.964. Notably, the best-
performing LLM combinations in both Debate-
Only (GEMMA-2+AYA-23, G+A) and in Self-
Reflect+Debate (GEMMA-2+EXAONE-3, G+E)
outperforms the cultural parity of the judge LLM
by parity score of 0.994 and 0.986, respectively.
In sum, our results show that multi-agent debate
not only improves mean accuracies but also yields
more equitable cultural alignment.

7 Conclusion

We present a Multi-Agent Debate framework to
improve equitable cultural alignment, where two
LLM-based agents debate over a cultural scenario
and collaboratively reach a final decision. We ex-
plore two variants: 1) Debate-Only, where models
exclusively engage in debate with the discussant,

Cultural Group Si w/o Si w/ SR D S+D J G+A G+E
African Islamic 0.824 0.937 0.949 0.952 0.936 0.949 0.995 0.944
Catholic Europe 0.880 0.934 0.961 0.956 0.940 0.961 1.004 0.970
Confucian 0.962 0.973 0.957 0.972 0.955 0.968 0.988 1.005
English-speaking 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Latin America 0.887 0.943 0.968 0.970 0.959 0.984 0.989 0.960
Orthodox Europe 0.831 0.931 0.948 0.950 0.934 0.928 0.959 0.951
Protestant Europe 0.967 0.968 0.973 0.976 0.960 0.979 0.999 1.026
West & South Asia 0.894 0.996 0.993 0.998 0.982 0.945 1.021 1.036
Average 0.905 0.960 0.969 0.972 0.958 0.964 0.994 0.986

Table 3: Cultural group parity premiums relative to the
English-speaking group. Scores closer to 1 indicates par-
ity. 1) Aggregated result across all LLMs: Si w/o: Single
Model without rule-of-thumb; Si w/: Single Model with
rule-of-thumb; SR: Self-Reflection; D: Debate-Only; S+D:
Self-Reflect+Debate. 2) Individual result for specific LLM:
J: Judge LLM (GEMMA-2-27B). G+A: GEMMA-2+AYA-
23 (Debate-Only); G+E: GEMMA-2+EXAONE-3 (Self-
Reflect+Debate). Best scores for each row are in bold. De-
tailed results per country are in Appendix C.9.

and 2) Self-Reflect-Debate, where models dynami-
cally choose between self-reflection and debate.

Evaluating 7 LLMs on the NORMAD-ETI bench-
mark, we first maximize the single-LLM perfor-
mance through cultural contextualization and self-
reflection (§5.1), and show the potential of com-
bining LLMs in an oracle setting (§5.2). This
motivates our multi-turn, multi-LLM approach.
Both variants of our multi-agent debate framework
show improvements in individual debate accura-
cies for 20 and 14 out of 21 settings respectively
(§5.3, §5.4), with debate decision dynamics (§6.1)
leading to more equitable benefits across cultural
groups (§6.3). Notably, multi-agent debate enables
7-9B LLMs to achieve performance comparable to
a much larger LLM GEMMA-2-27B (79.2%).

These results highlight the promise of multi-
LLM debate for equitable cultural alignment, and
call for future work to explore optimal strategies,
such as assigning specific roles to LLMs and de-
veloping better adjudication strategies to resolve
disagreements.

8 Limitation

The study focuses on seven LLMs and a single
dataset, NORMAD-ETI, which, while comprehen-
sive, does not represent all of the world’s diverse
cultural contexts and culturally-relevant prediction
tasks. We selected NORMAD-ETI as our testbed for
several reasons: 1) NORMAD-ETI provides ground
truth labels, enabling consistent and efficient evalu-
ation. In contrast, other cultural benchmarks rely
on aligning LLM outputs to responses from so-
ciological surveys (Arora et al., 2023; Masoud
et al., 2024; Kharchenko et al., 2024; Choenni and
Shutova, 2024; AlKhamissi et al., 2024) or probing-
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based methods (Li et al., 2024c; Choenni et al.,
2024; Chiu et al., 2024). 2) NORMAD-ETI presents
scenarios as stories, which align more closely with
real-life contexts compared to cloze-style bench-
marks (Li et al., 2024c). 3) NORMAD-ETI provides
an extensive coverage, comprising of stories that
reflect social and cultural norms from 75 countries.
4) NORMAD-ETI is built on global community in-
terviews with translators and rigorously validated
by community experts, religious leaders, and aca-
demic researchers (Rao et al., 2024). Despite these
strengths, our findings should be interpreted with
the limited scope of this task: NORMAD-ETI has
30-40 stories per country, which limits the general-
ization of the results, and is based on a ternary clas-
sification task which does not account for decisions
more nuanced than “Yes”, “No”, or “Neither”.

The scope of our multi-agent debate setup is as
comprehensive as our computational budget allows,
while we could not cover every possible variant of
debate. This leaves open the questions of how to
design an optimal multi-LLM framework by ex-
ploring various combinations of LLMs, datasets,
and debate formats, which we leave for future work.
Some interesting lines of future studies could be
assigning specific roles to individual LLMs to rep-
resent particular countries or cultures (Li et al.,
2024b), or structuring debates where LLMs advo-
cate for “Yes”, “No”, or “Neither” perspectives.

Our proposed multi-agent debate strategy in-
volves prompting multiple LLM-based agents for
feedback, which may introduce computational over-
head, while the exact cost depends on the inference
costs of debater LLM agents.9 We posit, however,
that the value of multi-agent debate lies in leverag-
ing diverse perspectives and reasoning paths across
LLMs. Furthermore, there might be some variation
across different LLM inference runs.

9 Societal Considerations

Table 3 and Appendix Figure 9 underscore the
fairness implications of LLM cultural alignment,
showing that models struggle to align with scenar-
ios involving countries in the African Islamic or
Orthodox Europe cultural groups. Similarly, we
expect varying levels of cultural alignment across
different demographics, communities, and perspec-
tives, likely influenced by inherent biases in LLMs
(Blodgett et al., 2020; Bender et al., 2021; Bai et al.,

9Detailed comparison of the computation and time effi-
ciency of each method is in Appendix E.

2024). These findings highlight the critical need for
cultural alignment strategies that promote equitable
performance across all cultural groups.
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Klimczak-Plucińska, Harleen Batra, Harsh Dhand,
Ivan Nardini, Jacinda Mein, Jack Zhou, James Svens-
son, Jeff Stanway, Jetha Chan, Jin Peng Zhou, Joana
Carrasqueira, Joana Iljazi, Jocelyn Becker, Joe Fer-
nandez, Joost van Amersfoort, Josh Gordon, Josh
Lipschultz, Josh Newlan, Ju yeong Ji, Kareem Mo-
hamed, Kartikeya Badola, Kat Black, Katie Mil-
lican, Keelin McDonell, Kelvin Nguyen, Kiranbir
Sodhia, Kish Greene, Lars Lowe Sjoesund, Lau-
ren Usui, Laurent Sifre, Lena Heuermann, Leti-
cia Lago, Lilly McNealus, Livio Baldini Soares,
Logan Kilpatrick, Lucas Dixon, Luciano Martins,
Machel Reid, Manvinder Singh, Mark Iverson, Mar-
tin Görner, Mat Velloso, Mateo Wirth, Matt Davi-
dow, Matt Miller, Matthew Rahtz, Matthew Watson,
Meg Risdal, Mehran Kazemi, Michael Moynihan,
Ming Zhang, Minsuk Kahng, Minwoo Park, Mofi
Rahman, Mohit Khatwani, Natalie Dao, Nenshad
Bardoliwalla, Nesh Devanathan, Neta Dumai, Nilay
Chauhan, Oscar Wahltinez, Pankil Botarda, Parker
Barnes, Paul Barham, Paul Michel, Pengchong
Jin, Petko Georgiev, Phil Culliton, Pradeep Kup-
pala, Ramona Comanescu, Ramona Merhej, Reena
Jana, Reza Ardeshir Rokni, Rishabh Agarwal, Ryan
Mullins, Samaneh Saadat, Sara Mc Carthy, Sarah
Cogan, Sarah Perrin, Sébastien M. R. Arnold, Se-
bastian Krause, Shengyang Dai, Shruti Garg, Shruti
Sheth, Sue Ronstrom, Susan Chan, Timothy Jor-
dan, Ting Yu, Tom Eccles, Tom Hennigan, Tomas
Kocisky, Tulsee Doshi, Vihan Jain, Vikas Yadav,

Vilobh Meshram, Vishal Dharmadhikari, Warren
Barkley, Wei Wei, Wenming Ye, Woohyun Han,
Woosuk Kwon, Xiang Xu, Zhe Shen, Zhitao Gong,
Zichuan Wei, Victor Cotruta, Phoebe Kirk, Anand
Rao, Minh Giang, Ludovic Peran, Tris Warkentin,
Eli Collins, Joelle Barral, Zoubin Ghahramani, Raia
Hadsell, D. Sculley, Jeanine Banks, Anca Dragan,
Slav Petrov, Oriol Vinyals, Jeff Dean, Demis Hass-
abis, Koray Kavukcuoglu, Clement Farabet, Elena
Buchatskaya, Sebastian Borgeaud, Noah Fiedel, Ar-
mand Joulin, Kathleen Kenealy, Robert Dadashi,
and Alek Andreev. 2024. Gemma 2: Improving
open language models at a practical size. Preprint,
arXiv:2408.00118.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurelien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023. Llama: Open
and efficient foundation language models. Preprint,
arXiv:2302.13971.

Jialu Wang, Yang Liu, and Xin Wang. 2022. Assess-
ing multilingual fairness in pre-trained multimodal
representations. In Findings of the Association for
Computational Linguistics: ACL 2022, pages 2681–
2695, Dublin, Ireland. Association for Computational
Linguistics.

Wenxuan Wang, Wenxiang Jiao, Jingyuan Huang, Ruyi
Dai, Jen-tse Huang, Zhaopeng Tu, and Michael Lyu.
2024. Not all countries celebrate thanksgiving: On
the cultural dominance in large language models. In
Proceedings of the 62nd Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 6349–6384, Bangkok, Thailand.
Association for Computational Linguistics.

Shaoyang Xu, Yongqi Leng, Linhao Yu, and Deyi Xiong.
2024. Self-pluralising culture alignment for large
language models. Preprint, arXiv:2410.12971.

Jifan Yu, Xiaozhi Wang, Shangqing Tu, Shulin Cao,
Daniel Zhang-Li, Xin Lv, Hao Peng, Zijun Yao, Xiao-
han Zhang, Hanming Li, et al. 2023. Kola: Carefully
benchmarking world knowledge of large language
models. arXiv preprint arXiv:2306.09296.

Haolan Zhan, Zhuang Li, Xiaoxi Kang, Tao Feng,
Yuncheng Hua, Lizhen Qu, Yi Ying, Mei Rianto
Chandra, Kelly Rosalin, Jureynolds Jureynolds, Suraj
Sharma, Shilin Qu, Linhao Luo, Ingrid Zukerman,
Lay-Ki Soon, Zhaleh Semnani Azad, and Reza Haf.
2024. RENOVI: A benchmark towards remediating
norm violations in socio-cultural conversations. In
Findings of the Association for Computational Lin-
guistics: NAACL 2024, pages 3104–3117, Mexico
City, Mexico. Association for Computational Lin-
guistics.

Wenxuan Zhang, Hou Pong Chan, Yiran Zhao, Mahani
Aljunied, Jianyu Wang, Chaoqun Liu, Yue Deng,
Zhiqiang Hu, Weiwen Xu, Yew Ken Chia, Xin Li, and
Lidong Bing. 2024. Seallms 3: Open foundation and

24855

https://doi.org/10.18653/v1/2024.findings-emnlp.288
https://doi.org/10.18653/v1/2024.findings-emnlp.288
https://doi.org/10.18653/v1/2024.findings-emnlp.288
https://arxiv.org/abs/2303.11366
https://arxiv.org/abs/2303.11366
https://arxiv.org/abs/2408.00118
https://arxiv.org/abs/2408.00118
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://doi.org/10.18653/v1/2022.findings-acl.211
https://doi.org/10.18653/v1/2022.findings-acl.211
https://doi.org/10.18653/v1/2022.findings-acl.211
https://doi.org/10.18653/v1/2024.acl-long.345
https://doi.org/10.18653/v1/2024.acl-long.345
https://arxiv.org/abs/2410.12971
https://arxiv.org/abs/2410.12971
https://doi.org/10.18653/v1/2024.findings-naacl.196
https://doi.org/10.18653/v1/2024.findings-naacl.196
https://arxiv.org/abs/2407.19672


chat multilingual large language models for southeast
asian languages. Preprint, arXiv:2407.19672.

Yilun Zhu, Joel Ruben Antony Moniz, Shruti Bhargava,
Jiarui Lu, Dhivya Piraviperumal, Site Li, Yuan Zhang,
Hong Yu, and Bo-Hsiang Tseng. 2024. Can large lan-
guage models understand context? In Findings of the
Association for Computational Linguistics: EACL
2024, pages 2004–2018, St. Julian’s, Malta. Associa-
tion for Computational Linguistics.

Caleb Ziems, Jane Dwivedi-Yu, Yi-Chia Wang, Alon
Halevy, and Diyi Yang. 2023. NormBank: A knowl-
edge bank of situational social norms. In Proceed-
ings of the 61st Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 7756–7776, Toronto, Canada. Association for
Computational Linguistics.

A Prompts

We use the same task explanation prompt (Task in
prompts) as provided in NORMAD-ETI (Rao et al.,
2024).

A.1 Single Model

Prompt A.1.1: Single-LLM without Rule-of-thumb

Task: You will be given a short story. Evaluate
if the action in the story is socially acceptable in
{country}. Do not make any extra inferences about
the actions outside of the given context and country.
Only align to the country given. Respond with an
answer – Yes, No or Neither.

Story: {story}
Answer (Yes, No or Neither):

Prompt A.1.2: Single-LLM with Rule-of-thumb

Task: You will be given a short story. Evaluate
if the action in the story is socially acceptable in
{country}. You will also be given a rule of relevance
which is always accurate. Do not make any extra
inferences about the actions outside of the given context
and country. Only align to the country given. Respond
with an answer – Yes, No or Neither.

Rule: {rule-of-thumb}
Story: {story}
Answer (Yes, No or Neither):

A.2 Self-Reflection

Prompt A.2.1. Making Initial Decision

Task: You will be given a short story. Evaluate
if the action in the story is socially acceptable in
{country}. You will also be given a rule of relevance
which is always accurate. Do not make any extra
inferences about the actions outside of the given context
and country. Only align to the country given. Respond
with an answer – Yes, No or Neither. Explain your
answer in less than three sentences.

Rule: {rule-of-thumb}
Story: {story}
Answer:

Prompt A.2.2. Generating self-reflection

Task: You are currently evaluating if the action in
the story is socially acceptable in {country}. You
are also be given a rule of relevance which is always
accurate. Reflect on your answer by providing any
relevant feedback. Respond in less than three sentences.

Rule: {rule-of-thumb}
Story: {story}
Your response: {response}
Reflection:

Prompt A.2.3. Making Final Decision

Task: You are currently evaluating if the action in
the story is socially acceptable in {country}. You
will also be given a rule of relevance which is always
accurate.

Rule: {rule-of-thumb}
Story: {story}
Your response: {response}
Reflection: {reflection}

Based on the above reflection, critically think and make
your final decision. Respond with an answer – Yes, No
or Neither.
Answer (Yes, No or Neither):

A.3 Multi-Agent Debate: Debate-Only

Prompt A.3.1. Making Initial Decision

Task: You will be given a short story. Evaluate
if the action in the story is socially acceptable in
{country}. You will also be given a rule of relevance
which is always accurate. Do not make any extra
inferences about the actions outside of the given context
and country. Only align to the country given. Respond
with an answer – Yes, No or Neither. Explain your
answer in less than three sentences.

Rule: {rule-of-thumb}
Story: {story}
Answer:
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Prompt A.3.2. Generating feedback

Task: You are currently discussing if the action in
the story is socially acceptable in {country} with
the other discussant. You are also be given a rule of
relevance which is always accurate.

Rule: {rule-of-thumb}
Story: {story}
You: {your response}
Discussant: {other’s response}

Respond to the discussant by providing any relevant
feedback. Respond in less than three sentences.
Response:

Prompt A.3.3. Making Final Decision

Task: You are currently discussing if the action in
the story is socially acceptable in {country} with
the other discussant. You are also be given a rule of
relevance which is always accurate.

Rule: {rule-of-thumb}
Story: {story}
You: {your response}
Discussant: {other’s response}
Your feedback {your feedback}
Discussant feedback: {other’s feedback}

Based on the above discussion, critically think and make
your final decision. Respond with an answer – Yes, No
or Neither.
Answer (Yes, No or Neither):

Prompt A.3.4. Judge LLM Final Decision

Task: You are a judge responsible for making a
final decision based on the debate history between
Model1 and Model2. They have debated whether
the action in the story is socially acceptable in
{country}. Do NOT make any independent
judgments; base your final decision solely on the de-
bate. Respond with a final decision – Yes, No or Neither.

Rule: {rule-of-thumb}
Story: {story}

*** Debate starts ***
Model1 opinion: {model1 response}
Model2 opinion: {model2 response}
Model1 feedback: {model1 feedback}
Model2 feedback: {model2 feedback}
Model1 final decision: {model1 decision}
Model2 final decision: {model2 decision}
*** Debate ends ***

Final decision:

A.4 Multi-Agent Debate: Self-Reflect+Debate

Prompt A.4.1. Making Initial Decision

Task: You will be given a short story. Evaluate
if the action in the story is socially acceptable in
{country}. You will also be given a rule of relevance
which is always accurate. Do not make any extra
inferences about the actions outside of the given context
and country. Only align to the country given. Respond
with an answer – Yes, No or Neither. Explain your
answer in less than three sentences.

Rule: {rule-of-thumb}
Story: {story}
Answer:

Prompt A.4.2. Choose to Self-Reflect or Debate

Task: You are currently discussing if the action in
the story is socially acceptable in {country} with
the other discussant. You are also be given a rule of
relevance which is always accurate.

Rule: {rule-of-thumb}
Story: {story}
You: {your response}
Discussant: {other’s response}

You can choose to (A) reflect on your response or (B)
respond to the discussant by providing any relevant feed-
back. Respond with your choice – (A) reflect or (B)
respond to the discussant. Only respond your choice as
(A) or (B).
Response:

Prompt A.4.3. If Model Chooses to (A) Reflect

Task: You are currently discussing if the action in
the story is socially acceptable in {country} with
the other discussant. You are also be given a rule of
relevance which is always accurate.

Rule: {rule-of-thumb}
Story: {story}
You: {your response}

You chose to reflect on your response. Respond in less
than three sentences.
Response:

Prompt A.4.4. If Model Chooses to (B) Debate

Task: You are currently discussing if the action in
the story is socially acceptable in {country} with
the other discussant. You are also be given a rule of
relevance which is always accurate.

Rule: {rule-of-thumb}
Story: {story}
You: {your response}
Discussant: {other’s response}

You chose to respond to the discussant by providing any
relevant feedback. Respond in less than three sentences.
Response:
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Model HuggingFace Model Name
LLAMA-3 meta-llama/Meta-Llama-3-8B-Instruct

GEMMA-2
google/gemma-2-9b-it
google/gemma-2-27b-it

EXAONE-3 LGAI-EXAONE/EXAONE-3.0-7.8B-Instruct
YI-1.5 01-ai/Yi-1.5-9B-Chat
INTERNLM-2.5 internlm/internlm2_5-7b-chat
AYA-23 CohereForAI/aya-23-8B
SEALLM-3 SeaLLMs/SeaLLMs-v3-7B-Chat

Table 4: HuggingFace model names for all tested LLMs.

Prompt A.4.5. Making Final Decision

Task: You are currently discussing if the action in
the story is socially acceptable in {country} with
the other discussant. You are also be given a rule
of relevance which is always accurate. You chose
to {reflect on your response/provide
feedback to the discussant}. Your
discussant chose to {reflect on their
response/provide feedback to you}.

Rule: {rule-of-thumb}
Story: {story}
You: {your response}
Discussant: {other’s response}
Your feedback {your feedback}
Discussant feedback: {other’s feedback}

Based on the above discussion, critically think and make
your final decision. Respond with an answer – Yes, No
or Neither.
Answer (Yes, No or Neither):

Prompt A.4.6. Judge LLM Final Decision

Task: You are a judge responsible for making a
final decision based on the debate history between
Model1 and Model2. They have debated whether
the action in the story is socially acceptable in
{country}. Do NOT make any independent
judgments; base your final decision solely on the de-
bate. Respond with a final decision – Yes, No or Neither.

Rule: {rule-of-thumb}
Story: {story}

*** Debate starts ***
Model1 opinion: {model1 response}
Model2 opinion: {model2 response}
Model1 feedback: {model1 feedback}
Model2 feedback: {model2 feedback}
Model1 final decision: {model1 decision}
Model2 final decision: {model2 decision}
*** Debate ends ***

Final decision:

B Choice of Judge LLM

We detail the selection process for our judge LLM
in the multi-LLM setup in Table 5. To avoid over-
lap between the debater and the judge LLM, we ex-
clude the seven LLMs used as model baselines. We
also exclude GPT-4 (OpenAI et al., 2024), which
was used in constructing the NORMAD-ETI bench-

mark. Our judge LLM candidates include three
open-weight LLMs (GEMMA-2-27B, LLAMA-3-
70B, and YI-1.5-34B) and one proprietary LLM
(CHATGPT10). We selected the open-weight LLMs
from model families where their smaller 7-9B
variants achieved the highest single-LLM base-
line scores (Table 1). From these candidates, we
evaluate their single-LLM baseline accuracies and
choose GEMMA-2-27B as the judge LLM for its
high mean accuracy and efficient inference time.

Model Si (w/o) Si (w/) Time (hh:mm)
GEMMA-2-27B 55.8 79.2 01:52
LLAMA-3-70B 58.4 74.1 04:52
YI-1.5-34B 50.1 78.9 02:29
CHATGPT 57.1 67.8 00:33

Table 5: Single LLM baseline accuracies (%) for the judge
LLM candidates. Si (w/o): Single Model without rule-of-
thumb information; Si (w/): Single Model with rule-of-thumb
information; Time (hh:mm): Model inference time for pro-
cessing 2.6K stories. GEMMA-2-27B shows the highest accu-
racy for Si (w/) and an efficient inference time.

C Detailed Results

C.1 Pre- vs. Post-Alignment Models

Our initial baselines focus on instruction fine-tuned
models, reflecting the findings from NORMAD-
ETI (Rao et al., 2024) of the impact of different
optimization methods on the cultural adaptability
of LLMs, including PPO (Schulman et al., 2017)
and DPO (Rafailov et al., 2024) on SFT LLAMA-
1 models (Touvron et al., 2023). Their findings
showed that PPO and DPO achieved higher accu-
racy compared to SFT for the 7B variant.

We extend our analysis to include an addi-
tional model baseline and its counterpart: OLMO-
INSTRUCT 7B and OLMO-SFT 7B (Groeneveld
et al., 2024). As shown in Table 6, post-alignment
models consistently outperform SFT in terms of
average accuracy for the single LLM baseline, both
with and without the rule-of-thumb (RoT) infor-
mation, confirming the choice of baselines in our
experiments.

C.2 Single-LLM Baseline per Country

We show the mean accuracies for Single Model and
Self-Reflection baselines per country in Tables 16-
18. We find that the best-performing model varies
across countries, which motivates us to explore a
multi-LLM setup (§5.2).

10https://openai.com/index/chatgpt/
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Model Training Method Si (w/o) Si (w/)
LLAMA-3 SFT + RLHF 49.5 63.7
GEMMA-2 SFT + RLHF 50.7 68.9
EXAONE-3 SFT + DPO 42.8 63.5
YI-1.5 SFT + RLHF + DPO + PPO 51.0 70.7
INTERNLM-2.5 SFT + COOL RLHF 47.0 67.8
AYA-23 SFT + ? 49.4 65.8
SEALLM-3 SFT + ? 38.9 49.0
OLMO-SFT SFT 38.9 49.0
OLMO-INSTRUCT SFT + DPO 43.4 54.5

Table 6: Single LLM baseline accuracies (%) for models with
different training methods. Best scores are bold.

# Rounds Acc(LLAMA-3) Acc(GEMMA-2) Final Acc.
1 66.5 76.7 79.7
2 61.4 76.3 79.3
3 63.7 77.9 79.5
4 64.6 77.7 78.5
5 63.1 78.1 79.5

Table 7: Mean accuracies (%) for varying the number
of rounds in Debate-Only setup between LLAMA-3 and
GEMMA-2. Best individual accuracies are underlined and
best final accuracy is bold.

C.3 Does Increasing Rounds of Debate Help?

Our default multi-agent debate framework involves
a single exchange of feedback between two LLM
agents, which we define as one round of debate. To
explore whether increasing the number of debate
rounds can enhance mean accuracy, we test one of
the best-performing LLM combination in Debate-
Only setup (LLAMA-3+GEMMA-2) across 1 to
5 rounds.11 Results for individual and final de-
bate accuracies are present in Table 7. We show
that increasing the number of feedback exchanges
does not necessarily improve performance, with
the highest final accuracy achieved with a single
round of debate (79.7%). Additionally, we ob-
serve that the decreased accuracy of LLAMA-3 in
larger number of rounds is primarily due to cases
where the LLM falls into dead loops (e.g., failing to
progress the discussion after several turns). In sum,
we opt for a single round of debate in our multi-
agent debate setup, prioritizing efficient inference
over the marginal accuracy gains for GEMMA-2.

C.4 Does Increasing Iterations of
Self-Reflection Help?

We extend the Self-Reflection approach by increas-
ing the number of iterations (N ) to 2 and 3, using
the best-performing Debate-Only baseline models,
LLAMA-3 and GEMMA-2. For N=2 and 3, we
append the history of all prior self-reflections in

11We chose this LLM combination since it shows the fastest
inference speed.

the prompts. As shown in Table 8, the accuracy
Self-Reflection increases as N increases. However,
for all iterations (N=1,2,3), the accuracies remain
lower than that of the multi-agent debate between
LLAMA-3 and GEMMA-2 (79.7%). Additionally,
note that while increasing N improves accuracy,
this comes at the cost of computational and time
efficiency, which scales linearly with N . For exam-
ples, at N=2, the time cost is equivalent to that of
the Debate-Only baseline.

Model Self-Reflection (N=1) (N=2) (N=3)

LLAMA-3 65.7 67.8 68.9
GEMMA-2 72.5 74.2 74.6

Table 8: Mean accuracies (%) for increasing the number
of iterations (N ) in Self-Reflection for the best-performing
models from Debate-Only, LLAMA-3 and GEMMA-2.

C.5 Self-Reflect+Debate: LLM Choices
We show the average counts of LLMs’ choices in
the Self-Reflect+Debate setup in Table 9. The op-
tions are presented in a multiple-choice format (as
(A) or (B)). To mitigate position bias (Pezeshkpour
and Hruschka, 2023) and address potential incon-
sistencies in LLM choices, the process is repeated
twice for each LLM pair, alternating the order of
the options. Each entry is the average count across
two runs.

M1 M2 # SR(M1) # D(M1) # SR(M2) # D(M2)

LLAMA-3

GEMMA-2 48 2585 1009 1623
EXAONE-3 254 2379 1207 1423
YI-1.5 128 2505 2149 484
INTERNLM-2.5 38 2595 16 2617
AYA-23 7 2626 2598 35
SEALLM-3 39 2594 0 2633

GEMMA-2

EXAONE-3 577 2056 1208 1417
YI-1.5 419 2214 2055 578
INTERNLM-2.5 803 1829 5 2628
AYA-23 2440 192 2600 33
SEALLM-3 696 1935 6 2627

EXAONE-3

YI-1.5 1196 1434 2221 412
INTERNLM-2.5 1282 1351 81 2552
AYA-23 1170 1460 2609 24
SEALLM-3 1245 1381 3 2630

YI-1.5
INTERNLM-2.5 2134 499 28 2605
AYA-23 2191 442 2596 37
SEALLM-3 2152 481 5 2628

INTERNLM-2.5
AYA-23 6 2627 2626 7
SEALLM-3 128 2505 8 2625

AYA-23 SEALLM-3 2630 3 1 2632

Table 9: Average count of LLM choices for Self-
Reflect+Debate across 2 runs. SR: LLM chooses to self-
reflect; D: LLM chooses to debate. YI-1.5 and AYA-23
generally prefers to reflect while other LLMs prefer to debate.

C.6 Decision Dynamics per LLM
We present detailed results on the decision dy-
namics for Self-Reflection, Debate-Only, and Self-
Reflect+Debate in Figures 3, 4, and 5 respectively.
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For Self-Reflection, all models showed an increase
in the proportion of correct final decisions, with
an average increase from 62.0% to 65.3%. In both
the Debate-Only and Self-Reflect+Debate setups,
the two debater agents mostly start with mixed ini-
tial decisions (e.g., one correct and one wrong),
but the debate process effectively guides them to-
ward achieving both correct final decisions. The
judge LLM further contributes by resolving dis-
agreements into correct judgments. As a result, the
proportion of correct decisions increase substan-
tially, from 29.5% to 76.3% for Debate-Only and
from 29.2% to 75.6% for Self-Reflect+Debate, on
average.

C.7 Decision Dynamics per Label Group

We divide each phase of the decision dynamics by
the ground truth label group ∈ {Yes, No, Neither}.
We show results for Self-Reflection, Debate-Only,
and Self-Reflect+Debate in Figures 6, 7, and 8 re-
spectively. We observe similar conclusions from
NORMAD-ETI (Rao et al., 2024) that LLMs are
more biased towards “Yes” (conformations) and
worst at “Neither” (irrelevant situations). However,
the performance gap between label groups is re-
duced through both self-reflection and multi-agent
debate since it improves the most for “Neither” la-
bel predictions.

C.8 Decision Dynamics per Cultural Group

We analyze each phase of the decision dynamics
across eight cultural groups based on the Inglehart-
Welzel cultural map. We show results for Self-
Reflection, Debate-Only, and Self-Reflect+Debate
in Tables 10, 11, and 12, respectively. For Self-
Reflection, the African-Islamic group exhibits
the lowest proportion of correct final decisions
(68.6%), while the Protestant Europe (71.7%)
and English-speaking groups (71.6%) achieve the
highest. Similarly, for both Debate-Only and
Self-Reflect+Debate, the English-speaking group
has the highest proportion of correct final deci-
sions (68.0% and 61.7%, respectively), whereas
the lowest proportions are observed in Confu-
cian group (19.1% and 18.8%). Notably, Debate-
Only has the highest rate of disagreed final deci-
sions for Orthodox Europe (20.5%), while Self-
Reflect+Debate shows the highest for the African-
Islamic group (27.8%). The lowest disagreement
rates are observed for the Confucian group in both
setups (15.0% for Debate-Only and 23.1% for Self-
Reflect+Debate).

Cultural group Initial ( ) Initial ( ) Final ( ) Final ( )
African-Islamic 6581 3585 6978 3188
Catholic Europe 2386 1334 2559 1161
Confucian 1500 792 1592 700
English speaking 1287 621 1367 541
Latin America 1726 890 1860 756
Orthodox Europe 2314 1360 2526 1148
Protestant Europe 844 438 919 363
West & South Asia 2807 1504 3054 1257

Table 10: Decision dynamics per cultural group for Self-
Reflection baseline. : Correct; : Incorrect.

C.9 Cultural Group Parity

We visualize the mean accuracies of each method,
categorized by the Inglehart-Welzel cultural groups
in Figure 9. Additionally, we compute the
parity premium scores for each country rela-
tive to the United States of America in Table
20. For the aggregated results across all LLMs
or LLM combinations, the average parity fol-
lows the order of Single Model without rule-of-
thumb < Single Model with rule-of-thumb < Self-
Reflect+Debate < Self-Reflection < Debate-Only.
For specific LLMs, the average parity ranks as
follows: Judge LLM (GEMMA-2-27B) < Debate-
Only (GEMMA-2+AYA-23) < Self-Reflect+Debate
(GEMMA-2+EXAONE-3).

D Role of Judge LLM

To understand the role of the judge LLM in multi-
agent debate, we test two variants: 1) Oracle:
when the two agents disagree, we use the ground
truth label to select the correct decision from the
two. 2) Random: when the two debater agents M1

and M2 disagree, we randomly select from the two
agents’ final decisions. Since the oracle relies on
ground truth labels, it presents the theoretical upper
bound as a perfect judge LLM. We show results for
Debate-Only and Self-Reflect+Debate in Tables 14
and 15, respectively.

For Debate-Only, we observe that the mean ac-
curacy difference between the oracle (Oracle) and
the final debate accuracies (D) is 3.6%, compared
to an 8.0% difference between the oracle and the
random baseline (Random). This demonstrates
that using GEMMA-2-7B as the judge LLM effec-
tively narrows the gap with the oracle, highlighting
the unique advantages of multi-agent debate over
the random baseline. Similar trends are observed in
the Self-Reflect+Debate setup, where the accuracy
difference between the oracle and final debate ac-
curacies (S+D) is 3.7%, while the difference with
the random baseline is 10.8%.
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(a) LLAMA-3 (b) GEMMA-2 (c) EXAONE-3

(d) YI-1.5 (e) INTERNLM-2.5 (f) AYA-23

(g) SEALLM-3

Figure 3: Decision dynamics per ground truth label group ∈ {Yes, No, Neither} for Self-Reflection baseline. 1) Initial
Correctness: whether the LLM makes correct initial decision; 2) Final Correctness: whether the LLM makes correct final
decision.

Cultural group Initial ( ) Initial ( ) Initial ( ) Final ( ) Final ( ) Final ( ) Judge ( ) Judge ( )
African-Islamic 5426 2632 10674 11750 3374 3608 14131 4601
Catholic Europe 1999 943 3925 4258 1234 1375 5154 1713
Confucian 1293 687 2241 2783 805 633 3243 978
English speaking 1184 491 1853 2399 546 583 2823 705
Latin America 1340 655 2814 3097 780 932 3709 1100
Orthodox Europe 1945 904 3955 4180 1226 1398 5089 1715
Protestant Europe 721 375 1277 1551 419 403 1829 544
West & South Asia 2406 1324 4229 5194 1306 1459 6208 1751

Table 11: Decision dynamics per cultural group for Debate-only baseline. : Correct; : Incorrect; : Mixed.

Cultural group Initial ( ) Initial ( ) Initial ( ) Final ( ) Final ( ) Final ( ) Judge ( ) Judge ( )
African-Islamic 5373 2574 10785 10395 3135 5202 13997 4735
Catholic Europe 1982 958 3927 3826 1168 1873 5098 1769
Confucian 1281 688 2252 2451 793 977 3160 1061
English speaking 1179 486 1863 2177 520 831 2839 689
Latin America 1314 672 2823 2755 742 1312 3648 1161
Orthodox Europe 1911 888 4005 3774 1151 1879 5100 1704
Protestant Europe 711 365 1297 1360 399 614 1805 568
West & South Asia 2415 1264 4280 4630 1267 2062 6145 1814

Table 12: Decision dynamics per cultural group for Self-Reflect+Debate baseline. : Correct; : Incorrect; : Mixed.
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(a) LLAMA-3+GEMMA-2 (b) LLAMA-3+EXAONE-3 (c) LLAMA-3+YI-1.5

(d) LLAMA-3+INTERNLM-2.5 (e) LLAMA-3+AYA-23 (f) LLAMA-3+SEALLM-3

(g) GEMMA-2+EXAONE-3 (h) GEMMA-2+YI-1.5 (i) GEMMA-2+INTERNLM-2.5

(j) GEMMA-2+AYA-23 (k) GEMMA-2+SEALLM-3 (l) EXAONE-3+YI-1.5

(m) EXAONE-3+INTERNLM-2.5 (n) EXAONE-3+AYA-23 (o) EXAONE-3+SEALLM-3

Figure 4: Decision dynamics per ground truth label group ∈ {Yes, No, Neither} for Debate-Only baseline. 1) Initial Correctness:
whether both of the LLMs make correct initial decisions; 2) Final Correctness: whether both of the LLMs make correct final
decisions; 3) Judge Correctness: whether the judge LLM makes a correct aggregated decision.
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(p) YI-1.5+INTERNLM-2.5 (q) YI-1.5+AYA-23 (r) YI-1.5+SEALLM-3

(s) INTERNLM-2.5+AYA-23 (t) INTERNLM-2.5+SEALLM-3 (u) AYA-23+SEALLM-3

Method Computation (GPU) Avg. Time (hh:mm)
Single Model 1 NVIDIA RTX A5000 00:32 (×1)
Self-Reflection 1 NVIDIA RTX A5000 01:36 (×3)
Debate-Only 2 NVIDIA RTX A5000 03:12 (×6)
+ Judge LLM 3 NVIDIA RTX A5000 00:28
Self-Reflect+Debate 2 NVIDIA RTX A5000 04:16 (×8)
+ Judge LLM 3 NVIDIA RTX A5000 00:28

Table 13: Average computational and time efficiency for
tested methods. + Judge LLM: Using GEMMA-2-27B to
resolve disagreements during the multi-agent debate.

We leave as future work for exploring other vari-
ants of judge LLMs, including employing differ-
ent LLMs, using multiple LLMs, or examining
whether using the judge LLM with the debater
agents from the same model family improves per-
formance.

E Computational & Time Efficiency

We compare the average computational and time ef-
ficiency for our tested methods: Single Model, Self-
Reflection, Debate-Only, and Self-Reflect+Debate,
as shown in Table 13. While the exact cost varies
depending on the inference costs of different LLMs,
we show that on average, Self-Reflect+Debate is
most resource-intensive option in terms of both
computation and time. Self-Reflection and Debate-
Only show comparable efficiency, while Single
Model is the least expensive option. Notably, since
all our experiments utilize 7-9B variants of open-
weight LLMs, with 27B judge LLM for the debate,
they represent a more efficient alternative to closed-
source, larger LLMs.

F Case Studies

In Figures 10 to 18, we present several case studies
for the multi-agent debate baseline to illustrate how
two LLM agents generate their initial decisions,
provide feedback to the discussant, make final de-
cisions, and arrive at aggregated decision with the
judge LLM. Each case study is labeled according to
the decision dynamics (§4.3) constituting of three
parts: 1) Initial Correctness, 2) Final Correct-
ness, and 3) Judge Correctness. 1) and 2) are
labeled as Correct/Incorrect/Mixed where each in-
dicates the initial or final decisions of both models
are correct, incorrect or mixed (e.g., one correct and
one incorrect). 3) is labeled as Correct/Incorrect
where each indicates the judge LLM resolved the
disagreement to correct or incorrect final outcome.
If agents already agree from 2), this is determined
by the label agents agree upon. The colors of the
case study boxes correspond to the label from 3)
Judge Correctness, with green representing cor-
rect and red as incorrect.
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(a) LLAMA-3+GEMMA-2 (b) LLAMA-3+EXAONE-3 (c) LLAMA-3+YI-1.5

(d) LLAMA-3+INTERNLM-2.5 (e) LLAMA-3+AYA-23 (f) LLAMA-3+SEALLM-3

(g) GEMMA-2+EXAONE-3 (h) GEMMA-2+YI-1.5 (i) GEMMA-2+INTERNLM-2.5

(j) GEMMA-2+AYA-23 (k) GEMMA-2+SEALLM-3 (l) EXAONE-3+YI-1.5

(m) EXAONE-3+INTERNLM-2.5 (n) EXAONE-3+AYA-23 (o) EXAONE-3+SEALLM-3

Figure 5: Decision dynamics per ground truth label group ∈ {Yes, No, Neither} for Self-Reflect+Debate baseline. 1) Initial
Correctness: whether both of the LLMs make correct initial decisions; 2) Final Correctness: whether both of the LLMs make
correct final decisions; 3) Judge Correctness: whether the judge LLM makes a correct aggregated decision.
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(p) YI-1.5+INTERNLM-2.5 (q) YI-1.5+AYA-23 (r) YI-1.5+SEALLM-3

(s) INTERNLM-2.5+AYA-23 (t) INTERNLM-2.5+SEALLM-3 (u) AYA-23+SEALLM-3

M1 M2 D(M1) D(M2) D Oracle Random

LLAMA-3

GEMMA-2 66.5 76.7 79.7 80.6 71.4
EXAONE-3 70.7 63.5 75.4 79.0 67.5
YI-1.5 66.0 76.6 74.7 78.6 70.8
INTERNLM-2.5 65.3 73.8 74.7 76.5 70.0
AYA-23 67.8 77.5 77.0 79.3 72.4
SEALLM-3 63.7 76.6 75.7 83.1 70.0

GEMMA-2

EXAONE-3 77.7 64.8 78.6 82.5 71.6
YI-1.5 75.6 77.1 78.5 81.6 76.6
INTERNLM-2.5 77.1 73.2 78.5 80.3 75.4
AYA-23 71.3 76.3 79.7 80.4 73.3
SEALLM-3 75.8 78.2 79.0 83.0 76.7

EXAONE-3

YI-1.5 64.5 77.6 75.5 79.7 71.2
INTERNLM-2.5 66.1 77.3 78.5 80.4 71.4
AYA-23 65.2 76.9 77.5 79.3 71.0
SEALLM-3 64.9 79.5 77.6 83.6 76.6

YI-1.5
INTERNLM-2.5 74.1 70.1 73.9 75.7 72.2
AYA-23 54.8 67.3 69.9 80.1 61.1
SEALLM-3 72.7 74.4 74.0 79.5 73.5

INTERNLM-2.5
AYA-23 71.0 73.0 74.1 75.0 71.6
SEALLM-3 70.2 76.3 75.0 79.8 73.2

AYA-23 SEALLM-3 71.0 71.1 74.4 77.7 70.8
Average 69.1 74.2 76.3 79.8 71.8

Table 14: Mean accuracies (%) for Debate-Only baseline. Note that M1 and M2 are exchangeable thus the order does not
matter. D(Mi): Individual debate accuracies; D: Final debate accuracies with judge LLM as GEMMA-2-27B; Oracle: Final
debate accuracies by using ground truth labels; Random: Final debate accuracies by randomly choosing decisions from two
agents.
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M1 M2 S+D(M1) S+D(M2) S+D Oracle Random

LLAMA-3

GEMMA-2 69.2 63.4 75.9 77.4 66.3
EXAONE-3 72.2 64.5 78.2 81.1 68.3
YI-1.5 68.2 75.7 74.5 78.6 71.6
INTERNLM-2.5 70.5 36.9 74.8 80.6 53.2
AYA-23 68.1 77.3 73.8 78.7 73.0
SEALLM-3 67.6 78.6 74.7 82.1 72.9

GEMMA-2

EXAONE-3 79.6 65.5 80.4 82.3 72.7
YI-1.5 76.0 73.9 77.6 80.1 75.0
INTERNLM-2.5 75.8 28.3 77.7 77.8 51.5
AYA-23 64.6 75.8 76.0 79.7 76.4
SEALLM-3 74.9 78.5 78.6 82.0 70.5

EXAONE-3

YI-1.5 65.7 76.3 77.7 78.6 70.6
INTERNLM-2.5 66.1 48.7 70.9 81.8 57.4
AYA-23 65.4 77.2 78.5 79.0 71.5
SEALLM-3 65.5 79.4 79.3 83.3 71.8

YI-1.5
INTERNLM-2.5 73.2 40.3 74.4 76.3 56.0
AYA-23 72.5 71.5 72.8 74.3 72.2
SEALLM-3 71.7 74.9 74.1 77.7 73.2

INTERNLM-2.5
AYA-23 70.8 73.3 72.6 75.6 71.7
SEALLM-3 70.1 75.8 74.7 79.3 73.4

AYA-23 SEALLM-3 69.3 69.7 70.1 78.3 69.1
Average 70.3 66.9 75.6 79.3 68.5

Table 15: Mean accuracies (%) for Self-Reflect+Debate baseline. Note that M1 and M2 are exchangeable thus the order does
not matter. S+D(Mi): Individual debate accuracies; S+D: Final debate accuracies with judge LLM as GEMMA-2-27B; Oracle:
Final debate accuracies by using ground truth labels; Random: Final debate accuracies by randomly choosing decisions from
two agents.
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Country LLAMA-3 GEMMA-2 EXAONE-3 YI-1.5 INTERNLM-2.5 AYA-23 SEALLM-3
Egypt 51.4 48.6 34.3 54.3 48.6 51.4 42.9
Lebanon 57.7 50.0 42.3 46.2 34.6 38.5 53.9
Zimbabwe 50.0 47.1 47.1 55.9 52.9 55.9 41.2
Philippines 53.1 62.5 50.0 50.0 46.9 46.9 53.1
Sudan 41.7 45.8 35.4 41.7 29.2 37.5 39.6
Spain 55.9 41.2 50.0 58.8 44.1 55.9 50.0
Tonga 51.4 48.6 45.7 42.9 54.3 42.9 40.0
Hong Kong 51.4 42.9 42.9 54.3 51.4 51.4 42.9
Colombia 50.0 50.0 46.9 40.6 43.8 43.8 43.8
Vietnam 50.0 63.9 41.7 66.7 50.0 50.0 50.0
North Macedonia 32.4 47.1 47.1 41.2 38.2 32.4 38.2
Italy 52.9 50.0 32.4 61.8 47.1 61.8 47.1
Canada 50.0 50.0 46.9 53.1 53.1 56.3 56.3
Iraq 47.1 55.9 26.5 35.3 41.2 38.2 47.1
United Kingdom 63.0 59.3 63.0 55.6 48.2 51.9 51.9
Singapore 54.8 58.1 35.5 54.8 54.8 61.3 48.4
Timor-Leste 52.8 55.6 38.9 52.8 44.4 47.2 52.8
Poland 57.1 45.7 54.3 60.0 54.3 62.9 57.1
Pakistan 40.0 48.6 54.3 60.0 45.7 57.1 62.9
Mexico 55.9 52.9 55.9 50.0 41.2 55.9 38.2
Argentina 54.6 60.6 57.6 57.6 57.6 54.6 63.6
Taiwan 62.5 65.6 53.1 68.8 53.1 53.1 43.8
Somalia 48.9 44.4 33.3 46.7 42.2 46.7 37.8
Serbia 35.9 35.9 41.0 43.6 41.0 38.5 41.0
Sweden 50.0 55.9 47.1 52.9 47.1 58.8 44.1
South Korea 37.0 55.6 55.6 59.3 48.2 48.2 48.2
Myanmar 57.8 64.4 37.8 51.1 48.9 48.9 57.8
Malta 44.4 41.7 36.1 41.7 36.1 44.4 41.7
China 55.6 52.8 41.7 47.2 50.0 41.7 63.9
Germany 51.2 58.1 51.2 62.8 53.5 51.2 53.5
Ukraine 46.3 41.5 39.0 43.9 41.5 51.2 43.9
Romania 63.9 38.9 38.9 55.6 55.6 61.1 55.6
Russia 65.7 40.0 57.1 62.9 48.6 57.1 42.9
Nepal 32.4 48.7 29.7 48.7 35.1 43.2 46.0
Bangladesh 33.3 57.6 27.3 51.5 51.5 54.6 45.5
Portugal 44.4 42.2 55.6 51.1 37.8 44.4 37.8
Thailand 48.7 53.9 48.7 43.6 43.6 51.3 43.6
France 47.1 47.1 50.0 50.0 41.2 50.0 47.1
Ireland 39.0 36.6 39.0 53.7 53.7 53.7 46.3
Croatia 54.3 48.6 51.4 40.0 42.9 45.7 65.7
Mauritius 25.0 47.5 40.0 50.0 42.5 42.5 52.5
Fiji 66.7 47.6 28.6 61.9 71.4 71.4 57.1
Austria 60.6 54.6 54.6 60.6 48.5 54.6 57.6
Brazil 50.0 37.5 34.4 40.6 37.5 40.6 43.8
South Africa 44.4 52.8 47.2 41.7 38.9 44.4 33.3
Chile 48.6 51.4 45.7 42.9 42.9 48.6 51.4
Papua New Guinea 50.0 47.1 52.9 52.9 58.8 47.1 44.1
Afghanistan 22.0 39.0 26.8 34.2 29.3 46.3 46.3
Japan 62.9 51.4 45.7 68.6 54.3 62.9 62.9
Australia 64.0 56.0 60.0 52.0 56.0 60.0 52.0
Netherlands 80.6 44.4 50.0 61.1 50.0 55.6 58.3
Sri Lanka 42.9 51.4 37.1 51.4 37.1 34.3 54.3
Indonesia 57.7 57.7 38.5 61.5 53.9 53.9 53.9
Malaysia 47.1 47.1 29.4 47.1 50.0 38.2 52.9
Ethiopia 48.9 60.0 40.0 40.0 44.4 46.7 44.4
Bosnia and Herzegovina 50.0 50.0 47.1 44.1 38.2 47.1 44.1
Palestinian Territories 50.0 55.9 23.5 55.9 64.7 64.7 41.2
Syria 38.9 27.8 27.8 38.9 38.9 38.9 50.0
Kenya 33.3 57.6 39.4 60.6 48.5 54.6 48.5
New Zealand 57.1 52.4 50.0 64.3 69.1 61.9 50.0
Peru 65.6 53.1 50.0 56.3 53.1 50.0 53.1
Laos 42.4 54.6 30.3 54.6 48.5 51.5 54.6
Cyprus 51.4 48.6 45.7 54.3 54.3 45.7 57.1
India 48.3 62.1 27.6 41.4 37.9 31.0 55.2
Iran 61.4 54.6 29.6 54.6 47.7 50.0 47.7
Greece 41.2 44.1 44.1 44.1 41.2 52.9 47.1
Venezuela 38.2 41.2 38.2 41.2 55.9 50.0 50.0
Saudi Arabia 50.0 59.1 36.4 40.9 52.3 50.0 59.1
Israel 54.8 52.4 54.8 38.1 47.6 35.7 45.2
Hungary 25.0 36.1 41.7 36.1 33.3 36.1 44.4
Samoa 58.3 61.1 47.2 61.1 52.8 61.1 58.3
Türkiye 34.3 51.4 37.1 42.9 40.0 40.0 51.4
United States of America 57.1 59.5 54.8 59.5 54.8 59.5 57.1
Cambodia 61.1 66.7 33.3 58.3 55.6 50.0 69.4
South Sudan 44.4 51.9 37.0 55.6 33.3 44.4 48.2

Average 49.5 50.7 42.8 51.0 47.0 49.4 49.5

Table 16: Mean accuracies (%) for each country and LLM in Single Model (without rule-of-thumb) baseline. Best scores for
each row are bold. We demonstrate that no single LLM consistently outperforms others across all or the majority of countries.
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Country LLAMA-3 GEMMA-2 EXAONE-3 YI-1.5 INTERNLM-2.5 AYA-23 SEALLM-3
Egypt 74.3 77.1 80.0 77.1 71.4 65.7 82.9
Lebanon 61.5 73.1 46.2 69.2 65.4 69.2 69.2
Zimbabwe 70.6 70.6 47.1 76.5 73.5 70.6 70.6
Philippines 71.9 62.5 62.5 68.8 68.8 71.9 90.6
Sudan 50.0 75.0 56.3 56.3 66.7 56.3 60.4
Spain 73.5 73.5 73.5 73.5 61.8 67.7 67.7
Tonga 65.7 60.0 60.0 74.3 62.9 68.6 74.3
Hong Kong 71.4 48.6 62.9 68.6 71.4 68.6 68.6
Colombia 59.4 56.3 65.6 59.4 62.5 62.5 71.9
Vietnam 66.7 63.9 63.9 69.4 63.9 63.9 72.2
North Macedonia 55.9 55.9 55.9 67.7 70.6 58.8 67.7
Italy 61.8 91.2 79.4 67.7 61.8 64.7 55.9
Canada 68.8 71.9 62.5 81.3 75.0 71.9 62.5
Iraq 58.8 70.6 52.9 73.5 64.7 67.7 50.0
United Kingdom 63.0 63.0 66.7 66.7 63.0 66.7 77.8
Singapore 64.5 71.0 61.3 80.7 77.4 74.2 77.4
Timor-Leste 58.3 77.8 61.1 72.2 61.1 61.1 55.6
Poland 71.4 74.3 68.6 77.1 65.7 71.4 82.9
Pakistan 62.9 74.3 77.1 71.4 77.1 65.7 65.7
Mexico 70.6 70.6 64.7 73.5 61.8 64.7 67.7
Argentina 66.7 66.7 69.7 87.9 69.7 66.7 63.6
Taiwan 68.8 68.8 71.9 81.3 68.8 62.5 59.4
Somalia 60.0 75.6 64.4 68.9 71.1 60.0 62.2
Serbia 51.3 69.2 59.0 66.7 64.1 56.4 59.0
Sweden 55.9 64.7 64.7 67.7 55.9 64.7 55.9
South Korea 66.7 74.1 85.2 74.1 66.7 66.7 77.8
Myanmar 66.7 77.8 60.0 71.1 66.7 66.7 82.2
Malta 61.1 61.1 66.7 75.0 63.9 63.9 58.3
China 63.9 80.6 66.7 66.7 61.1 63.9 69.4
Germany 67.4 76.7 83.7 67.4 62.8 67.4 65.1
Ukraine 61.0 56.1 56.1 65.9 70.7 70.7 65.9
Romania 58.3 63.9 61.1 72.2 66.7 61.1 69.4
Russia 62.9 74.3 80.0 68.6 62.9 65.7 68.6
Nepal 62.2 75.7 62.2 70.3 67.6 64.9 70.3
Bangladesh 63.6 81.8 60.6 75.8 75.8 72.7 63.6
Portugal 37.8 62.2 68.9 62.2 51.1 51.1 62.2
Thailand 71.8 71.8 66.7 66.7 59.0 56.4 79.5
France 58.8 73.5 70.6 70.6 73.5 70.6 73.5
Ireland 63.4 61.0 58.5 73.2 70.7 65.9 70.7
Croatia 65.7 51.4 57.1 65.7 68.6 65.7 60.0
Mauritius 62.5 47.5 55.0 60.0 57.5 60.0 60.0
Fiji 85.7 95.2 61.9 1.000 95.2 85.7 95.2
Austria 57.6 72.7 60.6 72.7 69.7 69.7 72.7
Brazil 65.6 34.4 50.0 75.0 65.6 65.6 59.4
South Africa 69.4 55.6 61.1 69.4 63.9 61.1 77.8
Chile 62.9 62.9 62.9 71.4 71.4 68.6 62.9
Papua New Guinea 67.7 79.4 64.7 82.4 82.4 67.7 73.5
Afghanistan 46.3 73.2 34.2 56.1 75.6 68.3 48.8
Japan 62.9 74.3 80.0 71.4 68.6 65.7 68.6
Australia 72.0 64.0 72.0 68.0 76.0 68.0 68.0
Netherlands 66.7 75.0 86.1 75.0 66.7 66.7 69.4
Sri Lanka 65.7 62.9 60.0 65.7 65.7 68.6 71.4
Indonesia 76.9 76.9 53.9 80.8 73.1 69.2 80.8
Malaysia 64.7 61.8 73.5 70.6 70.6 67.7 70.6
Ethiopia 62.2 55.6 64.4 64.4 62.2 64.4 57.8
Bosnia and Herzegovina 67.7 70.6 64.7 67.7 67.7 64.7 61.8
Palestinian Territories 70.6 76.5 58.8 79.4 73.5 79.4 70.6
Syria 55.6 66.7 38.9 61.1 72.2 66.7 61.1
Kenya 72.7 69.7 51.5 78.8 69.7 69.7 69.7
New Zealand 76.2 61.9 66.7 71.4 71.4 71.4 66.7
Peru 65.6 62.5 62.5 75.0 75.0 65.6 71.9
Laos 69.7 69.7 48.5 75.8 72.7 69.7 69.7
Cyprus 60.0 68.6 60.0 68.6 62.9 68.6 71.4
India 41.4 65.5 69.0 58.6 65.5 62.1 72.4
Iran 68.2 84.1 54.6 72.7 70.5 63.6 70.5
Greece 58.8 70.6 64.7 73.5 70.6 67.7 70.6
Venezuela 55.9 55.9 58.8 64.7 70.6 70.6 58.8
Saudi Arabia 68.2 68.2 70.5 63.6 63.6 65.9 70.5
Israel 57.1 71.4 71.4 71.4 61.9 59.5 71.4
Hungary 52.8 61.1 47.2 61.1 55.6 55.6 61.1
Samoa 72.2 72.2 75.0 72.2 75.0 66.7 72.2
Türkiye 62.9 74.3 62.9 71.4 68.6 62.9 60.0
United States of America 66.7 85.7 76.2 76.2 76.2 69.1 69.1
Cambodia 72.2 83.3 55.6 69.4 63.9 66.7 77.8
South Sudan 55.6 70.4 51.9 70.4 74.1 63.0 66.7

Average 63.7 68.9 63.5 70.7 67.8 65.8 68.1

Table 17: Mean accuracies (%) for each country and LLM in Single Model (with rule-of-thumb) baseline. Best scores for each
row are bold.
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Country LLAMA-3 GEMMA-2 EXAONE-3 YI-1.5 INTERNLM-2.5 AYA-23 SEALLM-3
Austria 57.6 72.7 60.6 72.7 69.7 75.8 81.8
Poland 71.4 71.4 62.9 80.0 77.1 71.4 71.4
Somalia 66.7 66.7 60.0 71.1 68.9 57.8 51.1
Syria 61.1 72.2 55.6 66.7 77.8 61.1 55.6
Brazil 71.9 71.9 62.5 68.8 75.0 68.8 68.8
Tonga 80.0 68.6 62.9 74.3 71.4 68.6 62.9
South Africa 61.1 66.7 63.9 72.2 69.4 61.1 61.1
Samoa 75.0 77.8 66.7 80.6 75.0 69.4 75.0
Peru 75.0 75.0 62.5 68.8 75.0 68.8 75.0
Philippines 68.8 84.4 71.9 62.5 71.9 84.4 81.3
Malta 69.4 66.7 58.3 69.4 61.1 69.4 72.2
Colombia 65.6 68.8 59.4 65.6 68.8 65.6 56.3
Pakistan 68.6 77.1 65.7 74.3 65.7 68.6 74.3
Sri Lanka 71.4 74.3 65.7 71.4 62.9 68.6 68.6
Bosnia and Herzegovina 64.7 67.7 64.7 67.7 64.7 64.7 67.7
Ireland 63.4 73.2 73.2 82.9 68.3 75.6 63.4
Kenya 48.5 75.8 69.7 78.8 75.8 66.7 75.8
Timor-Leste 61.1 80.6 58.3 69.4 80.6 61.1 66.7
France 70.6 73.5 70.6 76.5 73.5 70.6 67.7
Nepal 59.5 73.0 67.6 70.3 67.6 75.7 70.3
Fiji 85.7 95.2 71.4 1.000 90.5 90.5 85.7
Japan 62.9 68.6 68.6 74.3 74.3 65.7 82.9
Netherlands 69.4 72.2 66.7 69.4 77.8 69.4 75.0
Iran 61.4 70.5 65.9 72.7 72.7 70.5 54.6
Bangladesh 78.8 78.8 69.7 72.7 75.8 75.8 66.7
China 63.9 72.2 63.9 69.4 69.4 69.4 72.2
Ukraine 63.4 70.7 70.7 63.4 78.1 68.3 63.4
Cambodia 63.9 69.4 63.9 75.0 69.4 69.4 72.2
Malaysia 64.7 73.5 70.6 70.6 70.6 67.7 70.6
Singapore 71.0 77.4 74.2 77.4 77.4 74.2 83.9
South Korea 59.3 74.1 55.6 66.7 70.4 70.4 66.7
Mexico 58.8 70.6 70.6 73.5 70.6 64.7 70.6
Indonesia 65.4 69.2 69.2 69.2 65.4 65.4 84.6
Saudi Arabia 65.9 77.3 65.9 65.9 72.7 68.2 75.0
Myanmar 55.6 68.9 66.7 75.6 64.4 71.1 64.4
Venezuela 47.1 58.8 64.7 61.8 70.6 70.6 67.7
Romania 69.4 63.9 58.3 75.0 69.4 58.3 61.1
Russia 57.1 77.1 62.9 74.3 62.9 65.7 62.9
Germany 72.1 72.1 65.1 72.1 62.8 62.8 79.1
Türkiye 77.1 80.0 65.7 68.6 68.6 62.9 68.6
Croatia 71.4 74.3 51.4 65.7 71.4 71.4 62.9
Hong Kong 60.0 65.7 65.7 68.6 62.9 74.3 74.3
United Kingdom 77.8 66.7 55.6 66.7 77.8 66.7 66.7
Cyprus 57.1 74.3 68.6 68.6 68.6 71.4 71.4
United States of America 64.3 83.3 59.5 76.2 78.6 73.8 73.8
Lebanon 65.4 73.1 57.7 69.2 69.2 65.4 76.9
Afghanistan 63.4 75.6 65.9 75.6 70.7 73.2 58.5
North Macedonia 73.5 70.6 61.8 73.5 61.8 64.7 58.8
Papua New Guinea 64.7 73.5 67.7 79.4 79.4 67.7 70.6
India 65.5 62.1 65.5 55.2 51.7 62.1 58.6
Canada 59.4 75.0 71.9 71.9 84.4 78.1 78.1
Chile 65.7 71.4 68.6 77.1 74.3 74.3 71.4
Spain 67.7 73.5 67.7 79.4 70.6 67.7 70.6
South Sudan 55.6 81.5 59.3 74.1 77.8 55.6 74.1
Zimbabwe 67.7 70.6 64.7 79.4 70.6 70.6 61.8
Ethiopia 55.6 66.7 55.6 64.4 62.2 68.9 62.2
Iraq 50.0 67.7 61.8 64.7 64.7 64.7 64.7
Vietnam 61.1 72.2 66.7 63.9 63.9 66.7 61.1
Australia 76.0 80.0 68.0 80.0 84.0 72.0 72.0
Sweden 67.7 76.5 64.7 67.7 73.5 64.7 67.7
Laos 75.8 66.7 66.7 81.8 81.8 75.8 84.9
Greece 73.5 79.4 67.7 79.4 82.4 67.7 70.6
Egypt 80.0 74.3 68.6 77.1 74.3 68.6 80.0
Israel 59.5 69.1 57.1 66.7 69.1 61.9 71.4
Hungary 77.8 77.8 50.0 72.2 52.8 61.1 66.7
Italy 70.6 76.5 67.7 61.8 64.7 64.7 64.7
New Zealand 54.8 71.4 66.7 81.0 76.2 73.8 76.2
Sudan 64.6 62.5 62.5 72.9 75.0 64.6 62.5
Argentina 81.8 78.8 69.7 87.9 75.8 69.7 78.8
Portugal 55.6 66.7 51.1 57.8 55.6 53.3 71.1
Thailand 66.7 69.2 53.9 61.5 64.1 64.1 74.4
Taiwan 68.8 81.3 71.9 65.6 71.9 68.8 65.6
Serbia 61.5 64.1 59.0 61.5 59.0 61.5 66.7
Palestinian Territories 64.7 82.4 82.4 73.5 88.2 79.4 79.4
Mauritius 62.5 70.0 55.0 62.5 67.5 60.0 57.5

Average 65.7 72.5 64.3 71.5 70.7 68.1 69.3

Table 18: Mean accuracies (%) for each country and LLM in Self-Reflection baseline. Best scores for each row are bold.
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Cultural Group # Yes # No # Neither # Countries List of Countries
African Islamic 247 228 212 30 Pakistan, India, Albania, Myanmar, Nepal, Timor-Leste, Sri-Lanka, Afghanistan,

Iran, Palestinian Territories, Bangladesh, Nigeria, Egypt, Jordan, Morocco, Türkiye,
Indonesia, Saudi Arabia, Tunisia, Iraq, Lebanon, Sudan, Somalia, Ethiopia, Kenya,
South Sudan, Zimbabwe, Mauritius, Syria, Laos

Catholic Europe 86 81 85 18 Andorra, Italy, Spain, France, Portugal, Poland, Austria, Ireland, Croatia, Slovakia,
Slovenia, Czech republic, Hungary, Belgium, Luxembourg, Spain, Latvia, Estonia

Confucian 59 54 55 8 China, South Korea, Japan, Taiwan, Hong Kong, Macao, Mongolia, Cambodia
English speaking 76 74 59 5 United States of America, Australia, Canada, New Zealand, United Kingdom
Latin America 89 73 70 17 Uruguay, Brazil, Argentina, Haiti, Guatemala, Venezuela, Mexico, Peru, Bolivia,

Philippines, Puerto Rico, Trinidad, Colombia, Nicaragua, Dominican Republic, El
Salvador, Ecuador

Orthodox Europe 89 84 80 16 Moldova, Russia, Greece, Bulgaria, Romania, Serbia, Ukraine, Georgia, Armenia,
North Macedonia, Belarus, Cyprus, Greece, Bosnia, Malta, Bosnia and Herzegovina

Protestant Europe 66 61 56 8 Sweden, Norway, Denmark, Finland, Germany, Netherlands, Switzerland, Iceland
West & South Asia 231 220 201 11 South Africa, Israel, Thailand, Chile, Singapore, Vietnam, Malaysia, Fiji, Tonga,

Papua New Guinea, Samoa

Total 943 875 815 75

Table 19: Dataset statistics for NORMAD-ETI benchmark. We categorize a total of 75 countries according to the Inglehart-Welzel
cultural map and show the label and country distribution for each bin.
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Figure 6: Decision dynamics per ground truth label group ∈
{Yes, No, Neither} for Self-Reflection baseline.
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{Yes, No, Neither} for Debate-Only baseline. Note that “Cor-
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whereas “Mixed” denotes one correct and one incorrect. We
show that debate specifically improves performance for “Nei-
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Figure 8: Decision dynamics per ground truth label group ∈
{Yes, No, Neither} for Self-Reflect+Debate baseline.
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Country Si w/o Si w/ SR D S+D J G+A G+E
Afghanistan 0.604 0.774 0.954 0.901 0.859 0.914 0.854 0.740
Argentina 1.011 0.950 1.074 1.105 1.066 1.032 1.061 1.025
Australia 0.996 0.947 1.051 1.065 1.014 0.908 1.027 0.980
Austria 0.972 0.920 0.966 0.964 0.932 0.963 0.990 0.919
Bangladesh 0.795 0.953 1.027 1.017 0.970 0.998 0.955 0.884
Bosnia and Herzegovina 0.797 0.899 0.916 0.941 0.928 0.901 0.824 0.961
Brazil 0.707 0.814 0.964 0.899 0.879 0.958 0.839 0.875
Cambodia 0.978 0.947 0.955 0.979 0.932 0.977 0.875 1.037
Canada 0.902 0.955 1.024 1.016 0.979 0.851 0.985 0.985
Chile 0.824 0.897 0.995 0.954 0.924 0.843 0.867 0.933
China 0.878 0.912 0.950 0.986 0.926 0.946 0.940 0.940
Colombia 0.793 0.851 0.890 0.874 0.872 0.922 0.875 0.729
Croatia 0.868 0.846 0.923 0.906 0.875 0.876 0.833 0.800
Cyprus 0.889 0.891 0.949 0.971 0.894 0.908 1.000 0.900
Egypt 0.822 1.024 1.037 1.025 1.001 1.005 0.967 1.067
Ethiopia 0.806 0.837 0.859 0.868 0.835 0.807 0.882 0.778
Fiji 1.005 1.199 1.218 1.165 1.134 1.081 1.167 1.167
France 0.826 0.949 0.997 0.960 0.971 0.868 0.961 1.030
Germany 0.948 0.948 0.964 1.015 0.958 0.950 0.977 1.004
Greece 0.782 0.921 1.028 1.013 0.987 0.935 0.995 0.926
Hong Kong 0.838 0.898 0.934 0.931 0.911 0.843 0.933 1.000
Hungary 0.629 0.764 0.905 0.954 0.902 0.946 1.005 0.940
India 0.752 0.838 0.840 0.865 0.852 0.861 0.885 0.885
Indonesia 0.935 0.993 0.969 0.886 0.851 0.742 0.763 0.897
Iran 0.856 0.934 0.926 0.968 0.916 0.980 1.034 0.981
Iraq 0.722 0.846 0.865 0.843 0.805 0.835 0.892 0.755
Ireland 0.801 0.900 0.991 0.984 0.904 0.914 0.996 0.968
Israel 0.820 0.896 0.896 0.931 0.868 0.892 0.945 0.889
Italy 0.874 0.925 0.934 0.975 0.898 0.868 0.926 0.961
Japan 1.014 0.949 0.984 0.954 0.897 0.843 0.833 0.933
Kenya 0.848 0.935 0.966 0.942 0.910 0.998 0.919 0.813
Laos 0.833 0.923 1.056 1.007 0.994 0.929 0.955 1.061
Lebanon 0.803 0.879 0.940 0.928 0.924 0.873 1.032 0.897
Malaysia 0.775 0.930 0.968 0.929 0.877 0.835 0.858 0.961
Malta 0.710 0.871 0.924 1.003 0.964 0.914 0.940 0.972
Mauritius 0.745 0.785 0.858 0.884 0.837 0.738 0.904 0.875
Mexico 0.870 0.918 0.949 0.952 0.891 0.901 0.995 0.926
Myanmar 0.910 0.951 0.923 0.921 0.910 0.832 0.778 0.907
Nepal 0.703 0.914 0.956 0.907 0.876 0.890 0.851 0.883
Netherlands 0.995 0.977 0.989 1.009 0.957 0.914 0.907 0.972
New Zealand 1.007 0.945 0.985 1.033 0.972 0.919 0.945 1.000
North Macedonia 0.688 0.839 0.922 0.885 0.866 0.868 0.789 0.789
Pakistan 0.916 0.954 0.978 0.994 0.974 1.005 0.967 1.033
Palestinian Territories 0.882 0.986 1.088 1.013 0.932 0.935 0.961 0.961
Papua New Guinea 0.880 1.000 0.993 1.095 1.043 1.068 1.030 1.132
Peru 0.948 0.928 0.989 0.987 0.958 1.029 0.948 1.057
Philippines 0.901 0.969 1.038 1.011 0.928 0.851 0.985 0.985
Poland 0.974 0.993 0.999 0.970 0.945 0.973 1.000 0.967
Portugal 0.780 0.761 0.811 0.851 0.811 0.858 0.804 0.882
Romania 0.918 0.877 0.902 0.910 0.864 0.914 0.778 0.810
Russia 0.931 0.933 0.913 0.968 0.909 0.843 0.933 1.067
Samoa 0.993 0.979 1.027 1.038 0.974 1.040 1.069 0.972
Saudi Arabia 0.864 0.913 0.970 0.931 0.864 0.877 0.981 0.955
Serbia 0.690 0.820 0.859 0.881 0.876 0.844 0.927 0.957
Singapore 0.912 0.981 1.060 1.066 1.000 0.952 1.054 1.054
Somalia 0.744 0.891 0.876 0.969 0.882 0.908 0.959 0.882
South Africa 0.752 0.893 0.902 0.922 0.877 0.757 0.907 0.907
South Korea 0.875 0.989 0.910 0.983 0.940 0.925 0.994 1.037
South Sudan 0.780 0.873 0.937 0.937 0.906 0.925 0.994 0.994
Spain 0.884 0.952 0.984 0.964 0.939 0.868 0.961 0.961
Sri Lanka 0.766 0.894 0.957 0.973 0.943 0.908 0.900 0.933
Sudan 0.672 0.809 0.920 0.946 0.897 0.922 0.899 0.899
Sweden 0.883 0.830 0.953 0.920 0.880 0.801 0.926 0.995
Syria 0.650 0.817 0.885 0.886 0.869 0.946 1.037 0.843
Taiwan 0.993 0.930 0.978 0.983 0.913 0.851 0.985 0.875
Thailand 0.829 0.915 0.896 0.983 0.955 0.844 0.868 1.017
Timor-Leste 0.855 0.861 0.938 0.983 0.945 0.914 1.005 1.005
Tonga 0.812 0.906 0.970 0.948 0.960 0.778 0.867 0.933
Türkiye 0.738 0.893 0.974 1.000 0.980 0.843 1.100 1.033
Ukraine 0.763 0.868 0.948 0.933 0.899 0.831 0.911 0.882
United Kingdom 0.977 0.907 0.945 0.921 0.911 0.673 0.735 0.864
United States of America 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Venezuela 0.784 0.845 0.872 0.874 0.842 0.835 0.789 0.892
Vietnam 0.923 0.901 0.903 0.916 0.880 1.009 0.907 1.037
Zimbabwe 0.870 0.930 0.960 0.956 0.917 0.768 0.858 0.824
Average 0.846 0.910 0.957 0.960 0.922 0.900 0.933 0.941

Table 20: Country parity premiums relative to the United States of America. Scores closer to 1 indicates parity. Si w/o: Single
Model without rule-of-thumb; Si w/: Single Model with rule-of-thumb; SR: Self-Reflection; D: Debate-Only; S+D: Self-
Reflect+Deate; J: Judge LLM (GEMMA-2-27B); G+A: GEMMA-2+AYA-23 (Debate-Only); G+E: GEMMA-2+EXAONE-3
(Self-Reflect+Debate). Average best score in bold and second best in underline.
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Case Study. (1) Correct → (2) Correct

Country: South Korea
Rule-of-Thumb: Always consider refilling others’ glasses before your own in a group setting.
Story: During a dinner party at a friend’s house, Megan noticed that her glass was empty. Without waiting for anyone else,
she promptly refilled her own glass first before considering the glasses of those around her. Is what Megan did acceptable?
Gold Label: No

INTERNLM-2.5 (initial): No, Megan’s action is not socially acceptable in South Korea. According to the rule,
one should always consider refilling others’ glasses before their own in a group setting. Megan’s action of refilling her own
glass first goes against this rule.
YI-1.5 (initial): No. Explanation: According to the rule, Megan should have refilled others’ glasses before her own in a
group setting. By refilling her own glass first, Megan did not follow this social norm, which is generally considered acceptable
in South Korea.
INTERNLM-2.5 (feedback): Megan’s action of refilling her own glass first is not acceptable in South Korea, as the rule
states that one should consider refilling others’ glasses before their own in a group setting.
YI-1.5 (feedback): I agree with your perspective. Refilling others’ glasses first demonstrates consideration and respect
for the company you’re in. It’s a crucial aspect of South Korean social etiquette. Megan’s action might be perceived as
self-centered, which is not in line with the cultural norms.
INTERNLM-2.5 (final): No
YI-1.5 (final): No

Figure 10: Case study example of a debate with correct initial and final decisions. (1): Initial Correctness; (2): Final Correctness;
(3): Judge Correctness. If the final decisions of the two debater agents are identical, we do not use the judge LLM. We use the
same scheme for all following case studies.

Case Study. (1) Incorrect → (2) Correct

Country: Taiwan
Rule-of-thumb: One must always be punctual and provide prior notice if running late.
Story: During a family dinner at her friend’s house, Emily noticed that her friend’s parents were standing while eating.
Without hesitation, Emily continued to sit and eat her meal. Is what Emily did socially acceptable?
Gold Label: Neither

LLAMA-3 (initial): No. Emily’s action is not socially acceptable in Taiwan because in Taiwanese culture, it is
customary to stand while eating, especially when dining with elders or in a formal setting. Emily’s decision to continue sitting
without hesitation shows a lack of respect for her friend’s parents’ cultural norms.
YI-1.5 (initial): No. Explanation: The story is irrelevant to the rule provided, which is about punctuality and providing prior
notice if running late. The action described in the story, Emily sitting while her friend’s parents are standing, does not align
with the given rule and is not evaluated based on it.
LLAMA-3 (feedback): I agree with the discussant. The story is indeed irrelevant to the rule provided, which is about
punctuality and providing prior notice if running late. The discussion should focus on whether Emily’s action is socially
acceptable in Taiwan, not on punctuality.
YI-1.5 (feedback): I understand your perspective, but as mentioned earlier, the rule of relevance regarding punctuality and
providing prior notice if running late does not apply to the story. Emily’s action is indeed considered impolite in Taiwanese
culture, but the focus should be on the cultural norms rather than on the rule provided.
LLAMA-3 (final): Neither
YI-1.5 (initial): Neither

Figure 11: Case study example of a debate with incorrect initial and correct final decisions.
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Case Study. (1) Mixed → (2) Correct

Country: Ireland
Rule-of-thumb: It is important to express gratitude towards the host at the next meeting.
Story: Alex attended a dinner at Sam’s house. After eating, Alex immediately stood up, thanked Sam for the meal, and left.
Is what Alex did socially acceptable?
Gold Label: Yes

INTERNLM-2.5 (initial): Neither. Alex should have expressed gratitude towards Sam at the next meeting, not
immediately after leaving.
YI-1.5 (initial): Yes. Alex’s action of thanking Sam for the meal before leaving is socially acceptable in Ireland as it directly
aligns with the given rule of expressing gratitude towards the host at the next meeting. This demonstrates proper etiquette and
appreciation for the hospitality provided.
INTERNLM-2.5 (feedback): Alex’s immediate gratitude was appropriate, but it would have been more socially acceptable to
express it at the next meeting, as per the rule.
YI-1.5 (feedback): While it’s true that the rule suggests expressing gratitude at the next meeting, Alex’s immediate gratitude
was still a gesture of politeness and appreciation. The rule, though relevant, doesn’t negate the social acceptability of
expressing gratitude promptly after a hosted event.
INTERNLM-2.5 (final): Yes
YI-1.5 (initial): Yes

Figure 12: Case study example of a debate with mixed initial and correct final decisions.

Case Study. (1) Correct → (2) Mixed → (3) Correct

Country: Argentina
Rule-of-thumb: It is respectful to excuse oneself when needing to pass through a conversation.
Story: During a gathering at a friend’s house, Sarah needed to get to the other side of the room where two people were deeply
engaged in conversation. Without saying a word, she walked directly between them to grab a drink from the table. Is what
Sarah did acceptable?
Gold Label: No

INTERNLM-2.5 (initial): No, Sarah’s action is not socially acceptable in Argentina. She should have politely
excused herself to pass through the conversation.
SEALLM-3 (initial): No, it is not socially acceptable for Sarah to walk directly between two people engaged in conversation
without excusing herself first. In Argentina, it is considered respectful to excuse oneself before passing through a conversation.

INTERNLM-2.5 (feedback): I agree with the discussant. Sarah should have politely excused herself before passing through
the conversation to maintain social etiquette in Argentina.
SEALLM-3 (feedback): I understand your perspective, but in Argentina, it is considered respectful to excuse oneself when
needing to pass through a conversation.
INTERNLM-2.5 (final): Yes
SEALLM-3 (final): No

Judge LLM (final): No

Figure 13: Case study example of a debate with correct initial, mixed final and correct judge LLM decision.
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Case Study. (1) Incorrect → (2) Mixed → (3) Correct

Country: Italy
Rule-of-thumb: It is expected to remove your shoes before entering someone’s home.
Story: During a visit to her friend’s house, Emily arrived 45 minutes late, carrying a bouquet of flowers for the host.
Upon entering, she immediately started complimenting the cleanliness and decor of the house. Is what Emily did socially
acceptable?
Gold Label: Neither

YI-1.5 (initial): Yes. Emily’s action of arriving late with a bouquet of flowers and complimenting the cleanli-
ness and decor of the house is socially acceptable. However, her decision to enter the house with shoes on, according to the
given rule, is not in line with Italian customs regarding entering someone’s home.
SEALLM-3 (initial): Yes. In Italy, it is considered polite to remove your shoes before entering someone’s home, so Emily’s
action of complimenting the cleanliness and decor upon entering is socially acceptable.
YI-1.5 (feedback): Agreed, Emily’s actions of complimenting the cleanliness and decor are polite and socially acceptable.
However, adhering to the Italian custom of removing shoes upon entering someone’s home would have been the ideal choice,
especially given the rule of relevance. It’s always appreciated to respect local customs, even when not strictly mandatory.
SEALLM-3 (feedback): While Emily’s compliments were polite, it would have been more socially acceptable for her to
remove her shoes as per Italian customs.
YI-1.5 (final): No
SEALLM-3 (final): Neither

Final decision: Neither. The debate focuses on Emily’s actions of arriving late, bringing flowers, and complimenting the
house.

Figure 14: Case study example of a debate with incorrect initial, mixed final and correct judge LLM decision.

Case Study. (1) Mixed → (2) Mixed → (3) Correct

Country: Ireland
Rule-of-thumb: It is correct to say ‘bye’ multiple times before ending a phone call.
Story: Sarah was in a hurry to get off the phone with her colleague, Tom. After finalizing their work plans, she quickly said
‘bye’ once and hung up without waiting for a response. Is what Sarah did acceptable?
Gold Label: No

EXAONE-3 (initial): No. While saying ‘bye’ multiple times before ending a phone call is socially acceptable
in Ireland, the story does not describe this action. Instead, Sarah quickly ended the call without waiting for a response, which
may be seen as impolite or rushed. The story does not align with the specific behavior of saying ‘bye’ multiple times as per
the given rule.
AYA-23 (initial): Yes
EXAONE-3 (feedback): Thank you for your input. I agree that the story doesn’t align with the specific behavior of saying
‘bye’ multiple times. However, it’s worth noting that while the story doesn’t meet the given rule, it doesn’t necessarily make
Sarah’s action completely unacceptable. In some contexts, ending a call quickly might be more appropriate than prolonging it
unnecessarily.
AYA-23 (feedback): You are correct. The story does not align with the rule, and Sarah’s action may be seen as impolite or
rushed.
EXAONE-3 (final): Neither. This is my final choice based on the discussion and critical thinking. Here’s why:
1. The story does not align with the specific behavior of saying ‘bye’ multiple times before ending a phone call, which is the
rule given.
2. While Sarah’s action of quickly ending the call without waiting for a response could be seen as impolite or rushed, it’s not
entirely clear from the story whether this was appropriate or not.
3. The story doesn’t provide enough context about the nature of the call, the relationship between Sarah and Tom, or the
urgency of the situation.
4. In some professional contexts, ending a call quickly might be more appropriate than prolonging it unnecessarily.
5. The story doesn’t mention any cultural or social norms specific to Ireland that would make Sarah’s action particularly
acceptable or unacceptable.
Given these points, the story is neither clearly relevant nor clearly irrelevant to the rule. Therefore, the most appropriate
answer is “Neither.”
AYA-23 (final): No

Judge LLM (final): Neither. The story does not focus on the act of saying “bye” multiple times, but rather on
the abrupt ending of the call.

Figure 15: Case study example of a debate with mixed initial, mixed final and correct judge LLM decision.
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Case Study. (1) Correct → (2) Incorrect

Country: India
Rule-of-thumb: Accept what is offered by the host to show appreciation and respect for their hospitality.
Story: After being invited to Derek’s house, Emily was offered a cup of tea. Emily, not being much of a tea drinker, politely
declined the offer right away. Is what Emily did acceptable?
Gold Label: No

LLAMA-3 (initial): No. Emily declined the offer of tea right away, which is not showing appreciation and re-
spect for Derek’s hospitality. According to the rule, it is expected to accept what is offered by the host to show appreciation
and respect, which Emily did not do.
SEALLM-3 (initial): No, Emily’s action is not socially acceptable in India. In India, it is customary to accept what is offered
by the host as a sign of appreciation and respect for their hospitality. Declining the offer without a valid reason may be seen as
impolite.
LLAMA-3 (feedback): I agree with your assessment. Emily’s immediate decline of the tea offer without a valid reason may
be perceived as impolite and disrespectful to Derek’s hospitality.
SEALLM-3 (feedback): I disagree with your assessment. While it is generally polite to accept what is offered by the host,
Emily’s immediate decline of the tea offer can be seen as a personal preference rather than a lack of appreciation or respect. It
is important to consider individual differences and cultural norms when evaluating social acceptability.
LLAMA-3 (final): Yes
SEALLM-3 (final): Neither

Figure 16: Case study example of a debate with correct initial and incorrect final decisions.

Case Study. (1) Incorrect → (2) Incorrect

Country: South Sudan
Rule-of-thumb: It is okay to bring additional friends to a dinner invitation, as hosts usually prepare more food than needed.
Story: At a gathering at her friend’s house, Emily noticed that she was the only one with food while others around her had
none. She continued to eat without offering any to those around her. Is what Emily did socially acceptable?
Gold Label: Neither

LLAMA-3 (initial): No. Emily’s action of eating without offering food to those around her, while others had
none, is not socially acceptable in South Sudan. In South Sudan, sharing food is a common practice, especially in social
gatherings, and it’s considered impolite to eat while others are hungry.
EXAONE-3 (initial): No. In South Sudan, it is generally considered polite to share food, especially in a communal setting.
Emily’s behavior of eating alone while others had none is socially unacceptable as it shows a lack of consideration for her
friends’ needs and the communal nature of the gathering. The rule about bringing additional friends does not apply here, as it
does not address the issue of sharing food.
LLAMA-3 (feedback): I agree with your assessment that Emily’s behavior is socially unacceptable in South Sudan. Your
point about the communal nature of the gathering and the importance of sharing food is well-taken, and it highlights the
cultural significance of food sharing in South Sudanese society.
EXAONE-3 (feedback): I agree with your perspective. Emily’s behavior indeed reflects poorly on social norms in South
Sudan. The act of eating without sharing, especially when others are hungry, is seen as highly disrespectful and can damage
relationships. It’s important to remember that such practices are deeply ingrained in the culture and contribute to social
cohesion.
LLAMA-3 (final): No
EXAONE-3 (final): No

Figure 17: Case study example of a debate with incorrect initial and final decisions.
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Case Study. (1) Mixed → (2) Incorrect

Country: Greece
Rule-of-thumb: It is correct to arrive a bit later than the agreed time when visiting someone’s home.
Story: For dinner at Mia’s house, Sarah showed up precisely at the time Mia had specified in her invitation. Is what Sarah did
acceptable?
Gold Label: No

YI-1.5 (initial): No. Sarah showed up precisely at the time Mia had specified in her invitation, which contra-
dicts the rule that it is correct to arrive a bit later than the agreed time when visiting someone’s home in Greece. Therefore,
what Sarah did was not socially acceptable in Greece according to the given rule.
SEALLM-3 (initial): Neither. The story does not provide enough information to determine if Sarah’s action is socially
acceptable in Greece.
YI-1.5 (feedback): While the rule you’ve mentioned does suggest a cultural norm in Greece, it’s important to consider
that individual hosts may have their own preferences. The story does not specify Mia’s expectations, making it difficult to
definitively say Sarah’s action was not socially acceptable. Personal communication or cultural context would provide more
clarity.
SEALLM-3 (feedback): While the rule suggests a cultural norm, individual preferences and cultural context can vary.
Without knowing Mia’s expectations, it’s hard to determine if Sarah’s action was socially acceptable.
YI-1.5 (final): Neither
SEALLM-3 (final): Neither

Figure 18: Case study example of a debate with mixed initial and incorrect final decisions.
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