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Abstract

Exploration, the act of broadening user expe-
riences beyond their established preferences,
is challenging in large-scale recommendation
systems due to feedback loops and limited
signals on user exploration patterns. Large
Language Models (LLMs) offer potential solu-
tions by leveraging their world knowledge to
recommend novel content outside these loops.
A key challenge is aligning LLMs with user
preferences while preserving their knowledge
and reasoning. To enhance planning for new
user interests using LLMs, this paper intro-
duces a novel approach that combines hier-
archical planning with LLM inference-time
scaling. This method aims to improve rec-
ommendation relevancy without compromis-
ing novelty. We decouple novelty and user-
alignment, training separate LLMs for each ob-
jective. We then scale up the novelty-focused
LLM’s inference and select the best-of-n pre-
dictions using the user-aligned LLM. Live ex-
periments demonstrate efficacy, showing sig-
nificant gains in both user satisfaction (mea-
sured by watch activity and active user counts)
and exploration diversity.

1 Introduction

Large Language Models (LLMs) present a signifi-
cant opportunity to revolutionize recommendation
systems (Wu et al., 2024), due to their powerful
reasoning, planning, and world knowledge capa-
bilities. Traditional recommendation backbones,
such as collaborative filtering and content-based
methods, typically suggest items by identifying
similar users based on past interactions, which of-
ten reinforce existing preferences and perpetuate
feedback loops (Chaney et al., 2018; Mansoury
et al., 2020). LLMs can overcome these limitations
by leveraging their vast world knowledge to gen-
erate novel and diverse recommendations that go

*indicates equal contribution

beyond a user’s historical interactions, thus driving
long-term user engagement (Chen, 2021).

Among recent advancements leveraging LLMs
for recommendation systems (Bao et al., 2023; Lin
et al., 2024a; Wang et al., 2024a), the hierarchical
planning paradigm (Wang et al., 2024c) stands out
as a promising and deployable approach that com-
bines an LLM, which provides high-level guidance,
with traditional recommenders for efficient item-
level serving. As this solution has been adopted
in industry, the subsequent challenge lies in effec-
tively integrating real-world human feedback into
the LLM. While human feedback is key to opti-
mizing LLMs (Ouyang et al., 2022), systematically
incorporating it into recommendation systems re-
mains an under-explored area, offering both chal-
lenges and opportunities for future research.

Using real-world human feedback is challeng-
ing because recommendation systems rely on noisy
implicit signals (e.g., clicks or dwell time) instead
of explicit comparative judgments (e.g., side-by-
side comparisons). This makes it hard to trans-
late such feedback into robust training objectives
for LLMs that align with users’ true preferences.
More importantly, balancing novelty and relevance
– two usually competing objectives – is crucial for
exploration in recommendation systems as rele-
vant novel content drives sustained user satisfaction.
Initial experiments with the hierarchical planning
(Wang et al., 2024c) framework, using an LLM as
a novelty model to identify novel interest clusters
and subsequently retrieve relevant items, demon-
strated the potential of this approach. However,
aligning the novelty model’s predictions with user
preferences remains challenging. Directly fine-
tuning with more users’ interaction history data
yielded neutral results and raised concerns about
memorization and loss of novelty. Attempts at
RLHF (Ouyang et al., 2022) with a reward model
also proved unsuccessful as it undermined the con-
trolled generation capability (see in Sec. 3).
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To address these challenges, we propose a novel,
decomposed approach that leverages two special-
ized LLMs for high-level planning: a novelty
model and an alignment model. To balance nov-
elty and relevance, the alignment LLM is trained
specifically to evaluate and rate the predictions of
the novelty model based on observed user feed-
back. This separation allows for the independent
optimization of novelty generation and preference
alignment. Moreover, to further improve the sys-
tem’s ability to generate relevant novel predictions,
we scale inference-time compute by generating
multiple independent predictions from the novelty
model using a high temperature setting. The align-
ment model then acts as a selector, choosing the
most user-aligned outputs from the novelty model.
This combination of specialized models, training
signals derived from collective user behaviors, and
repeated sampling significantly increases the likeli-
hood of generating recommendations that are both
novel and relevant.

In summary, this paper presents a system that
has been deployed on a commercial short-form
video recommendation platform serving billions
of users. The key contributions are: (1) Collec-
tive User Feedback Alignment: We introduce an
LLM-based alignment model specifically trained
to evaluate the novelty model’s predictions based
on collective user behaviors. By aggregating im-
plicit signals(e.g. clicks and dwell time) for interest
clusters transition across many users, we enable
the system to learn user preferences with reduced
noise and bias. (2) Inference-Time Scaling: We
demonstrate the effectiveness of repeated sampling
at inference time, allowing the alignment model to
select the most relevant predictions from a diverse
set of candidates generated by the novelty model,
thereby improving exploration. (3) Decomposed
Novelty and Preference Modeling: We propose
a novel paradigm that decouples novelty genera-
tion and preference modeling into two specialized
LLMs. This separation enables independent opti-
mization for each objective. Consequently, it di-
rectly addresses the core challenge of balancing
novelty with relevance via specialized models, lead-
ing to a significantly improved operating curve for
user interest exploration.

2 Related Work

This research builds upon two primary streams of
existing work: the application of LLMs to recom-

mendation systems and the ongoing efforts to im-
prove recommendation exploration.

LLMs for Recommendation Systems. The ad-
vances in LLM capabilities have recently drawn a
lot of attention to their potential in recommendation
systems (Bao et al., 2023; Geng et al., 2023; Hou
et al., 2024; Li et al., 2023; Liu et al., 2023; Wang
et al., 2024b). One promising direction involves
augmenting traditional recommendation models
with LLM-powered feature engineering, including
supplementary textual features or embeddings that
encode world knowledge (Xi et al., 2024; Ren et al.,
2024). Another approach focuses on directly gener-
ating recommendations using LLMs; e.g., Hou et al.
and Gao et al. have experimented with prompting
off-the-shelf LLMs to produce ranked lists of rec-
ommendations. Meanwhile, there are also work
involving fine-tuning LLMs (Singh et al., 2024;
Bao et al., 2023; Lin et al., 2024b) to better align
them with the recommendation domain, whether
through incorporating domain-specific knowledge,
generating new tokens, or predicting user prefer-
ences for specific user-item pairs. However, few of
these methods are truly equipped to handle query-
per-second (QPS) requirements of real-time appli-
cations. (Wang et al., 2024a) addresses this by em-
ploying LLMs as data augmentation tools for con-
ventional recommendation systems during training,
thereby boosting performance without incurring
additional serving costs.

Recommendation Exploration. Improving user
interest exploration is key to broadening prefer-
ences and fostering long-term engagement (Chen
et al., 2021; Chen, 2021; Su et al., 2024). However,
a key challenge lies in the inherent closed-loop na-
ture of existing recommendation systems (Chaney
et al., 2018; Mansoury et al., 2020; Wang et al.,
2023). Training data is primarily derived from past
user-item interactions, limiting the system’s ability
to explore truly novel interests. While methods
like PIE (Mahajan et al., 2023) offer improvements
through user-creator affinity and online bandit for-
mulations, they remain confined by the system’s
internal knowledge (Chen et al., 2021). Building
on the LLM-powered hierarchical planning archi-
tecture (Wang et al., 2024c), which guides user
interest exploration at the cluster level, we focus on
enhancing its performance through user feedback
alignment. Our work investigates the integration
of effective user feedback signals into LLMs for
recommendation systems.
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3 Preliminaries

Hierarchical Planning Paradigm. In the hy-
brid hierarchical planning paradigm (Wang et al.,
2024c), LLMs focus on high-level planning by pre-
dicting novel user interests at the interest cluster
level. Interest clusters are topically coherent item
clusters generated from item metadata and content
embedding (Chang et al., 2024). To provide the
LLM with domain knowledge of our system, we
fine-tuned the LLM using the novel interest transi-
tion patterns mined from users’ interaction history.

As illustrated in Figure 1, during the high-level
planning, given a user’s recent interaction history,
represented as a sequence of K clusters Su (i.e.,
|Su| = k), the LLM predicts the next novel cluster
Cn for this user. Because online serving the LLM
for a billion-user system is prohibitively costly, we
pre-compute and store potential next interest tran-
sitions for all combinations of sampled k clusters
S = {S | S ⊆ {C1, C2, . . . , CN}, |S| = k}. Dur-
ing online serving, a user’s history is mapped to the
corresponding pre-computed novel interest through
looking up the precomputed interest transitions.
At the lower level, a conventional, transformer-
based sequential recommender backbone handles
the computationally intensive task of item-level
selection. However, instead of searching the en-
tire item space, the backbone is constrained to
recommend items only within the novel interest
clusters Cn identified by the LLM. This constraint
combines the personalization capabilities of the
backbone with the novelty-seeking behavior of the
LLM, leading to a personalized recommendation
experience enriched with serendipitous discoveries.

We’ve launched this user interest exploration
paradigm to the production recommendation sys-
tem, which resulted in a rare combination of high
novel item ratio and user satisfaction gain. The
lightweight finetuning (<8k training examples) was
key to preserving the LLM’s pre-trained knowledge
while imparting an understanding of our users’ in-
teraction patterns.

Limitation. The lightweight finetuning has limita-
tions: 1) The 8k training examples represented a
limited view of the behavior of our large user base.
2) For the cluster combinations that are hard to rea-
son, LLM has low prediction confidence, indicated
by the novel interest predictions that don’t have a
logical connection to the users’ existing interests.
This hurts the relevancy of the recommendation
and, consequently, user satisfaction.
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… …

Classic Recs Models
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Novel Items 

Collective 
User 

Feedback

Collective Feedback on Clusters and the rankingSeed Cluster Sequence
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Lookup in the cached
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Cache Storing High-level Policy
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,…,

…
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Per Query

Figure 1: Hierarchical planning paradigm: the novelty
LLM performs high-level planning for novel interest
transitions, which are used to restrict the predictions
of classic recommender models, and user feedback on
these novel recommendations is aggregated to train a
separate alignment LLM.

To improve the relevancy of the novel interest
prediction, we initially tried to increase the number
of training examples. However, novelty metrics in
A/B testing didn’t show sensitivity to this change.
Furthermore, due to the LLM’s tendency to repeat
training data (our analysis showed a 40% chance of
repetition during inference), scaling to more train-
ing examples mined from the user history risked
reinforcing the system feedback loop, impairing
LLM’s ability to make novel recommendations.

To align the LLM with user preference without
amplifying the system feedback loop, we leverage
live-traffic users’ feedback to LLM’s own recom-
mendations, such as clicks, dwell time and repeated
interaction, which is independent of the system be-
havior. We first tried the classic RLHF setup: RL
fine-tune the novelty LLM directly with a reward
model trained with user preference. However, this
always resulted in the model quickly collapsing: 1)
loss of controlled generation: after 5k steps, the
LLM’s chance of predicting in the correct format
drops from 99+% to 2%; 2) Reward hacking: the
model learned the high reward words, e.g., ’cat’,
’BTS’, ’toys’, etc, and frequently predicts those
words. While RLHF is effective for free form text
generation in conversation settings, it proved in-
sufficient in structured tasks with strict format and
content vocab requirements – the reward model
cannot capture the nuanced task requirements and
guide the RL finetuning process accordingly.

3
998



4 Method

To address the challenges in classic RLHF, we in-
troduce an inference-time scaling method (Brown
et al., 2024) with a decoupled dual-specialization
modeling approach. Instead of directly fine-tuning
the policy model (i.e., the novelty model for plan-
ning the next cluster) through SFT or RLHF, we
first performs independent sampling from the nov-
elty model. This generates a diverse set of candi-
date interest clusters. Subsequently, the best-of-n
clusters are selected using a separate alignment
model trained on collective user feedback based on
their likelihood to resonate with users.

This section details our design, demonstrating:
(1) the methodology for collecting and transform-
ing implicit user feedback from interactions with
the recommendation system into fine-tuning sig-
nals for the alignment model; and (2) a top-n selec-
tion strategy and inference scaling approach that
simultaneously optimizes for both relevance and
novelty with minimum latency impact, showcasing
its practical applicability in large-scale real-world
recommendation systems.

4.1 Preference Alignment on User Feedback

Aggregating Collective Human Feedback.
Through per-query logging inside our LLM-
powered recommender serving live traffic (detailed
in Section 3, ‘Novelty model’ hereafter), we
collect users’ preferences on LLM’s predictions.
Specifically, for each predicted cluster Cn, we
log the cluster sequence {C1, ..., CK} used to
represent the user, and the user’s feedback on Cn

(e.g., positive playback, like, share, skip, etc). We
then aggregate the feedback for each ({C1, ...,
CK}, Cn) pair, resulting in user preference training
examples denoted as ({C1, ..., CK}, Cn , L(1,k),n).
Here, L(1,...,k),n represents the aggregated user
feedback score (e.g. like rate, share rate) for
this particular interest cluster transition – that is,
serving interest cluster Cn to a user with historical
viewing pattern represented by {C1, ..., CK}).

We then post-process the aggregated feedback
to: 1) normalize the feedback score, which can be
skewed towards very small values because the feed-
back signals, e.g. like, share, etc, are sparse. 2) fil-
ter cluster transition pairs with little user feedback.
3) round the feedback score to a fixed interval to
account for margin of error in the aggregated stats.

Besides the aforementioned pointwise training
example ({C1, ..., CK}, Cn , L(1,k),n), we also

The short-form videos I watched most recently are in the following clusters:

Cluster 1: {Photography, Visual Effects, Trampoline, Younes Zarou, Photographer, 
Photograph, Photo shoot, Special effects, trampoline park, Wedding photography} 
 
Cluster 2: {Dog, Pit bull, American Pit Bull Terrier, American Bully, Puppy, Pet, Dog 
Breed, Canidae, Rottweiler, Animal}. 
 
Each cluster is described with salient phrases or entity names. With less than 30 
words, generate a new and different short-form video cluster I will watch next with 
highly specific salient phrases or entity names, with a prefix "New video cluster: "

Prompt

New video cluster: Boat, Ship, 
Watercraft, Motorboat, Boating, Cruise 
ship, Port, Passenger ship, Yacht, Sea

Training Label 2: Collective User Feedback: 0.36 

New video cluster: Wildlife, 
Terrestrial animal, Carnivora, 
Elephants, Elephant, Zoo, Lion, Tiger, 
Nature documentary, African elephants

Training Label 1: Collective User Feedback: 0.57 

New video cluster: Video game culture, 
Cat, Felidae, Black cat, Meme, 
Felinae, Pet, Dog, Kitten

Alignment Model Predicted Reward: 0.6

New video cluster: Telenovela, CNCO, 
Soap opera, Karol Sevilla, Renascer, 
Reality television

Alignment Model Predicted Reward: -0.6

User feedback in training examples

User preference Predicted by Alignment model

Figure 2: The alignment model trained with collective
user feedback can effectively predicts user preference
over new labels.

tested pairwise training examples: we rank the dif-
ferent Cn for a cluster sequence {C1, ..., CK} by
the aggregated feedback score, and we create train-
ing examples by sampling contrastive Cn pairs as
labels. Pairwise training examples require neither
normalization nor picking a threshold for positive
labels. We can also generate more training (K-
choose-2 vs K) examples per cluster sequence.
Alignment Reward Model Training. To align
with collective user feedback, we trained an "align-
ment model"(a reward model) to score the users’
affinity to Cn given their watch history. The align-
ment model is training using a cross-entropy loss
between its prediction and the user’s actual aggre-
gated engagement metric (i.e., positive playback
rate). This alignment model is an LLM with the
last layer being a linear projection layer.

In Figure 2, we showcase a sample prompt
describing users with {photography, Visual Ef-
fects, Special effects} and {dogs} interest clus-
ters(assuming K = 2). Collectively, those users
prefer label 1({wildlife, nature documentary}) over
label 2 ({boats}) as expressed in the feedback
scores. Given two new labels, the trained align-
ment model also effectively assigns high preference
score to {cats, video game, internet meme} over
less relevant next interest cluster. These intuitive
examples demonstrate the feasibility and potential
of the alignment training.

4.2 Inference Scaling with Best-of-N User
Alignment

We use the user alignment model as surrogate for
user preference to critique the relevancy of the
novel clusters predicted by the novelty LLM, which
itself is lightly fine-tuned with users’ interaction
histories. To increase the chance of predicting a
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Figure 3: Alignment Model Finetuning and Evaluation.

novel cluster that is more aligned with user prefer-
ence, we repeatedly and independently sample 5
times more predictions from the novelty LLM with
high temperature, and then rank the predictions us-
ing the alignment model and pick the top k where
k is the number of clusters served by the produc-
tion system. Because the novelty LLM sampling,
reward model scoring, and the best-of-n selection
all happens offline, and we serve the same number
of clusters in live traffic, there is no latency impact,
and the additional cost of scaling up inference is
amortized across offline bulk inference runs.

Maintaining the novelty of predictions is crucial
for effective user interest exploration. The repeated
sampling of the novelty LLM improves the reason-
ing quality and maintains the prediction novelty
while the alignment model selects the predictions
users may prefer. This dual LLM setup avoids the
challenge of teaching an LLM both novelty and
relevancy – two competing objectives that can risk
catastrophic forgetting. By evaluating the novelty
prediction using an LLM aligned with user feed-
back, we improve the exploration efficiency by
demoting the predictions that may result in lower
user satisfaction.

5 Live Experiments

5.1 Experimental Setup

Our live experiments were conducted on a commer-
cial short-form video recommendation platform
serving billions of users. While we employed
Gemini (Team et al., 2024) for both the novelty
and alignment models, the fine-tuning process and
pipeline are designed to be adapted to other LLMs.
The high-level planning recommends novel interest
clusters based on a user’s historical interest clus-
ter sequence of length K = 2, and the system is
designed to accommodate larger K values in the
future through a sparse table implementation.

Baseline. Besides comparing to the baseline nov-
elty model without user alignment(Wang et al.,

2024c), we also compare the proposed method
to existing production models: (1) Exploration-
oriented models include: Hierarchical contextual
bandit (Song et al., 2022) obtain the next clus-
ters through a tree-based LinUCB; Neural linear
bandit-based DNN model (Su et al., 2024) to pre-
dict the next novel cluster. Although these mod-
els are tailored to explore user interests, they are
trained on interest transitions existing in the sys-
tem and therefore are still subject to the feedback
loop. (2) Exploitation-oriented models include a
regular two-tower model (Yang et al., 2020) and
transformer-based (Chen et al., 2019; Shaw et al.,
2018) sequential model trained on all positive user
feedback. Our live experimental results demon-
strate our proposed method can lead to recommen-
dations that are more novel and of better quality
compared to these existing models.

5.2 Model Finetuning and Offline Evaluation
We used offline metrics to guide the alignment
model training, checkpoint selection, and hyper-
parameter searching (e.g. score normalization strat-
egy). Offline evaluation is done on a holdout set of
interest cluster sequences, the novel interest tran-
sitions and user’s feedback scores. During evalua-
tion, the alignment reward model scores and ranks
the interest cluster transitions for each input cluster
sequence. We compare this model-generated rank-
ing against the ground-truth ranking from the user
feedback. Performance is measured using F1@K
(i.e., the harmonic mean of precision and recall),
and NDCG@K metrics, with K being the number
of interest clusters served in live traffic.

As shown in Figure 3, the offline metrics im-
prove consistently over a random baseline through-
out the alignment model’s training process. These
results underscore the importance of incorporating
user feedback alignment into our inference scal-
ing approach. Furthermore, the offline evaluation
guided the hyper-parameter tuning, allowing us
to optimize the reward model’s performance and
prevent overfitting. In live A/B experiments, we de-
ployed two arms: one favorable arm using an align-
ment model trained for 50,000 steps (where F1 con-
verged in offline evaluation as shown in Figure 3),
and another arm using an alignment model trained
for 100,000 steps beyond the favorable converging
point as comparison. We observed significantly
improved user satisfaction with the favorable arm,
as evidenced by a larger positive playback rate gain
– indicating better alignment with user preferences.
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the system. (b)(c)(d) Compared to the novelty model baseline, the alignment model further expands users’ interest
with higher user satisfaction.

This finding is consistent with our hypothesis that
extensive training beyond the convergence point
can lead to overfitting. While NDCG encourages
the model to reproduce the exact ranking from user
feedback, F1@K focuses on the model’s ability to
identify the top-K most relevant clusters, which is
more crucial for our top-n selection task. Memo-
rizing the exact rankings is unnecessary and poten-
tially detrimental to the exploration of novel and
engaging recommendations.

5.3 Results and Analysis
This section shows our method simultaneously
improves recommendation novelty and user sat-
isfaction, outperforming baselines in engagement
and exploration, and details the benefits of its
production-deployed pointwise labeling strategy.

Novelty and Quality. In Figure 4 (a), we compare
the proposed method with various baseline models
currently in production. Using the performance of
Hierarchical contextual bandit (Song et al., 2022)
as the base, we measure improvement of novelty
and quality of other models in our system. Specifi-
cally, we plot the increase in the novel impression
ratio (impressions from interest clusters the user
has never interacted with) to highlight recommen-
dation novelty (x-axis), and the increase in posi-
tive playback rate to demonstrate recommendation
quality (y-axis). We observed that aligning the nov-
elty model with user preference results in higher
users’ positive playback ratio at a slight cost of
novelty. Nonetheless, the proposed method still
has the highest novel impression ratio compared to
the rest of the system. Additionally, our method
achieves significantly better quality than existing
exploration-oriented methods, even surpassing the
exploitation-oriented methods. It is rare in recom-
mendation systems to achieve high novelty and user
satisfaction simultaneously. This means through
user feedback alignment, we moved our model to

a more optimal point in the operation curve – over
user satisfaction and engagement improved while
the novelty is still the highest in the system.

Increased User Satisfaction. In Figure 4(c), (d),
the x-axis represents the experiment periods (the
exact dates are redacted), and the y-axis shows the
relative percentage difference between the experi-
ment and control. We observed an increase in the
positive playback rate and the completion rate of
the recommended content, indicating an increased
user satisfaction on the platform.

User Interest Exploration. To measure if the rec-
ommender encourage users to explore new inter-
ests, we use unique engaged user-cluster (UEUC),
which tracks the number of unique user-cluster en-
gagement pairs. Figure 4(b) shows that our pro-
posed user feedback alignment method not only
improves the user satisfaction but also improves the
number of user interests. This means our method
improves the exploration efficiency. We also ob-
served UEUC is higher for more active users, poten-
tially because the reward model aligns more closely
with the preferences of core users who contribute a
larger portion of the user feedback training data.

Pairwise vs Pointwise Label. The live experiment
results shown in Figures 4(b), (c), and (d) demon-
strate a performance comparison between align-
ment models trained with pairwise labels and those
trained with pointwise labels. Both models posi-
tively impact user’s interest size and satisfaction,
with the pointwise model slightly outperforming
the pairwise model. This indicates normalizing
users’ feedback per the feedback’s prior helps. Pair-
wise model learns the relative rank of the novel
clusters and its scoring of new cluster may be uncal-
ibrated, thus negatively impacting the performance.
We also observed that the pointwise model train-
ing is 2x faster. Hence the pointwise model was
deployed to production.
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6 Conclusion

In this paper, we advanced the hierarchical plan-
ning paradigm for LLM-powered large-scale rec-
ommendation systems by decoupling high-level
planning into two specialized models: one focused
on generating novel interest candidates and another
focused on aligning these candidates with user feed-
back. We share our successful approach to improv-
ing alignment using collective user feedback gath-
ered from LLM-powered recommendation systems.
Live experiments on a large-scale recommendation
platform demonstrate that our proposed method en-
hances exploration efficiency while simultaneously
increasing user engagement.
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