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Abstract

Understanding and effectively responding to
email communication remains a critical yet
complex challenge for current AI techniques,
especially in corporate environments. These
tasks are further complicated by the need
for domain-specific knowledge, accurate en-
tity recognition, and high precision to prevent
costly errors. While recent advances in AI,
specifically Large Language Models (LLMs),
have made strides in natural language un-
derstanding, they often lack business-specific
expertise required in such settings. In this
work, we present Advanced Messaging Plat-
form (AMP), a production-grade AI pipeline
that automates email response generation at
scale in real-world enterprise settings. AMP
has been in production for more than a year,
processing thousands of emails daily while
maintaining high accuracy and adaptability to
evolving business needs.

1 Introduction

Email continues to be a key channel for commu-
nication between clients and firms (as shown in
Figure 1), particularly in industries like financial
services, where rapid, precise, and context-aware
responses are critical. However, automating email
processing in such environments presents unique
challenges due to the proprietary nature of com-
munications, especially in financial services where
such data is extremely sensitive.

While LLMs have demonstrated remarkable
progress in natural language processing, their gen-
eralist nature often limits their effectiveness in
industry-specific applications. Financial services,
for example, require nuanced handling of jargon
and entity recognition, where off-the-shelf LLMs
frequently fall short. This gap highlights the ne-
cessity of domain-tailored solutions, such as AMP,
which meet the precise needs of such tasks.

*These authors contributed equally to this work.

Figure 1: Example email received by a financial firm.

A major challenge in developing AI-driven email
automation is the lack of publicly available datasets
for training and benchmarking. Since corporate
emails are proprietary and highly sensitive, stan-
dard NLP datasets fail to capture the complexi-
ties of real-world business communications. This
makes it difficult to train models that generalize ef-
fectively to industry needs and further underscores
the need for custom-built solutions.

In this paper, we introduce Advanced Messag-
ing Platform (AMP), an email automation pipeline
tailored for financial services. AMP automates the
email handling process from categorization to re-
sponse generation. AMP is designed to process sen-
sitive financial communications by combining auto-
mated workflows with industry-specific customiza-
tions. Though designed for financial services, our
approach generalizes to other industries facing sim-
ilar challenges. We discuss AMP’s architecture,
real-world deployment insights, and broader impli-
cations of domain-specific AI solutions in automat-
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ing corporate communications at scale.

2 Background

Emails are a distinctive form of communica-
tion (Dürscheid et al., 2013), that is semi-structured,
due to their metadata (e.g. sender, recipient) and
internal structure (e.g. signatures) (Lampert et al.,
2009). They can be multi-modal, contain attach-
ments, and can evolve into multi-threaded conver-
sations involving numerous stakeholders.

Despite the widespread reliance on email, study-
ing corporate email interactions remains difficult
due to the lack of publicly available datasets. Most
released corpora stem from legal disclosures, such
as the Enron dataset (Klimt and Yang, 2004),
Hillary Clinton email dataset (De Felice and Gar-
retson, 2018), and Avocado dataset (Oard et al.,
2015). Although, these datasets provide valuable
resources for research, they are not representative
of financial communications, which are heavily
regulated, jargon-intensive, and inherently sensi-
tive. The absence of high-quality financial email
datasets makes benchmarking solutions a persistent
challenge. Banking77 (Casanueva et al., 2020), a
rare exception, focuses on intent recognition in con-
versational settings rather than email workflows.

Previous studies have largely tackled individual
aspects of email automation, including subject line
generation (Zhang and Tetreault, 2019), email pars-
ing (Lampert et al., 2009), categorization (Lampert
et al., 2010; Alkhereyf and Rambow, 2017), ac-
tion items extraction (Corston-Oliver et al., 2004;
Bennett and Carbonell, 2005; Scerri et al., 2010;
Lin et al., 2018; Zhang et al., 2022), intent un-
derstanding (Wang et al., 2019; Shu et al., 2020),
information extraction (Lahiri et al., 2017) and
reply generation (Scheffer, 2004; Kannan et al.,
2016). Although prior work such as UiPath (Khare
et al., 2022) has developed automation tools for
email workflows, these solutions do not address the
domain-specific constraints of financial communi-
cations. In contrast, we introduce AMP, a fully
integrated pipeline that combines all of these com-
ponents into a cohesive system which meets the
unique needs of enterprise email processing.

3 Pipeline Architecture

Figure 2 shows the AMP pipeline, which processes
emails through multiple stages, including parsing,
intent recognition, entity extraction, action imple-
mentation, and human validation. To enhance

domain-specific understanding, AMP incorporates
AMP-LM, a fine-tuned RoBERTa model special-
ized for financial emails.

AMP-LM: Email Language Model Automat-
ing email responses in financial firms require under-
standing complex, domain-specific jargon, where
phrasing and entities vary across teams. Traditional
methods struggle with this linguistic diversity, as
financial terminology is rarely found in public
datasets. Models like BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), and FinBERT (Liu
et al., 2021) are general-purpose and are not fine-
tuned for email automation. While LLMs like GPT-
4o (OpenAI et al., 2024), Qwen-2.5-72B(Qwen
et al., 2025), Deepseek-R1(DeepSeek-AI et al.,
2025) and PaLM2 (Anil et al., 2023) offer strong
language capabilities, their computational costs and
production environment constraints currently make
them challenging for real-time email automation
at scale. Given the volume of daily email traf-
fic, a more efficient, domain-adapted solution is
required.

To address these challenges, we further pre-train
a Language Model (LM) using the Masked Lan-
guage Modeling (MLM) objective (Devlin et al.,
2019) on proprietary financial email data. MLM en-
hances contextualized word representations by pre-
dicting masked tokens in sentences, allowing the
model to learn domain-specific linguistic patterns.
Our pre-training dataset consists of a 250MB pri-
vate corpus containing 92,764 email conversations
with over 41M tokens and 2.2M sentences, col-
lected from mailboxes of various operations teams.
After exploring several LMs, we choose RoBERTa
for its strong performance on downstream tasks.
Further details are provided in Appendix A.1.

3.1 Message Parser

The pipeline begins by converting raw HTML into
a structured format and splitting email chains into
individual messages. A pre-existing legacy model
then decomposes each email into key elements:
header (sender, recipients, subject, date), greetings
(salutations, introductory phrases), body (main con-
tent), tables (HTML tabular data), attachments, sig-
nature (name, title, contact details), and disclaimer.

3.2 Use Case Mapper

In the financial industry, various operations teams
handle distinct tasks, follow unique practices, pro-
cess specific information, and are entitled to access,
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Figure 2: AMP Pipeline Architecture.

or update internal databases. Thus, a use case map-
per tags emails based on predefined mappings be-
tween mailboxes and use cases. These tags define
the scope of subsequent modules, such as intent
recognition, entity extraction and actions.

3.3 Entity Extraction

Financial institutions often receive vast volume of
emails that are either new inquiries or part of ex-
isting email chains. Extracting relevant entities
is crucial for determining next steps. However, in
multi-threaded email chains, crucial details may ap-
pear in earlier messages rather than the latest email.
AMP intelligently searches prior emails to ensure
no key entity is missed (see Appendix A.3). Enti-
ties extracted by AMP include unique identifiers
(for teams, firms, clients), security IDs (CUSIP,
SEDOL, ISIN1), trade economics (volume, amount,
currency, dates), portfolio IDs, and account num-
bers. These may appear in the subject line, email
body, tables, or attachments. In real-world scenar-
ios, capturing all relevant entities is crucial. To
address this, AMP prioritizes high recall, ensuring
comprehensive entity extraction, with precision re-
fined during database queries. AMP employs an
ensemble approach, combining deep learning, rule-
based techniques, and domain expertise to extract
entities from text, tables, and attachments.

Extraction from Text AMP first parses the email
body and subject, tokenizing the text, and gener-
ating deep learning-based vector representations.
Tokens with predefined vectors, likely to be com-
mon English words, are filtered out, leaving po-
tential candidates for entities. Financial domain
knowledge is then leveraged to identify firm and
client unique identifiers, account and portfolio in-
formation. Publicly available guidelines are used
to detect security IDs. For general trade eco-

1https://www.isin.com/

nomics, AMP utilizes spaCy(Honnibal et al., 2020),
while AMP-LM enhances the extraction of context-
sensitive financial details, such as trade and settle-
ment dates (see AppendixA.4).

Extraction from Tables When processing tables,
AMP leverages both column headers and cell val-
ues. Headers (e.g., Trade Date, Volume) provide
strong semantic signals for entity types. Cell val-
ues are extracted and processed using text-based
extraction techniques. The entity types predicted
from column headers and cell values are compared,
and a confidence score is assigned based on the
consistency of the predicted entity types across the
column and the reliability of the column header
as an indicator. In cases where the entity type is
ambiguous, contextual information from surround-
ing cells and the overall table structure is used to
validate the predictions.

Extraction from Attachments The extraction
process for attachments varies by file type. For text
and PDF, the module extracts text content from the
original binary format. Then, it processes it using
the text extraction methodology. For CSV files
and Excel spreadsheets, the module relies on the
table extraction methodology. For details on how
compressed files are processed, see Appendix A.5.

3.4 Intent Recognition
AMP is designed to handle varying levels of labeled
emails for intent recognition.

Semi-supervised Learning Most operation
teams share a taxonomy of intents, making models
transferable across different use cases. However, in
low-label availability scenarios, a semi-supervised
clustering-based solution that works at the
sentence or email level is used, depending on the
problem setting. The process involves obtaining
a standardized email representation, extracting
key features like verbs and specific nouns, and
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using a TF-IDF vectorizer (Salton and Buckley,
1988) to generate embeddings. The K-Means
algorithm (MacQueen et al., 1967) clusters the
emails, and a subject matter expert labels the
clusters. Hyperparameters are tuned if users find
clusters too heterogeneous.

Supervised Learning In cases where a large la-
beled corpus is available, we fine-tune the AMP-
LM model to classify intents. Specifically, we stack
a linear layer with softmax activation on top of the
first token representation <s> of the AMP-LM pre-
trained backbone (as usually done with RoBERTa-
based sentence classifiers) to map the model to
predefined intent categories. Then, we fine-tune
the full model on text elements extracted from each
email and accompanying labels.

3.5 Actions

Once the intent has been recognized and the entities
extracted, each email requires specific actions to be
executed to fulfill the intent, including generating
a custom reply, moving the email to a given folder
(e.g., monthly reports), forwarding the email to
internal teams, or initiating a certain workflow (e.g.,
accessing database to fetch or update information).

Reply Generation Among other actions, reply
generation is the most elemental for a messaging
system. To ensure consistent, controlled responses,
and to avoid the reduced predictability and high
costs of LLM-based generation (Kaddour et al.,
2023), we opt for a template-based approach. More
precisely, the response generation module receives
intermediate outputs from upstream elements of
the AMP pipeline, and applies use case-specific
rules to generate the output HTML code. The rules
for processing inputs are based on the business
requirements linked to each use case and intent.
For instance, if required, a draft requesting addi-
tional client information can be generated when no
database records are returned in a previous action.
Example emails shared by business stakeholders
are also leveraged to manually tailor the language
and format of the response.

3.6 Human-in-the-Loop

Once an action has been performed, validation by
a human is crucial due to the pipeline’s production
nature involving client-facing teams. It ensures that
all client queries are addressed, and information
is accurately recorded. With the current pipeline

implementation, it is possible to record and evalu-
ate the human interaction with the reply generation
action, by comparing the provided draft reply with
the actual human reply. We identify three poten-
tial scenarios on human interaction with the drafts:
(a) Total use: humans retain the full draft in their
sent reply; (b) Partial use: humans use some in-
formation in the draft; and (c) No use: humans
discard the draft entirely. Identifying total use and
no use is straightforward, but detecting partial use
is challenging due to the need for natural language
understanding of response and insights in the ac-
tions performed to generate the response.

These challenges correspond to: (1) replies that
reword at least part of draft, for example summa-
rizing a draft table in text; and (2) replies that de-
note some action taken on the information of draft,
for example conducting additional research to pro-
vide a more comprehensive answer to the client’s
inquiry. To address the former, we first extract
and compare such transaction-related statements
from the reply by means of POS tagging. Second,
we check the overlap of the sent text with content
words from the draft’s additional information on
the transactions. To address the latter, we perform
clustering on the type (2) replies, based on similar-
ity embeddings (Wang et al., 2020), then manually
label each cluster with a reply type. This allowed us
to identify 30 reply types, and discuss draft usage
with users based on these types.

4 Evaluation

We evaluated the performance of AMP both at
each module and pipeline levels. No evaluation
is needed for the use case mapper and actions mod-
ule, as both rely on rules predefined with the help of
users. For the pipeline evaluation, we use a sample
of 200 emails manually annotated.

4.1 Message Parser

We note that the message parser used in our
pipeline employs a legacy code base that predates
LLM adoption, therefore its implementation is not
a contribution of this paper. However, as it is an
important component of the AMP pipeline, we per-
form a thorough evaluation of it on our use-case
specific examples. We evaluate it on two dimen-
sions: (1) the accuracy of the segmentation into
individual elements; and (2) the accuracy of the
classification of each element. The parser produces
a correct output for 59% of the examples. The
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Entity Type Client Id. Firm Id. ISIN CUSIP SEDOL Other Eco.
Model Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

AMP-EE 97.6 93.5 95.5 96.7 100 98.3 100 100 100 100 100 100 100 100 100 67.3 90.5 77.2
Llama-3.1-8B 58.4 15.8 24.9 51.2 8.6 14.7 84.7 48.1 61.3 29.5 27.6 28.6 36.4 73.3 35.0 72.3 13.1 22.1

w/3-Shot 54.2 39.4 45.6 92.3 8.4 15.4 97.7 78.1 86.8 94.6 74.5 83.3 92.5 74.7 82.6 90.0 18.5 30.7
w/5-Shot 53.9 35.3 42.7 95.3 8.2 15.1 95.6 57.4 71.7 95.7 71.3 81.7 93.1 80.7 86.5 50.4 23.6 32.2

Qwen-2.5-7B 58.1 48.9 53.1 28.7 26.3 27.5 90.4 76.1 82.6 40.3 88.3 55.3 41.9 84.3 56.0 82.3 48.9 61.4
w/3-Shot 74.9 44.9 56.1 48.2 17.2 25.4 92.9 95.6 94.3 45.9 95.7 62.1 58.8 92.8 71.9 89.8 57.2 69.9
w/5-Shot 73.1 56.5 63.6 49.1 10.3 17.1 93.9 90.6 92.3 69.5 94.7 80.2 82.9 93.9 88.1 86.7 58.5 69.9

Table 1: Entity Extractor: Performance (in %) of the entity extractor on emails from operations teams.

most frequent segmentation error is classifying dis-
claimers as signatures. Similarly, the most frequent
classification errors relate to signatures, which are
often divided over multiple segments, and some of
them are classified either as Body or Disclaimer.
However, only errors on the segmentation and clas-
sification of the email body affect the performance
of the downstream components, since the rest of
the components is not used within the pipeline. We
also test Llama-3.1-8B (Touvron et al., 2023) and
Qwen-2.5-7B-Instruct (Yang et al., 2024) as an al-
ternative solution for parsing HTML. However, we
obtain a fully correct output only for 10% of the
tests, with a much higher computational resources
usage. More details can be found in Appendix A.2.

4.2 Entity Extraction

We test the entity extraction on manually annotated
proprietary business emails. The entity types eval-
uated include client and firm identifiers, security
IDs, and trade economics (dataset statistics in Ap-
pendix A.7). We also test the extraction properties
of LLMs, specifically Llama-3.1-8B and Qwen-2.5-
7B-Instruct in zero-shot and few-shot settings.

Table 1 demonstrates that AMP-EE significantly
outperforms LLM-based approaches, achieving the
precision and recall of ∼90% for firm and client
unique identifiers. The results for security IDs
were perfect, reflecting the robust rules and guide-
lines these identifiers follow within the financial
industry. Finally, for trade economics, our recall-
heavy entity extractor maintained a high recall rate
of ∼90%, ensuring that almost all relevant enti-
ties were identified. In contrast, Llama and Qwen
struggle in zero-shot settings, failing to generalize
domain-specific financial entities. While their per-
formance improves with few-shot prompting, they
remain computationally intensive and less reliable
than AMP-EE, which is optimized for efficiency,
robustness, and real-world deployment. These re-
sults highlight the importance of using an ensemble
of techniques for different entity types.

4.3 Intent Recognition

We evaluate the performance of our intent
recognition methods using proprietary datasets
from three operations teams (Ops-X, Ops-Y, and
Ops-Z) and the publicly available Banking77
dataset (Casanueva et al., 2020) to assess gener-
alization. Banking77 is chosen as it closely mirrors
the structure and complexity of financial emails,
which are typically confidential. Detailed dataset
statistics are provided in Appendix A.8. We also
benchmark the effectiveness of LLMs, specifically
Llama-3.1-8B and Qwen-2.5-7B, in zero-shot and
few-shot settings to explore their capability in han-
dling domain-specific intent classification.

Performance The experimental results demon-
strate that AMP-LM exhibits a significant advan-
tage over RoBERTa in Ops-Z, primarily due to its
pretraining on data that closely matches the distri-
bution of Ops-Z. This allows AMP-LM to achieve
an impressive F1 score of 97.1%. In contrast, clus-
tering methods show relatively lower performance
across the datasets, highlighting their limitations in
handling complex intent recognition tasks.

LLMs like LlaMA and Qwen initially show low
zero-shot performance, perhaps due to a limited
exposure to the domain-specific language and jar-
gon prevalent in the financial sector. However, they
show considerable improvement in few-shot set-
tings. However, this improvement still comes at the
expense of utilizing larger models, which demand
more computational resources. Overall, AMP-LM,
a lightweight model, achieves state-of-the-art per-
formance across the compared models, making it
particularly suitable for processing the massive vol-
ume of emails encountered daily.

4.4 Human-in-the-loop

To assess the effectiveness of AMP-generated draft
replies, we compute usage rate metrics using two
complementary approaches. The first employs au-
tomatic recognition to classify drafts into total,
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Model Ops-X (7 classes) Ops-Y (11 classes) Ops-Z (3 classes) Banking 77 (77 classes)
Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

AMP-LM 71.2 71.2 71.0 69.2 69.4 69.0 97.1 97.1 97.1 93.4 93.2 93.2
RoBERTa 71.2 70.8 70.8 68.3 68.0 67.9 94.3 94.2 94.2 93.7 93.5 93.5
Clustering 52.1 60.7 54.5 25.0 36.9 27.9 50.7 67.6 53.2 48.9 41.7 43.5

Llama-3.1-8B 28.4 29.7 26.3 42.8 38.5 38.4 52.6 57.5 53.3 66.0 59.2 56.7
w/3-Shot 67.0 64.0 63.9 65.7 63.6 64.1 82.6 81.5 81.9 87.1 81.6 82.8
w/5-Shot 68.1 65.8 65.7 68.2 66.8 67.2 86.3 86.0 86.1 89.0 86.4 86.5

Qwen-2.5-7B 28.5 34.8 28.8 41.9 36.3 35.2 76.8 71.2 72.0 70.5 62.0 61.5
w/3-Shot 65.0 64.2 63.6 62.8 60.0 60.1 84.8 83.4 83.7 92.0 91.2 91.2
w/5-Shot 65.9 66.0 65.3 64.6 63.1 63.0 87.9 87.3 87.5 92.9 92.4 92.4

Table 2: Intent Recognition: Performance of models (in %) across Ops-X, Ops-Y, Ops-Z, and Banking77. AMP-
LM and RoBERTa results are mean values across three runs using different random seeds.

partial, or no use scenarios (Section 3.6), while
the second relies on human evaluators assigning
labels to these categories. Interestingly, we ob-
served discrepancies between automated and hu-
man evaluations. The automated evaluation fo-
cuses on whether all relevant information was re-
trieved, whereas human annotators assess how well
the draft aligns with the user’s intent and inquiry.
Additionally, during the early stages of adoption,
users often reformulate, summarize, or tailor the
draft to better match client-specific requirements.
Due to proprietary constraints, we cannot disclose
aggregate results. However, moving forward, we
aim to incorporate user modifications into a feed-
back loop, enabling AMP to continuously refine its
outputs. By analyzing added or removed entities
and structural adjustments, we can enhance AMP’s
adaptability and response accuracy over time.

4.5 Pipeline Results

To evaluate performance at each stage, we assessed
each module sequentially using a consistent set
of 200 manually annotated emails. Among these,
our entity extraction and intent recognition models
identified 58 emails as either lacking entities or hav-
ing intents outside the pipeline’s scope. From the
remaining emails, drafts were successfully gener-
ated for 58.5% of the test set. The primary reasons
for the failure to generate drafts were as follows:
(a) False positives in the entity extraction or intent
recognition stages led to invalid database queries,
as no corresponding records were found. (b) Some
transactions were either outdated or canceled, re-
sulting in an inability to locate them in the database.
Finally, we observed that 67.5% of the generated
drafts were used by humans. The reasons for less
than full adoption are discussed in Section 4.4.

5 Conclusion

In this work, we introduced a pipeline for the au-
tomated processing of corporate email messages,
detailing its core components: message parser, in-
tent recognition, entity extraction, and the AMP-
LM model. Through comprehensive evaluation, we
demonstrated the strong accuracy and reliability of
each module, as well as the overall pipeline, when
tested against human-annotated datasets. These re-
sults establish the pipeline as an effective tool for
streamlining email workflows, significantly reduc-
ing the time employees spend on routine tasks and
enabling greater operational efficiency.

6 Limitations

A key limitation of this work is lack of publicly
available datasets for financial email automation,
making it difficult to benchmark across industries.
While we use proprietary datasets for evaluation,
data privacy constraints prevent public release.
Banking77 offers insights into financial text pro-
cessing but is not an email corpus and provides
only directional guidance for email-related tasks.

While we compare AMP’s performance against
Llama-3.1-8B and Qwen-2.5-7B, due to compute
and production environment constraints we have
not been able to compare with larger LLMs. Addi-
tionally, the pipeline-based architecture introduces
challenges such as cascading errors, where failures
in early stages impact later stages, and higher main-
tenance complexity due to interdependent modules
(see Appendix A.12 for production challenges).

Processing attachments adds another layer of
complexity, as irrelevant or excessively large files
can cause system timeouts. Lastly, AMP does not
currently support image processing within emails,
limiting its ability to extract insights from embed-
ded screenshots. Future work could explore multi-
modal approaches to address this gap.
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Disclaimer This paper was prepared for informa-
tional purposes by the Artificial Intelligence Re-
search group of JPMorgan Chase & Co. and its
affiliates “JP Morgan”) and is not a product of the
Research Department of JP Morgan. JP Morgan
makes no representation and warranty whatsoever
and disclaims all liability, for the completeness, ac-
curacy or reliability of the information contained
herein. This document is not intended as invest-
ment research or investment advice, or a recom-
mendation, offer or solicitation for the purchase
or sale of any security, financial instrument, finan-
cial product or service, or to be used in any way
for evaluating the merits of participating in any
transaction, and shall not constitute a solicitation
under any jurisdiction or to any person, if such so-
licitation under such jurisdiction or to such person
would be unlawful.
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A Appendix

A.1 AMP-LM
We experimented with RoBERTa using two ap-
proaches to further pre-train it on financial email
data. In the first approach, we treated entities in
the corpus as whole units, replacing them with spe-
cial tokens before performing MLM. These entities
were those extracted by the entity extractor (Sec-
tion 3.3). This was based on the assumption that the
model will be encouraged to learn the surrounding
context to infer what the masked entity could be,
rather than attempting to learn the patterns of enti-
ties themselves. The second approach allows MLM
to be performed on the data without replacing en-
tities with special tokens. As a result, the model
processes the entire data as it is originally repre-
sented in emails. Interestingly, the latter approach
leads to satisfactory performance on downstream
tasks, as shown later in experiments.

A.2 Message Parser
Experiments are run on a machine equipped with
a 16-core AMD EPYC 7R32 CPU, paired with
128GB of RAM and a 24GB Nvidia A10G GPU.
The expected output is a python list where elements

are the emails of the chain. Each email is a dictio-
nary with keys "Body" and "Header" to separate
content from metadata, and the body is a list of seg-
ments, where a segment is a dictionary containing
the content mapped to its type. Tables are dictio-
naries of columns mapping to rows and rows are
dictionaries mapping row numbers to cell data.

AMP parser The most frequent discrepancies be-
tween the parser results and human annotations re-
gard the classification of images and tables appear-
ing in the signatures or disclaimers. The human
annotators prioritize the semantic level, classifying
them as signature or disclaimer, while the parser
prioritizes the syntactic information assigning the
class Image or Table. We did not account for errors
on image classification because images are not yet
supported, and thus they have no influence on the
downstream components. Nevertheless, signatures
proved to be the hardest part for the parser, with
frequent errors on classifying parts of signatures
as Unknowns or Disclaimers. Signatures proved to
be difficult also for segmentation, where a typical
error is incorporating in a signature segment short
disclaimers like “Internal only”.

LLM parser We tested Llama-3.1-8B (Touvron
et al., 2023) and Qwen-2.5-7B-Instruct as an alter-
native solution for parsing HTML. This approach
is much more demanding in terms of hardware
resources (in particular memory) and time, and pro-
vides overall worse performances than the AMP
parser (Table 3). The LLMs struggle to produce
the format required by the downstream tasks and
shows poor segmentation performances, producing
a correct segmentation and classification only in
10% (Llama) and 6% (Qwen) of the tests.

Large emails, typically carrying a long conver-
sation history, struggle to fit in memory: with
the model: 22.5% (45 emails) of the data can-
not fit with Llama in the available memory, while
for Qwen 18.5% of the data (37 emails). When
Llama produces an output 49.5% (99) of them are
in an incorrect format, that is, they cannot be con-
verted into a valid python object. Qwen produces a
valid python object for 32.5% (65) of the examples.
About half of the Llama formatting errors (46) are
due to the LLM adding extra text, e.g. “Here is the
parsed output:. . . ”. Manually removing such text
reveals that the majority (35) would have been a
valid python object. Qwen presents this type of be-
havior as well, but only on 9 examples. However, in
89 instances (44.5%) Qwen returns an invalid for-
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mat because it fills the output string with the repeti-
tion of a short substring of the HTML input or sim-
ply an HTML tag like <div>. Llama valid outputs,
28% (56) of the emails, show good classification
performances, with 40 emails with all segments
classified correctly (71.4% of the valid outputs),
but low segmentation performances, with only 20
emails (35.7% of the valid outputs) correctly seg-
mented. Similarly, Qwen shows stronger classifica-
tion performances, with 41 correct class predictions
(63% of the valid outputs), than segmentation per-
formances, with only 12 emails (18.5% of the valid
outputs) correctly segmented. In both cases several
errors regard the isolation of the first email, a task
where the AMP parser did not make mistakes.

Segment Class Format Time
AMP parser 81.5% 63.5% 100% 0.11s
Llama-3.1-8B 10.0% 20.0% 28.0% 73.3s
Qwen-2.5-7B 6.0% 20.5% 11.0% 365.5s

Table 3: Parsing performance metrics Segment: first
email is isolated and segmented correctly. Class: all
segments are assigned the correct class. Format: output
is properly formatted. Time: average runtime per email.

A.3 Entity Extraction: Handling Multi-chain
Emails

In the case of a chain of emails, the last email might
not contain all the information needed to handle
the client intent. In this scenario, AMP has to
determine how far back to look into email threads
to extract the necessary information and identify
relevant queries. Additionally, the system must
ensure that it only captures entities that need to be
addressed, and does not act upon entities that have
already been dealt with.

Our proposed solution to this problem involves
implementing a “look-back” functionality that bal-
ances between not omitting important information,
and not overwhelming the user with already pro-
cessed entities. The system captures all the entities
if there have been only external conversations, and
the mailbox has received the query for the first time.
In the remaining cases, the system will perform a
look back into previous messages until an entity has
been identified. This functionality enables AMP
to capture relevant entities, which can be identified
from the previous messages, thus maximizing the
amount of emails in-scope for the system to handle.

A.4 Entity Extraction: Various Date Types
Extraction

For context-specific trade economics, such as iden-
tifying various date types (trade, settlement, and
payment dates), the AMP-LM model is employed
due to its ability to learn context-aware represen-
tations of entities. This is typically achieved by
treating the entity extraction task as a sequence
labeling problem, where BIO tags (Ramshaw and
Marcus, 1995) are assigned to tokens to identify
the Beginning, Inside and Outside of entities in
the text. This tagging system enables the model
to learn to capture contextual information around
each entity, allowing it to identify the specific type
of entity based on surrounding words and phrases.

A.5 Entity Extraction: Compressed Files
In the case of compressed files, like zip or tar
archives, the system decompresses the archive and
processes each file individually. Text and PDF files
within the archive are processed using the text ex-
traction methodology, while CSV and Excel files
are processed using the table extraction methodol-
ogy.

A.6 Intent Recognition: Email Features
In the context of intent recognition in emails, sev-
eral types of features accurately identify the un-
derlying intent. Features derived from the email’s
metadata were found to be very useful in the scenar-
ios discussed above. Examples include reports sent
from a specific email address, and emails gener-
ated by an automatic email failure detection system.
Some senders may consistently convey the same in-
tents based on business logic, and automated emails
may be part of a book-keeping process. Textual
features, found in the subject, body and attachment
of the email, are the most common and complex
modes of instruction. Attachments are common-
place in financial settings, and can provide instruc-
tions or supplement the information already present
in the email. Often, a mixture of all these features
is used, requiring intent recognition to work with
some or all of these features.

A.7 Entity Extraction: Evaluation Statistics
Statistics for the datasets used to evaluate each
entity type are presented in Table 4.

A.8 Intent Recognition: Evaluation Statistics
Statistics for the datasets used to evaluate intent
recognition are presented in Table 5.

823



EntityTypes # of Texts # of Entities
Client Id. 357 317
Firm Id. 357 81
CUSIP 357 34
SEDOL 357 24
ISIN 357 149
Other Econ. 540 237

Table 4: Dataset Statistics

Type Dataset Train Test Intents

Proprietary
Ops-X 2,920 730 7
Ops-Y 3,465 612 11
Ops-Z 1,512 379 3

Public Banking77 10,003 3,080 77

Table 5: Intent Recognition: Dataset Statistics

A.9 LLM Prompts

Parser You are an email parser responsible for
the segmentation and classification of emails. You
will receive as input an HTML string and you are
tasked with parsing the HTML as follows: 1) iso-
late the current email from the history of previous
messages that may be present below the most re-
cent content. 2) Segment the email into the differ-
ent elements and paragraphs, each segment should
represent a piece of information in the email of the
same type. 3. Assign to each segment the corre-
sponding type among: GREETINGS (for text that
represents a greeting), SIGNATURE (for any text
representing contact details of the sender), TABLE
(for any information in table format), IMAGE (for
images), DISCLAIMER (for text that represents
any form of disclaimer), BODY (for text that does
not belong to any of the previous types). If the
content of a table semantically belongs to another
type (different than BODY) then the other type has
priority over TABLE. You should use only these
types for the annotation and you should output only
the annotation in the following format. The out-
put should be a python list with a single dictionary,
where the key ‘Header’ is always {‘From’: ‘ ’, ‘To’:
‘ ’, ‘Subject’: ‘ ’, ‘Sent’: ‘ ’}, and the key ‘Body’
contains the list of segments. Each segment is a dic-
tionary with the keys ‘Content’, which contains the
segment information stripped of ALL its HTML
tags, and ‘Type’ which maps the segment to one
of the valid types. Tables should be a dictionary
of columns, where each column is a dictionary of
cells where the row number in string format maps
to the content of the cell. Do not output for any
reason any message in plain text outside this for-
mat. I will now give you an example HTML and
the corresponding annotation as an example of the

desired output format. It is imperative that you
respect this format when providing the annotation
as output.
Email body: <placeholder>
Desired parsed output: <placeholder>
Remember not to add any text outside the python
list!

Intent recognition Please categorize the fol-
lowing email into three categories according to
the nature of the request. Return the answer that
is strictly only the name of one of the categories
as provided below. Even if unsure, do not return
unknown, select a most likely category. Categories:
<List of answer options>

Entity Extraction You are an entity extractor.
You need to extract the following entities from
an email given to you in parsed format. Do not
produce any other verbiage. If you are not able to
find an entity just write N/A infront of it. Split
the entity types using ‘;’ and the format should be
Entity Type: All Entity Values. You need to make
sure to print all entity types that have been defined
even if they are not present. Entities that you
need to extract: Client Identifier; Firm Identifier;
CUSIP; SEDOL; ISIN; Other Trade Economics.
Some clues about various entity types: <Domain
specific details about entities 2>

A.10 Sample Outputs

For an intuitive understanding of the intermediary
outputs generated by AMP, we will walkthrough
the pipeline with the example in Figure 1.

Section 3.1 already details the type of structured
values that will be provided by the legacy message
parser. The use case mapper will consume this
output and produce an appropriate use case, say
OPS TEAM 1.

The entity extractor determines the scope of en-
tities that need to be extracted using the generated
use case tag, OPS TEAM 1. It then applies the
corresponding text and table based extractors to
come up with the entities. In this case, the output
would look like {client_identifier: "CIDTA12",

firm_identifier: "F34GP5", isin: "US1234567892",

trade_date: "16-07-24", settlement_date: "17-07-24",

account_number: "A12345", portfolio_id: "P6763"}.

This output along with the email and use case tag is

2Not shown here due to proprietary reasons.

824



then consumed by the Intent Recognition module,
which determines the scope of applicable intents
using the use case tag, OPS TEAM 1. in Figure 1,
the text will be assigned to a cluster called INTENT

CATEGORY 1 based on a trained clustering model.
Alternatively, if the AMP-LM model is being used,
then the input email is fed to the model with a
classification head which would predict the class
called INTENT CATEGORY 1. Finally, depending
on the use case the appropriate action would
be selected and in this case it would be Reply
Generation. Once this action executes and data is
returned from the database, the template would be
composed and presented to the user. For instance,
the generated reply would be rendered as:
Hi Jane,

Please find the status of your transactions below:

<custom table>

Thanks,

AMP

A.11 Comparison of AMP-LM and RoBERTa
for Intent Recognition

Table 6 represents the F1 scores of AMP-LM and
RoBERTa on the intent recognition task. We report
the mean across three independent runs using dif-
ferent random seeds. It can be noticed here that
AMP-LM outperforms RoBERTa by 0.2% for Ops-
X, by 1.1% for Ops-Y and by 2.9% for Ops-Z.
The higher margins in Ops-Z could be attributed to
the fact that AMP-LM was further pretrained using
data drawn from this team. In Banking77 however,
we notice that RoBERTa outperforms AMP-LM by
0.3%.

Model Ops-X Ops-Y Ops-Z Banking 77
AMP-LM 71.0±0.3 69.0±0.3 97.1±0.2 93.2±0.1

RoBERTa 70.8±0.7 67.9±0.4 94.2±0.8 93.5±0.1

Table 6: AMP-LM vs RoBERTa: F1 scores (in %) of
AMP-LM and RoBERTa across three operational teams
(Ops-X, Ops-Y, Ops-Z) and public data Banking77.
Results represent the mean values obtained from three
independent runs using different random seeds.

A.12 Discussion
When transitioning our pipeline from development
to production, we encountered numerous chal-
lenges. These included managing dependencies
on critical tools and technologies, addressing in-
frastructure complexities, adapting to evolving user
needs, and upholding stringent security and qual-

ity standards to ensure a robust solution. A sig-
nificant hurdle was our reliance on other tools
and technologies. Effective UI design and seam-
less database management were essential for the
pipeline’s functionality. Meeting Service Level
Agreements (SLAs) and ensuring scalable infras-
tructure were crucial to maintain reliability under
varying workloads. Understanding user require-
ments posed another challenge, as initial automa-
tion needs were often unclear. Rigorous logging
practices were implemented to monitor through-
put, error rates, and latency, enabling timely ad-
justments and optimizations. Adherence to firm-
wide production release controls and rigorous code
quality standards was mandatory throughout the
deployment process. This included comprehensive
security and vulnerability scans to protect sensitive
data and uphold system integrity.
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