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Abstract

Grammatical error correction (GEC) system is
a practical task used in the real world, show-
ing high achievements alongside the develop-
ment of large language models (LLMs). How-
ever, these achievements have been primarily
obtained in English, and there is a relative lack
of performance for non-English data, such as
Korean. We hypothesize that this insufficiency
occurs because relying solely on the parametric
knowledge of LLMs makes it difficult to thor-
oughly understand the given context in the Ko-
rean GEC. Therefore, we propose a Knowledge-
Augmented GEC (KAGEC) framework that
incorporates evidential information from ex-
ternal sources into the prompt for the GEC
task. KAGEC first extracts salient phrases from
the given source and retrieves non-parametric
knowledge based on these phrases, aiming to
enhance the context-aware generation capabil-
ities of LLLMs. Furthermore, we conduct vali-
dations for fine-grained error types to identify
those requiring a retrieval-augmented manner
when LLMs perform Korean GEC. According
to experimental results, most LL.Ms, including
ChatGPT, demonstrate significant performance
improvements when applying KAGEC.

1 Introduction

Grammatical error correction (GEC) task aims to
detect and correct textual errors in a given source
sentence. In the real world, GEC is a practical and
essential task used in applications such as writ-
ing assistance and language teaching (Rothe et al.,
2021a; Bryant et al., 2023; Zhang et al., 2023).
The development of large language models (LLMs)
has led to the integration of various tasks with
LLMs and has shown remarkable performance (Wu
et al., 2023; Fang et al., 2023; Maeng et al., 2023).
The recent GEC studies have also achieved decent
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(b) Knowledge-Augmented GEC (KAGEC)

Figure 1: Overview of the proposed knowledge-
augmented grammatical error correction (KAGEC)
framework. The (a) part at the top shows the existing
approach to perform the GEC task using LLMs and
prompting. The (b) part at the bottom shows KAGEC’s
multi-step correction process. The | purple arrows rep-
resent the first step, salient phrase extraction, and the
pink arrows indicate the second step, knowledge re-
trieval. Aug. Input indicates the input prompt augmented
with retrieved external information.

outcomes by focusing on leveraging LLMs’ inher-
ent knowledge through prompting methods (Loem
et al., 2023; Bryant et al., 2023).

However, these achievements have been mainly
in English, which is heavily used in LLMs’ training
and have not shown the same level of superiority for
non-English data including as Korean, compared to
pre-trained language models (PLMs) (Kwon et al.,
2023; Maeng et al., 2023). Figure 1 (a) shows the
actual generation results of the conventional GEC
approach with LLM !. The source sentence “A1 4=

=
SHA] 9= Alub= o} AL B Q. (An apple

IThis is based on the actual results of ChatGPT (GPT-3.5).
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that doesn’t make mistakes can’t do anything.)”
exhibits an error where the subject is described
as performing an action it practically cannot do.
Despite the mistake of ‘people’ being replaced by
‘apple’ in the source sentence, the LLM fails to
detect this error and outputs it as is in the target
sentence, leading to an under-correction problem.

We hypothesize that relying solely on the para-
metric knowledge of LLMs makes it challenging to
understand the given context in the Korean GEC
task thoroughly. We find the clue to mitigate this
issue by injecting linguistic information from exter-
nal sources to enhance understanding of the source.
Therefore, we propose a Knowledge-Augmented
GEC (KAGEQC) that refines information helpful for
performing the GEC task from external sources
and provides it in the prompt. We consider two as-
pects to provide relevant external knowledge for a
given input: i) salient information (Su et al., 2022)
and ii) relevant knowledge (Lee et al., 2019). By
identifying key keywords in the input and retriev-
ing information on these from external sources to
provide alongside LLMs, we can enhance LLMs
performance.

Figure 1 (b) represents the correction process of
KAGEC. It involves a process of extracting salient
key phrases from the source sentence, through
which the errored word ‘A}F1}= (apple)’ is identi-
fied. Afterward, Knowledge corresponding to the
extracted keywords is retrieved, and an augmented
input is built by including them. Through this
method, LLMs enhance their linguistic understand-
ing of the source sentence, recognizing the incor-
rect substitution of ‘people’ with ‘apple’ and pre-
cisely correcting it to “AFgh-S o}t Q- B 5[ Q.
(People who don’t make mistakes can’t do any-
thing.).” This indicates that KAGEC effectively
supports LLMs’ inherent capabilities by augment-
ing retrieval from non-parametric knowledge.

Furthermore, we conduct a detailed validation
for diverse error types in Korean GEC with LLMs
to identify those specifically requiring knowledge
augmentation. We provide additional experiments
and extensive analysis, including investigation of
qualitative results related to informativeness.

Our contributions are threefold: i) we catego-
rize and validate fine-grained error types for the
Korean GEC task, ii) we propose a Knowledge-
Augmented GEC (KAGEC) framework that en-
hances the understanding of context (source) by
furnishing non-parametric information as knowl-
edge, and iii) we demonstrate the effectiveness of
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KAGEC through extensive additional experiments,
including in-depth analysis and diversification of
external knowledge types.

2 Related Works

2.1 Knowledge-grounded Prompting Studies

Recently, the effectiveness of various prompt-
ing methods such as zero-shot chain-of-thought
(CoT) (Wei et al., 2022; Kojima et al., 2022) and
task decomposition (Zhou et al., 2022; Wang et al.,
2023; Zhang and Gao, 2023) has been demon-
strated as strategies to actively elicit knowledge
from LLMs. These methods have primarily focused
on actively and directly drawing out the parametric
knowledge of LLMs.

Conversely, there has been an emergence of re-
search incorporating non-parametric knowledge
to target knowledge-based generation in perform-
ing knowledge-intensive tasks (Guu et al., 2020;
Karpukhin et al., 2020; Lee et al., 2019). This is
achieved through the introduction and provision
of external knowledge as evidence. The Retrieval-
Augmented Generation (RAG) system is a repre-
sentative non-parametric approach (Lewis et al.,
2020; Mao et al., 2020; Shi et al., 2023). Studies
integrating external and LLMs’ inherent knowl-
edge, particularly in knowledge-intensive tasks like
open-ended question answering, have been pursued
through search methods (Khalifa et al., 2023; Jiang
et al., 2023; Ram et al., 2023).

However, there is a scarcity of research on en-
hancing GEC systems with knowledge from exter-
nal sources. Therefore, we are the first to apply the
non-parametric approach, which has shown excep-
tional achievements in knowledge-intensive tasks,
to the Korean GEC task.

2.2 Grammatical Error Correction Studies

Many existing GEC studies have addressed the task
by leveraging approaches from machine translation,
considering the task as translating error sentences
into correct sentences (Kaneko et al., 2022; Gan
et al., 2021; Cao et al., 2021). These studies con-
sider the GEC task as a process of translating er-
ror sentences into correct sentences. For instance,
many methods exist that perform corrections in a
black-box manner, utilizing sequence-to-sequence
models without detailed differentiation of error
types (Awasthi et al., 2019; Rothe et al., 2021b;
Tarnavskyi et al., 2022).



# Shots

Type 0 1 4 8 16
BLEU GLEU BLEU GLEU BLEU GLEU BLEU GLEU BLEU GLEU
Group 1: Types of sufficient performance
Spacing 4759 4762 60.17 5831 7697 7437 7940 7699 79.68  77.36
Punctuation 4756 4755 6250 61.17 79.64 77.72 84.85 83.17 88.67 87.14
Addition 4777 4690 60.23 57.85 71.01 68.10 7691 73.88 7650 73.24
Rotation replace 51.83 4948 59.10 5637 6749 6425 7446 71.80 76.04 7231
Separation 6490 6627 7149 70.85 8641 8549 87.06 86.54 8539 85.24
Foreign and conversion 50.50 4729 5928 5575 73.02 69.12 7850 74.65 7838  74.35
Consonant-vowel conversion  53.01  51.83  60.01 57.50 72.00 69.77 72.14 70.09 77.87 7491
G2pP 4537 4378 5929 57.19 7056 < 68.55 777714 7462 79.39  76.16
Postposition 5393 50.19 6274 59.25 6845 6545 7832 7573 77.11 7397
Suffix 49.07 4899 58.67 5792 74.03 7415 7557 7564 7561 76.57
Group 2: Types of performance increase with setting adjustment
Numerical 4172 37772  51.89 46.66 6397 5833 6853 6280 72.53 66.69
Remove 4237 41.27 53775 5090 60.02 5754 66.86 63.85 69.63 67.03
Tense 37.60 31.56 50.08 43.49 62.75 5346 6532 56.12 67.15 5892
Neologism 36.62 37.00 51.18 48.78 5957 5724 6527 62.13 69.02 66.46
Group 3: Types requiring new prompting
Element 4757 47.05 45.15 4396 55.19 5425 59.61 5881 62.68 62.19
Auxiliary predicate 51.44 5180 56.74 57.78 64.63 6432 7243 7476 69.64 70.49
Behavioral 43.66 3895 43,58 36.83 5279 4771 5735 5146 59.80 56.01
Avg. 46.58 4534 5545 53.19 6751 6531 72,02 69.79 73.63 71.52

Table 1: ChatGPT-3.5 results for different error types in the GEC task. Avg. denotes the average performance
of all error types. G2P refers grapheme-to-phoneme. we set the temperature as 0.2. Table regarding temperature

adjustments can be found in Appendix B.

With the advent of LLMs, research utiliz-
ing prompting methods to leverage parametric
knowledge has shown remarkable performance in
GEC (Wu et al., 2023; Fang et al., 2023; Loem
et al., 2023). However, such achievements are still
insufficient in non-English contexts (Kwon et al.,
2023; Maeng et al., 2023), and the utilization of
non-parametric knowledge remains limited. There-
fore, we enhance the context-aware capabilities of
LLM:s through the augmentation of non-parametric
knowledge.

3 Preliminary: Validation of Error Types

In this section, we assess the GEC capabilities of
each model across different error types and catego-
rize these types based on specific criteria. To con-
duct this validation, we employ ChatGPT, known
for its exceptional performance across a range of
downstream tasks.

3.1 Error Types for Korean GEC

Previous studies on LLMs for GEC often overlook
the variety of error types (Wu et al., 2023; Fang
et al., 2023; Maeng et al., 2023). However, because
different error types have their own characteristics,
achieving high performance in specific types does
not guarantee improvements across all types of er-
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rors. Therefore, it is necessary to investigate the
types that require improvement in the GEC per-
formance of LLMs (Koo et al., 2023; Zhao et al.,
2023). To this end, we utilize the error types estab-
lished in a prior study.

The K-NCT dataset, introduced by Koo et al.
(2022), is a Korean gold-standard test dataset for
the GEC task. Detailed descriptions of each error
type are provided in Appendix A. This dataset first
proposed fine-grained error types for Korean GEC
with considerations for balance, diversity, and fac-
tuality, making it an appropriate choice for our
validation dataset.

Our study encompasses error types that are iden-
tifiable within the context of a single sentence or
that have sufficient examples for conducting few-
shot experiments. Consequently, error types that
are not discernible within a single sentence or have
a scarcity of examples in the raw data are excluded
from our work scope.

3.2 Error Type Clustering

We first define criteria for categorizing 17 error
types and validate which individual error types
can be included in each cluster. We group the
error types into three categories as follows: 1)
Types for which LLMs already exhibit sufficient



performance (i.e., higher outcomes than average),
2) Types where adjustments in settings (e.g., the
number of shots or temperature) are effective, and
3) Types for which neither of the previous two
strategies is effective (requiring new prompting
approach). The ineffectiveness of providing var-
ious exemplars or adjusting the hyperparameters
indicates that there are limits to solving the GEC
problem in these error types with the parametric
knowledge of LLMs.

3.3 Validation Results by Error Type

Table 1 presents the GEC performance of Chat-
GPT across various segmented error types, includ-
ing zero-shot and one-shot results, along with few-
shot (4, 8, and 16) performances. Initially, error
types such as spacing, punctuation, addition, ro-
tation, replacement, separation, foreign and con-
version, consonant-vowel conversion, grapheme-to-
phoneme (G2P), postposition, and suffix fall under
the category of types with sufficient performance
(Group 1). These types demonstrate performance
above the average in both zero-shot and 16-shot
scenarios, indicating that LL.Ms possess adequate
understanding and capacity related to these error

types.

Error types, including numerical, removal, tense,
and neologism, are identified as the group where
adjustment of settings proves effective. (Group 2)
The performance significantly improves with an
increase in the number of provided examples. No-
tably, the numerical type shows a BLEU score im-
provement of 30.81 from zero-shot to 16-shots,
suggesting these types can be adequately addressed
by providing carefully crafted examples.

Lastly, element, auxiliary predicate, and behav-
ioral types are classified as requiring new prompts.
These types do not sufficiently improve with the
LLM’s parametric knowledge alone and necessitate
support through external knowledge. This demon-
strates that providing examples in a few-shot setting
or enhancing diversity by adjusting the generation
temperature is not universally effective across all
error types. Consequently, we focus on improving
the three identified types (element, auxiliary predi-
cate, behavioral) that are categorized as requiring
new prompts for improvement.
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4 Knowledge-Augmented Grammatical
Error Correction (KAGEC)

In this section, we propose an approach that
enhances the effectiveness of the GEC task
through a knowledge-augmented generation
method (KAGEC) by adopting the retrieval of
non-parametric knowledge.

In many knowledge-intensive tasks, such as
open-ended question answering, building a valid
pool of non-parametric knowledge and effective
retrieval plays a crucial role (Ram et al., 2023; Shi
et al., 2023). Due to the challenges of capturing
relevance in a zero-shot setting, recent studies have
demonstrated the efficiency and effectiveness of
involving LLM in the search process for relevance
modeling (Shao et al., 2023; Jiang et al., 2023).

Inspired by this, we first construct a set of knowl-
edge, K, that can finally enhance the generation
ability of LLMs. From this constructed knowledge
set, we retrieve a subset of knowledge, K°, that
is relevant to the given source sentence, s, and re-
construct the input with the retrieved knowledge.
Afterward, the input enriched with knowledge, s/,
supports the generative capabilities of LLMs, re-
sulting in the generation of the target sentence, t.

4.1 Knowledge Retrieval Set Construction

This work defines textual descriptions of dictio-
nary definitions for terminology registered in the
Korean dictionary as the necessary knowledge for
performing the GEC task. By injecting linguistic
information about salient keywords in the context,
we enable LLMs to serve context-aware GEC (Rad-
ford et al., 2019; Eisenschlos et al., 2023).

To construct a knowledge pool for retrieval, we
scrap definitions for each terminology from the
National Institute of Korean Language’s Standard
Korean Dictionary 2. The National Institute of Ko-
rean Language is an authoritative institution that
establishes norms for Korean linguistics 3. After-
ward, by refining these into a dictionary struc-
ture of term-definition pairs, terminology regis-
tered by the National Institute of Korean Language
becomes the key k, and its corresponding defini-
tion description becomes the value v. Thus, the
non-parametric knowledge set K is structured as

{k1:v1,ko :v2, .o ki s U )

2ht’cps: //opendict.korean.go.kr/main
Shttps://www.korean.go.kr/
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Element Auxiliary predicate Behavioral

Models BLEU GLEU BLEU GLEU BLEU GLEU
Baseline 47.57 47.05 51.44 51.80 43.66  38.95

ChatGPT KAGEC (Ours) 58.11 57.96 65.31 63.99 54.13 4583
CoT 35.89 3437 48.70 47.09 36.05 31.38
Decomposed 43.51  41.05 54.58 54.76 49.92 4391

Baseline 56.22 5524 58.12 58.41 5042 41.83

Gemini KAGEC (Ours) 62.89 62.94 57.97 60.06 58.72 53.11
CoT 48.18  47.75 49.65 50.00 41.62 37.50
Decomposed 50.05 50.99 56.24 58.07 51.29  46.90

Baseline 4588 45.80 52.13 51.80 38.72  33.35
Llama2-13B KAGEC (Ours) 52.11 49.37 30.91 32.71 38.85 33.60
CoT 40.43 4045 41.82 44.20 30.53  27.33
Decomposed 34.07 32.21 31.50 31.48 25.80  20.37

Baseline 4247  41.75 52.17 53.22 52.78  39.90
Llama2-70B KAGEC (Ours) 53.02 49.84 64.54 67.81 54.67 44.17
CoT 2478  23.15 31.53 36.10 3037  25.83
Decomposed 39.39  36.03 38.57 38.03 38.87 29.67

Table 2: Main results of KAGEC and other reasoning-enhanced prompting methodologies in LLMs. CoT stands for
zero-shot chain-of-thought, and Decomposed stands for task decomposition prompting method.

4.2 Input Reconstruction and Generation

Input Reconstruction. To construct the input s/,
which includes external knowledge for generating
the final answer (i.e., the target sentence t), the
given source sentence s is restructured in multiple
steps.

Initially, the given source sentence s is used as
a query to prompt the LLM to extract a set of top-
n key phrases, P®. Afterward, for each keyword
p; € P? extracted, corresponding definitions are
searched within the constructed knowledge set K.
The search process Ret(-) can be formalized as
follows:

Vj, if p; == /{j (kj S K)

otherwise

Ret(pi) = { (1)

p;EPs None,

If k; has homonyms, all retrieved descriptions are
used as knowledge.

Through this search process, the knowl-
edge subset K° corresponding to the source
sentence s is constructed, for example, as
{vp1s s Upys ooy Up, ps| }. By concatenating K'® with
the original given input s, the knowledge-
augmented input s’ is built.

Answer Generation. Finally, the input s’, con-
structed with the addition of retrieved external
knowledge, is fed into the LLM to generate the
final corrected target sentence t.

S Experiments

Detailed setups are described in Appendix C.

5.1 Prompting Methods

To evaluate the effectiveness of the method pro-
posed in this study, KAGEC, we compare it against
three other prompting methods: baseline (Wu et al.,
2023), zero-shot chain-of-thought (CoT)(Kojima
et al., 2022), and task decomposition(Zhou et al.,
2022)%.

The baseline prompt refers to the addition of
responses in Korean to the existing English GEC
prompt (Wu et al., 2023). Zero-shot CoT prompt-
ing introduces reasoning paths constructed with
a trigger sentence such as “Let’s think step-by-
step,” combined with the original task instructions
and input. This method aims to draw out intrinsic
knowledge to serve as evidence. Task decomposi-
tion prompting, inspired by the improved reasoning
capabilities observed when LLMs dissect complex
tasks or problems into smaller sub-claims, employs
a multi-step approach. It involves task instructions
that encourage the LLM to break down the GEC
problem into more manageable segments for reso-
lution.

5.2 Results

Table 2 shows the experimental results for each
method across three error types. Notably, the
KAGEC method uniformly demonstrates signif-
icant performance enhancements across all models
for ‘Element’ and ‘Behavioral’ error types.
Specifically, the ChatGPT model shows the most

*For detailed examples of prompt configurations, please
refer to Appendix D
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Element Auxiliary predicate Behavioral
Models BLEU GLEU BLEU GLEU BLEU GLEU
Baseline 4757  47.05 51.44 51.80 43.66  38.95
ChatGPT KAGEC (Ours) 58.11 57.96 65.31 63.99 54.13 45.83
Random Knowledge 49.67  49.13 42.18 43.37 52.82  45.02
Error Type Desc. 4945  45.58 61.28 58.83 49.04 41.53
Baseline 56.22 55.24 58.12 58.41 5042 41.83
Gemini KAGEC (Ours) 62.89 62.94 57.97 60.06 58.72 53.11
Random Knowledge 56.50 56.08 42.33 42.81 56.68  49.53
Error Type Desc. 3336 32.61 33.24 34.52 4129 3374
Baseline 45.88  45.80 52.13 51.80 38.72 33.35
KAGEC (Ours) 52.11 49.37 3091 32.71 38.85 33.60
Llama2-13B
Random Knowledge  9.79 10.74 20.77 22.87 1296 11.19
Error Type Desc. 16.77 16.77 32.56 33.59 20.67 16.35
Baseline 42.47  41.75 52.17 53.22 52.78  39.90
Llama2-70B KAGEC (Ours) 53.02 49.84 64.54 67.81 54.67 44.17
Random Knowledge  5.36 7.62 2.70 3.58 3.69 3.89
Error Type Desc. 11.61 1092 2.99 4.45 17.27  16.05

Table 3: GEC performance results of LLMs according to the type of knowledge provided as evidence. Random
Knowledge is when dictionary definition information of arbitrary terminology is provided. Additionally, Error Type
Desc. is a method of providing descriptions for all fine-grained error types.

considerable improvement when KAGEC is ap-
plied for the ‘Element’ type, achieving an uplift
of 10.54 %p in BLEU and 10.91 %p in GLEU
compared to the baseline approach. Except for the
Llama2-13B model, the KAGEC method also ex-
hibits the most robust performance for the Aux-
iliary predicate type. The performance decline of
KAGEC in addressing ‘Auxiliary predicate’ errors
in the Llama2-13B model is detailed in section 6.3.

80

= Baseline KAGEC ~mmE Keyword Only Random Keyword POS Tag Keyword

60

40

20

o

Element Auxiliary predicate Behavioral

Figure 2: Results for additional knowledge provision
methods in ChatGPT, i.e., ‘Keyword Only’, ‘POS Tag
Keyword.’

For reasoning-enhanced prompting methods,
namely zero-shot CoT and task decomposition,
there is a trend of performance reduction or in-
consistent gains relative to the baseline prompting.
CoT, in particular, tends to underperform across
all error types and models, with a notable average
performance decrease of approximately 20%p ob-
served in the Llama2-70B model. Moreover, while
the decomposed method indicates a minor score

increase for the ChatGPT and Gemini models in
Auxiliary predicate and ‘Behavioral’ types, it ex-
hibits inconsistent outcomes for the Llama2 mod-
els, resulting in decreased scores.

These results can be interpreted as demonstrating
the effectiveness of the KAGEC method in enhanc-
ing the GEC task performance through the incor-
poration of external knowledge into the prompting
approach. To gain a deeper understanding of the
outcomes between the KAGEC method and other
reasoning-enhanced methods, a qualitative analysis
comparing the results is conducted in section 6.2.

6 Analysis

6.1 Effectiveness of Retrieved Knowledge

We conduct additional experiments to ascertain
whether the provision of deliberately retrieved
knowledge actually guarantees effectiveness in the
GEC task. KAGEC enables LLMs to extract key
phrases from a source sentence and retrieve cor-
responding non-parametric knowledge. Table 3
demonstrates a performance comparison with two
other cases of providing knowledge, aiming to
prove the informativeness of knowledge integrated
through KAGEC as evidence.

‘Random Knowledge’ refers to replacing the
deliberately extracted knowledge based on key
phrases in the KAGEC method with random knowl-
edge (i.e., dictionary definitions of arbitrary terms).
‘Error Type Desc.” involves providing descriptions
for each detailed error type along with the input.
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Source Sentence

ol ¥l ol Zol A UshA Kl m AlolA] 22 A2 4]
(I want to stay cool this summer, so I want to new clothes.)

Target Sentence
ol o Folli= Al gstA Hula 4
o],

ol £& A= At

(I want to stay cool this summer, so I want to buy new
clothes.

(a) Predicted Results According to Prompting Method

Baseline

would like to buy new clothes )

O o Fofli= Al HSHA H AL A 614
22 M2 Aol - "2E A2 4
" "o A2 AT Ao gt mAlo]"
FAF M= A9} §HA| AL ofof
ok 28 A2 42 e
At 22 Aol o HHsHA AF
ENERERES

CoT (I want to stay cool this summer, so I want
to live anew clothes. - "want new clothes"
— "want to live anew clothes.": "want"
should be used in conjunction w1th the
verb "to live anew". Why want to live
anew clothes?: It is because I want to
spend the summer more comfortably by
wearing cool clothes.)

—Step 1

A& 4lof — A= Ao

(want to newly— bought new)

l:m?hrh‘_%

Decomposed | — Step 2

o|H o] Zolli= Al EotA Bl 4lofA
2= AE 4rol.

(I want to stay cool this summer, so I
bought new clothes.

“Top-n: [Ol‘:"]’ ‘A5 TATISHAT,
‘Huyjch, ] ([‘this’, ‘summer’, ‘cool’,
‘stay’, clothes )]

{{retrieved definitions} }

ol ofFoll= AlYESHA Eujn 4
O] A 25 AR AFIL 4l0].

(I want to stay cool this summer, so I
want to buy new clothes.)

KAGEC

(b) Predicted Results by External Information Types

— Top-n: [‘s}ta ) upae, ‘_1;_1_94_0]_\:-
‘Hojgd’, ‘“ﬂﬂ’] ([‘this’, ‘summer’,
‘cool’, ‘stay’, ‘clothes.’])

Random {{random definitions} }

ol o Eell= AldstA HEuin 4
ol 22 A AL Alo].
(I want to stay cool this summer, so I

want to live anew clothes.)
= T Ol =]

— =] — 1
& M= Ak Aol g,
(Fwant—to—stay—eool—this—summer—so |
would like to buy new clothes.)

Type Desc.

Table 4: ChatGPT prediction examples (a) according to
prompting methods and (b) based on external informa-
tion types for element error type. Type Desc. indicates
the provision of the error type descriptions.

Since it is unknown which error type the given
source sentence falls into during inference, all de-
tailed error types are provided. For example, for

the auxiliary predicate error type, a description like
“Using auxiliary verbs that do not conform to gram-
mar. This occurs...” is contained.

Providing random knowledge results in perfor-
mance degradation for all models for the auxiliary
predicate type and shows only slight performance
increases or decreases for the other error types
across models. This indicates the high informative-
ness of providing knowledge that is deliberately
relevant to the given source sentence. Moreover,
providing descriptions of error type classifications
instead of knowledge about dictionary definitions
generally results in poor performance across most
models and error types. For instance, the Gemini
model exhibits a performance decline of over 20%p
for the ‘Element’ type compared to the baseline
method, which can be interpreted as the provided
descriptions acting as noise.

Furthermore, Figure 2 demonstrates the results
for additional knowledge provision methods in
ChatGPT. ‘Keyword Only’ refers to cases where
only key phrases are provided in the input prompt
as additional clues, without corresponding knowl-
edge in the dictionary. In the ‘POS Tag Keyword’
method, keywords are extracted through the POS
tagger (Park and Cho, 2014) instead of LLMs.
In comparison with various knowledge provision
methods, KAGEC continues to exhibit the most su-
perior performance. Therefore, the effectiveness of
KAGEC in enhancing understanding of the context
through the provision of relevant semantic informa-
tion can be observed.

6.2 Qualitative Analysis

Table 4 shows the generated results according to
each method for the ‘Element’ error type in the
ChatGPT model’. According to Table 4 (a), the
baseline method, which provides only the task in-
struction alongside the source sentence, arbitrar-
ily deletes a dependent clause. Moreover, exist-
ing multi-step reasoning-based prompting methods
are observed to have errors in intermediate steps
that negatively affect the final response generation.
The zero-shot CoT method exhibits errors in cre-
ating reasoning paths that propagate to the final
correction result. Similarly, the Task decomposi-
tion method, which breaks down the correction
task into several sub-tasks for multi-step reasoning,
shows comparable errors. An error made in Step 1,
replacing ‘41 o] (want)’ with ‘4t¢] (bought)’, leads

SFor qualitative analysis of other error types and models,
refer to Appendix E
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to an incorrect modification of the sentence’s verb,
and this mistake from Step 1 is directly applied
when generating the entire target sentence in Step
2. In contrast, when applying KAGEC, an appro-
priate contextually fitting correction is performed
from ‘4]o] (want to)’ to ‘AFal 41 o] (want to buy)’
based on salient key phrases.

According to Table 4 (b), providing random ex-
ternal knowledge generates contextually inappro-
priate results. For example, it is observed that the
verb ‘“2t} (live)’, which does not match the noun
‘2 (clothes)’ at all, is newly added as the main verb.
Furthermore, unlike when dictionary definitions
are provided as knowledge, feeding descriptions
for GEC error types alongside the input, similar to
baseline prompting, results in the arbitrary deletion
of the original sentence’s dependent clause. This
implies that input and relevant external knowledge,
which is deliberately retrieved as in KAGEC, facil-
itates the model’s understanding for generation.

6.3 Generalization for Various LLMs

In this work, experiments were conducted on vari-
ous LLMs. Based on the experimental results, we
discuss the generalizability of KAGEC across dif-
ferent LLMs. Particularly, according to Table 2,
while most models show performance improve-
ment when applying KAGEC, the performance of
the Llama2-13B model in the ‘Auxiliary predicate’
type is an exception, displaying a decline.

Firstly, for the ‘Auxiliary predicate’ type, the
Llama2-13B model exhibits the highest perfor-
mance with the baseline method. The application
of other methods, including KAGEC, tends to re-
sult in a minimum decrease of 10 points in BLEU
and 7 points in GLEU score. In contrast, in the 70B
model, while the performance drops compared to
the baseline when applying CoT and Decomposed,
similar to the 13B, the application of KAGEC re-
sults in a significant increase of 12.37%p in BLEU
and 14.59%p in GLEU.

Hence, these outcomes can be interpreted as
stemming from the differences in the number of
parameters between the models. This is fundamen-
tal because the 70B model’s capability to follow
instructions is significantly superior to that of the
13B model, as indicated in Table 5. Although both
the 13B and 70B models were provided with the
same knowledge subset by extracting the same key
phrases, the final generated outcome was incorrect
for the 13B model, whereas the 70B model pro-
duced the correct answer.

Source Sentence

2 AZE B meA W 6k A4 A,
(But I would have wanted to keep it a secret without the patient
knowing.)

Target Sentence

Y A8t A H]U 2 St Ao A L.
(But I want to keep it a secret without the patient knowing.

Llama2-13B Prediction

A7F 2 B2 aER kA A5 71 (
Baseline | correction: |7} instead of 1&g, 4157}

instead of 41314 Q)

= Top-n: [“FAY  CHEAP I E ST

41901 Q°] ([‘patient’, ‘without knowing’,

‘secret’, ‘want to’, ‘do’])

{{retrieved definitions}}

Output: 1" A7} &2 A5E T

Alo] . ¥’
KAGEC AolA Q. (Corrected sentence using the

keywords and their explanations) Explanation:
* 312} (hwan-ja) means "patient" in Korean.
* 27| (mo-r-ge) means "secretly" or
"privately" in Korean. * H]% (bi-mil) means
"secret" or "private" in Korean. * 5} (ha-go)
is a filler word used to indicate a desire or
intention. Therefore, the corrected sentence
should be: "1#4| A7} &#} 285 w11
A8l 42" (I want to receive treatment as a
patient privately).

Llama2-70B Prediction

a9 A7E g meA U e sl A
Lt} (Correction: 41314 & should be 2]

A
A

Baseline
4yrh
— Top-n: ["€2F, "H 2], "HU=", “5fal’,
219101 Q°] ([‘patient’, ‘without knowing’,
‘secret’, ‘want to’, ‘do’])

KAGEC | {{retrieved definitions}}

Correction: 189 A7} 2 H=2A
B2 5}31 410] A Q. Explanation: 4] o] A]
Q is more natural way to express the past
tense in informal speech.

Table 5: Prediction examples of Llama2 models (13B
and 70B) for auxiliary predicate error type.

7 Conclusion

LLMs have demonstrated exceptional generative
capabilities in GEC systems. However, their per-
formance in non-English languages, such as Ko-
rean, remains relatively lacking. We hypothesize
that relying solely on the parametric knowledge of
LLMs makes it challenging to understand the given
context in the Korean GEC task thoroughly. To ad-
dress this, we propose the Knowledge-Augmented
GEC (KAGEC) method, which consists as follows:
it extracts the top-n key phrases, retrieves defini-
tions for these terms, and reconstructs the input
for generation. Afterward, this augmented input
is fed into LLMs to enrich the generated answer
(target sentence). Moreover, through detailed val-
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idation of LLMs, we investigate the error types
requiring knowledge augmentation for the Korean
GEC task. Experimental results indicate that the
proposed KAGEC method consistently leads to per-
formance improvements across various LLMs and
the target error types. Through KAGEC, we can ef-
fectively support the inherent capabilities of LLMs
by augmenting non-parametric knowledge.

Limitations

In conducting our experiments, we adhered to a rig-
orous and transparent process to ensure a fair com-
parison across different methods and models. We
meticulously designed our experimental setup to
minimize biases and external influences that could
affect the outcomes. Despite our efforts to maintain
the highest standards of experimental integrity, it is
important to acknowledge the limitations inherent
in our study.

Firstly, the variability in results due to the de-
pendency on the version of the models used cannot
be overlooked. Given the dynamic nature of Large
Language Models (LLMs), the outputs generated
can vary significantly with each execution, making
it challenging to guarantee consistent results across
runs.

Furthermore, our validation experiments faced
constraints due to the limited availability of dataset
resources. Specific segmented error types, such as
“Typing Language Error’, were excluded from our
validation targets due to the difficulty in acquiring
a sufficient number of examples for few-shot vali-
dation. This limitation highlights the need for more
comprehensive datasets that cover a broader range
of error types to enhance the robustness of GEC
systems.

The use of APIs introduced another limitation re-
lated to cost, which restricted our ability to employ
a diverse range of models for validation, particu-
larly for detailed error types. Our study primarily
relied on ChatGPT, and while this model provided
valuable insights, the inclusion of additional mod-
els could have enriched our findings.

Lastly, our experiments focused exclusively on
the Korean language. While this focus allowed for
an in-depth exploration of GEC in a non-English
context, it also underscores the necessity for future
research to extend to multi-lingual settings or to
investigate aspects related to language transfer. Ex-
panding the scope of research to include multiple
languages would not only broaden the applicability

of our findings but also contribute to the develop-
ment of more versatile and effective GEC systems.

Ethics Statement

In this section, we discuss the key ethical consid-
erations related to the approach proposed in our
work.

Firstly, the dataset K-nct (Koo et al., 2022) uti-
lized for validating LL.Ms and experimenting with
prompting methods in this work is a linguistic re-
source that includes sentences with grammatical er-
rors and their corrected versions within the Korean
domain. As such, it does not entail privacy issues,
since it consists of constructed examples specifi-
cally designed for research purposes and does not
contain personally identifiable information or sen-
sitive data.

Next, our validation and experimental work in-
volves generating responses using LLMs. While
careful attention has been paid to prompt engineer-
ing to mitigate risks, there still remains the potential
for issues related to the generated content. Given
the nature of prompt engineering, which is heavily
influenced by the biases and preferences of human
engineers, not all intended effects may be fully
controlled. Moreover, with updates and versions of
LLMs evolving, there is a possibility that inappro-
priate results could be generated. This underscores
the importance of ongoing monitoring and evalua-
tion to ensure that the outputs remain relevant and
appropriate, adhering to ethical standards in natural
language processing and Al research.

We acknowledge these ethical considerations
and strive to conduct our research responsibly, with
an awareness of the implications of our work on
broader societal and ethical norms.
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A Error Type Descriptions

The following are descriptions of some of the seg-
mented error types for Grammatical Error Correc-
tion (GEC) in the K-NCT dataset (Koo et al., 2022),
used for validation in section 3 and experiments in
section 5.

* Spacing: This violates the Korean spacing
rules.

¢ Punctuation: Punctuation marks are not at-
tached in Korean sentences or are attached
in the wrong position.

* Numerical: Cardinal number indicating quan-
tity and the ordinal number indicating the or-
der are in error.

* Remove: Some words are not recognized, or
endings or suffixes are omitted.

* Addition: Same word is repeated, or an unused
postposition or ending is added.

» Rotation replace: Order of syllables changes
within a one phrase.

* Separation: Separating consonants and vowels
in characters.

» Foreign and conversion: Writing differently
from the standard foreign language pronunci-
ation.

* Consonant vowel conversion: Spelling error
in non-speaking alphabet units.

* Grapheme-to-phoneme (G2P): Writing
spellings according to pronunciation.

* Element: The Korean sentence components
are not equipped or the word order is not cor-
rect.

» Tense: Using a verb that does not match the
tense.

* Postposition: Probing that does not fit the
grammar.

* Suffix: Using an ending that is not grammati-
cally correct.

* Auxiliary predicate: Using an auxiliary verb
that is not grammatically correct.
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* Behavioral: Expressions that the subject can-
not perform.

* Neologism: Using grammar or new words that
are not included in the existing grammar sys-
tem.



B Additional Validation of Error Types

# shots

Type 0 1 4 8 16

BLEU GLEU BLEU GLEU BLEU GLEU BLEU GLEU BLEU GLEU
Spacing 4593 4584 6332 6140 7631 7407 7889 76.18 80.22 77.71
punctuation 4897 49.14  63.11 60.69 80.59 7875 8459 8271 86.64 85.14
Numerical 4292 3898 52.61 4695 64.16 58.34 68.68 63.85 7345 67.63
Remove 45.05 4433 5310 51.39 5724 5485 6498 6193 67774 64.98
Addition 48.01 4737 59.14 5699 68.10 6559 7628 73.18 7631  73.33
Rotation replace 5143 5093 5872 5592 67.19 6421 7797 7420 76.61 73.66
Separation 57.01 58.17 7531 7458 85.85 8557 87.55 8722 85.06 84.89
Foreign and conversion 47.68 45.16 5823 56.03 7520 7159 77.18 72.88 80.34  76.43
Consonant-vowel conversion ~ 52.55 5096  60.50 5791 7098 68.88 7387 71.69 7815 7553
G2P 4740 4544 5993 57.17 7193 6998 7536 73.12 77.64 7477
Element 38.59 3885 4783 4645 56.84 5639 6399 63.11 64.13  63.52
Tense 4542  39.39  50.66 44.04 60.24 4933 7131 61.02 66.75 58.96
Postposition 4944 4725 62.86 59.10 6793 6532 73.09 71.01 7749 7385
Suffix 48.69 48.04 62.86 6226 73.79 73.65 7494 7505 76776  76.86
Auxiliary predicate 51.64 5207 52.18 53.04 66.73 6738 7229 74.05 7037 71.11
Behavioral 3890 3531 51.19 4574 5303 4733 5751 5132 5754 51.81
Neologism 3932 39.12 4732 4642 6156 59.54 66.68 64.15 6453  62.06
Avg. 47.05 46.06 57.07 5497 67.60 6539 72.66 7047 73.53 71.34

Table 6: ChatGPT-3.5 results for different error types in the GEC task. Avg. denotes the average performance of all
error types. G2P refers grapheme-to-phoneme. we set the temperature as 0.5.

# shots

Type 0 1 4 8 16

BLEU GLEU BLEU GLEU BLEU GLEU BLEU GLEU BLEU GLEU
Spacing 4492 4473 6336 61.68 7693 7469 79.84 7739 80.13 77.50
Punctuation 4556 4536 6473 63.18 80.01 7834 83.66 8194 88.60 87.12
Numerical 4273  39.10 5199 4643 64.14 5795 68.72 6373 7220 66.47
Remove 4334 4250 5279 5071 57.63 5556  65.14 63.06 67.59 64.70
Addition 5090 48.75 59.00 56.89 7132 6845 76.88 74.15 76.53  73.61
Rotation replace 46.89 4579 6289 5935 7081 66.73 7671 7322 77.82 74.64
Separation 5941 6152 7739 7683 8446 8431 8649 8631 86.33 85.78
Foreign and conversion 4536 4396 59.78 57.35 7487 7193 7786 7421 80.34 76.86
Consonant-vowel conversion  52.20 5091 60.84 5745 7211 70.07  73.66 7175 77774 75.16
G2P 46.70 4475 5845 5562 71.74 7047 79.01 7623 79.11 76.27
Element 39.82  40.17 4621 4643 5456 53.89 58.73 5724 58.17 5743
Tense 4435 3755 5076 4461 6149 5129 6587 5493 68.02 59.35
Postposition 4125 3924 6525 61.75 7238 70.61 76.11 7290 7571 73.52
Suffix 4592 4543  64.13 6358 74.10 7497 75.66 7558 80.13  80.61
Auxiliary predicate 48.12 50.23  54.65 56.04 66.50 6698 7246 7445 7515 76.73
Behavioral 39.52 3611 47.01 4280 5591 51.35 59.80 55.11 54.89 49.94
Neologism 37.92 3740 5226 4951 5896 56.74 66.04 62.67 6561 63.21
Avg. 4552 4455 57776 5578  68.07 66.03 7234  70.11 73.67 71.61

Table 7: ChatGPT-3.5 results for different error types in the GEC task. Avg. denotes the average performance of all
error types. G2P refers grapheme-to-phoneme. we set the temperature as 0.8.
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C Experimental Setup

Dataset. For the experiments, we utilize the K-
NCT dataset mentioned in section 3, which was
also used for validation earlier (Koo et al., 2022).
This dataset serves as a gold-standard test set for
the Korean GEC task, providing a newly defined
set of various error type classification guidelines
along with resources. The K-NCT dataset is pub-
licly available for research purposes, enabling any-
one to utilize it. In the released dataset, the authors
propose error type classification standards for Ko-
rean GEC research. These proposed types are based
on four significant criteria and are divided into 23
sub-categories, considering aspects of factuality
and diversity. The statistical information for the
text is provided in Table 8

K-NCT Test
Error sentence Correct sentence

# of sents 3,000 3,000

# of tokens 129,798 129,886
# of words 31,183 31,700
avg of SL A 43.27 43.29

avg of WS 10.39 10.57

avg of SS 9.39 9.57

Table 8: Statistics of our K-NCT dataset. # of

sents/tokens/words: number of sentences/tokens/words;
A avg of SL/WS/SS: average of sentence
length/words/spaces per sentence.

To construct a knowledge pool for retrieval, we
select definitions for each term from the National
Institute of Korean Language’s Standard Korean
Dictionary . The National Institute of Korean Lan-
guage is an authoritative institution that establishes
norms for Korean linguistics 7. The National In-
stitute of the Korean Language is a CC BY-SA
2.0 KR license. This license requires that reusers
give credit to the creator. It allows reusers to dis-
tribute, remix, adapt, and build upon the material
in any medium or format, even for commercial
purposes. If others remix, adapt, or build upon the
material, they must license the modified material
under identical terms. We acknowledge and utilize
the licensing information solely for academic and
research purposes. Table 9 shows National Institute
of Korean Language’s Standard Korean Dictionary
dataset

6https ://opendict.korean.go.kr/main
"https://www.korean.go.kr/

Error sentence Correct sentence

# of sents 568,128 568,128
# of tokens 1737,497 25,119,115
# of words 568,129 5,960,778
avg of SL A 3.06 44.21
avg of WS 1 10.49
avg of SS 1.76 9.49
Table 9: Statistics of our National Institute of

Korean Language’s Standard Korean Dictionary
dataset. # of sents/tokens/words: number of sen-
tences/tokens/words; A avg of SL/WS/SS: average of
sentence length/words/spaces per sentence.

Models. For the experiments, the LLMs
adopted include ChatGPT (OpenAl-Blog, 2022),
Llama2 (Touvron et al., 2023), and Gemini (Team
et al., 2023). Specifically, for Llama2, to investi-
gate the differences according to the parameter size
within the same LLM family, experiments were
conducted on both the 13B and 70B models. The
experiments with ChatGPT and Llama2 models
were carried out using the OpenAl API and Llama2-
api 8, respectively. For ChatGPT, the 1106 version
was used in the experiments. The Gemini model re-
sults were generated through the Google Al studio
API?.

Evaluation Metrics. For evaluation, the output
answers generated by the models are measured
against reference sentences using BLEU (Papineni
et al., 2002) and GLEU (Napoles et al., 2015)
scores, which are commonly utilized as evaluation
indicators in various deep learning-based grammat-
ical correction studies.

Since BLEU score evaluates word-based simi-
larity against a reference text, its applicability as
an assessment tool relies on the presumption that it
aligns with and anticipates the practical effective-
ness of such systems, gauged either through task
performance or user contentment. Also, as GLEU
score is an n-gram-based metric, it penalizes hy-
pothesis n-grams that overlap with the source but
not the reference and rewards hypothesis n-grams
that overlap with the reference but not the source.

8https: //github.com/1lamaapi/llamaapi-python
*https://ai.google.dev
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D Prompt Templates

Task Instruction

# zero-shot

Do grammatical error correction on all the following sentences I type in the conversation. Always
answer in Korean.

# few-shots

Referring to the example, do grammatical error correction that fit the given sentences. An example
of doing grammatical error correction is as follows: {{examples}}

Input (error sentence)

Ol odE0l= AIHSHAH EU HOM RS M2 40,
(I want to stay cool this summer, so I want to new clothes.)

Table 10: Prompt template for validation and baseline prompting. Under the # zero-shot is utilized as both a
verification and baseline prompt. In the verification process under the few-shot setting, add the # few-shots prompt.

Task Instruction

# Phase 1
Do grammatical error correction on all the following sentences I type in the conversation. Let’s
think step-by-step. Always answer in Korean.

# Phase 2
{{reasoning path}}

Do grammatical error correction that fit the given sentences. Let’s think step-by-step. Always
answer in Korean.

Input (error sentence)

Ol KdE0= AIAHSHAH 22 HOM RS M2 40,
(I want to stay cool this summer, so I want to new clothes.)

Table 11: Prompt template for chain-of-thought (CoT) prompting.
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Task Instruction

# Phase 1
Please detect word with any grammatical errors in the given sentence. Always answer in Korean.

# Phase 2
{{reasoning path}}

Based on detected errors, do grammatical error correction that fit the given sentences.

Input (error sentence)

O O§E0l= AldotA EUL AHOIM RS MZ A0
(I want to stay cool this summer, so I want to new clothes.)

Table 12: Prompt template for task decomposition prompting.

Task Instruction

# Phase 1
Please extract the top 5 most significant keywords from the given sentence. Always answer in Korean.

# Phase 2

Referring to the keywords and their explanations, do grammatical error correction that fit the
given sentences.

The keywords and their explanations are as follows.: {{examples}}

Always answer in Korean.

Input (error sentence)

o/t O{E0= Al&stA B 40M RS M= 4O,
(I want to stay cool this summer, so I want to new clothes.)

Table 13: Prompt template for KAGEC prompting.

Task Instruction

Referring to the keywords and their explanations, do grammatical error correction that fit
the given sentences.

The keywords and their explanations are as follows.: {{random examples}}

Always answer in Korean.

Input (error sentence)

o/t O{E0= Al&stA B 4OM RS M= 4O,
(I want to stay cool this summer, so I want to new clothes.)

Table 14: Prompt template for random knowledge prompting.
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Task Instruction

Referring to the error definition, do grammatical error correction that fit the given sentences.
The error definition is as follows:

- spacing: This violates the Korean spacing rules.

- punctuation: This occurs when punctuation marks are not attached in the sentence or misplaced.

- numerical: This occurs when a cardinal number indicates quantity and an ordinal number indicates
order.

..

- neologism: Using grammar or new words that are not included in the existing grammar system.
Always answer in Korean.

Input (error sentence)

Ol OS0l= AIHSHAH EU2 HOM RS AMZ 20,
(I want to stay cool this summer, so I want to new clothes.)

Table 15: Prompt template for error type description prompting.
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E Additional Qualitative Analysis

Following from section 6.2, we provide additional generated results for various Large Language Models
(LLMs) and error types according to each method.

Source Sentence

Z5 A e IEMA T= 7kl =7 2 7Tl AT (v]2] BAE =2 T3 53 STHaate] AH 8415 A U AT
(Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the money in advance) and
are distributed it to the people standing in line.)

Target Sentence

=2 A Sl IE0Al =9l 7he]=7F 2 7hgell A (v]e] BAE =2 S %3 sutdate #5215 AW L S
(Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the money in advance) and
distributed it to the people standing in line.)

ChatGPT Prediction

2o A e IsoAl T 7Iol=7F 2 7P8elA (WE] EAE =2 et =37 serdaAe] Als
25 7AW W T3l

(Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the
money in advance) and divided and provided it to the people standing in line.)

""""""""""""""""""" == A e SO S = U VRSIEVE 2 VPTOIA (AT AT =5 g o) STHIAr] A
A2 A Uy ok “nle] @AE EL g £a o] HEo] he wo] i, LR ATy FARE
ZFofo] w7 H|9lo B by Tl 2 MAstEG e

CoT (Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the
money in advance) and divided and provided it to the people standing in line. The part where it said “seeming
to have exchanged the money in advance” was written in casual language, and the verb "distributed" was
adjusted according to the subject, so it was changed to "divided and provided.")

Baseline

— Step 1
“ue] RAE EE 95 S5 i) By 057 gyt
(There is a grammatical error in the part “seeming to have exchanged the money in advance”.)

Decomposed — Step 2

=2 A e DS =4 7Hol =7t 2 7hEoll A vl 2] A E =2 2% <3t sehed#e] 295
E AW A+

(Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the
money in advance) and divided and provided it to the people standing in line.)

—Top-n: [‘S=Ql’, Trol & * &= obA" “ZIH’] ([*Chinese’, ‘guide’, ‘money’, ‘exchange’, ‘bill’])

{{retrieved definitions} }

RAGEC 22 A G 2B FFQ slol=st 2 APglA (nF BAE EL
A5 g2 5 AW L F

(Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the
money in advance) and distributed it to the people standing in line.)

B =3 swaA

pd his

oy

Table 16: ChatGPT prediction examples by prompting methodology for auxiliary predicate error type
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— Top-n: [“BZ2°, W7V, ‘ZE’, ¥, ‘B2’ ([‘dream road’, ‘school song’, ‘dzud’, ‘Yangjigun’,
‘soundproof’])

Random {{random definitions} }
=2 A e IEo7 T 7olEZE 2 THEellA (U] BAE =& & X9 sehdAE
A5 g2 E 7AW A
(Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the
money in advance) and are distributed it to the people standing in line.)
0 A YIS TS S TR ST PO AT (H] ] WA Sl S ey Sur e A

Type Desc 25 7AW e A

P ' (Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the

money in advance) and are distributed it to the people standing in line.)
—Top-n: [‘S=Q1", Tro| & =" A" “A]H’] ([*Chinese’, ‘guide’, ‘money’, ‘exchange’, “bill’])
{{retrieved definitions} }

KAGEC

=2 A e Iso7 T 7IolErt 2 RSl (ulE] BAE =2
A5 25 7AW L F

(Chinese guide pulled out a bundle of 50,000-won bills from a large bag (seeming to have exchanged the
money in advance) and distributed it to the people standing in line.)

A% 57 s

T R

rol

Table 17: ChatGPT prediction examples for auxiliary predicate error type based on External Information Types.
Source/Target/Baseline results are consistent with Table 16
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Source Sentence

EES Tpoas

AT oF % = S o

(An apple that doesn’t make mistakes can’t do anything.)

Target Sentence

2517 o AT oFF % F e,
(People who don’t make mistakes can’t do anything.)

ChatGPT Prediction
Ao = A= obF EE X 9
Baseline .
(An apple that doesn’t make mistakes
can’t do anything.)
O] S A R
27 £ 2HFE Bgo] opefg. “A%
S}A) GH= AL glola” 7 o HkE
ool 2. AP TAle] A2 A
CoT oFSj Q.
(“An apple that doesn’t make mistakes
can’t do anything.” is not a correct sen-
tence. “No one makes mistakes” is a more
correct expression. Instead of “apple” you
should use “person”.)
—Step 1
S Tholo]l B Ael 07t gl
(There are no grammatical errors in that
word.)
Decomposed
—Step 2
A% g AThe ofR dE %
Q.
(An apple that doesn’t make mistakes
can’t do anything.)
T R o S S
‘S R°] ([‘mistake’, ‘apple’, ‘don’t’,
‘anything’, ‘do’])
KAGEC {{retrieved definitions} }

st ore e ol dE
Aa.

(People who don’t make mistakes can’t
do anything.)

Table 18: ChatGPT prediction examples by prompting
methodology for behavior error type.
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- Top-n: [712E2P, ‘&, Ao,
A7, 7] ] ([‘symbolist’, ‘equivalent’,
‘saengdiei’, ‘new year’, ‘grass’])
Random {{random definitions}}
A5EA e JZEAE ofF I
T R,
(Symbolist who don’t make mistakes
can’t do anything.)
AGEEA P AT SR e
Type Desc. A .
(An apple that doesn’t make mistakes
can’t do anything.)
R T I EN AR S
‘S§R2°] ([‘mistake’, ‘apple’, ‘don’t’,
‘anything’, ‘do’])
KAGEC {{retrieved definitions} }
Aot e Age off dm 2
Q.
(People who don’t make mistakes can’t
do anything.)

Table 19: ChatGPT prediction examples for behav-
ior error type based on External Information Types.

Source/Target/Baseline results are consistent with Ta-
ble 18



Source Sentence

S22 Aokl = NBA 54| 5 T8 Lot FHAIE & 28 s 190 98 AN 2E7F Aol A et ASHA =
(The eve of the All-Star Game will be locally broadcast live by commentator Hyun-il Cho and caster Chan-woong Park, who
became famous for suffering nosebleeds during NBA broadcasts.)

Target Sentence

26 FOFAIE NBA 57 5 2 Zof AS o 2@ T oI7Fs AZE T @A A A AZ .
(The eve of the All-Star Game will be broadcast live locally by commentator Hyun-il Cho and caster Chan-woong Park, who
became famous for suffering nosebleeds during NBA broadcasts.)

Gemini Prediction

=B HopAlE NBA A § FuE Eof 78AIE B & 2 s et aizh-g 7| 2E7)
AN EA = Aot

Baseline ( The eve of the All-Star Game will be broadcast live locally by commentator Hyun-il Cho and caster
Chan-woong Park, who are became famous for suffering nosebleeds during NBA broadcasts.)
=SB AOFAI= NBA A & A0 5 20T 1 8AIS & 2L A B A EE 7 FA o1
AEAR. At ASA = E L7 AU A “BIA R E & o SAto| 22 st AR5
CoT of et “Fgieh S Aol 1 “A 5 A2 R AFgshel gyt ,
(The eve of the All-Star Game will be broadcast live locally by commentator Hyun-il Cho and caster Chan-
woong Park, who became famous for suffering nosebleeds during NBA broadcasts. “broadcast live locally”
is an error. are both verbs, so only one should be used. You can omit “locally’” and just use “broadcast live.”)
—Step 1
A ASA =
(locally broadcast live)
Decomposed — Step 2
=2EH okl = NBA S| & F1] 5 2ot A& & £ L sl o o kg A2 7 @ Aol A
ASA = At
(The eve of the All-Star Game will be broadcast live locally by commentator Hyun-il Cho and caster
Chan-woong Park, who became famous for suffering nosebleeds during NBA broadcasts.)
—Top-n: [*Z2EPA”, “HoFA”, ‘A, ‘2L’ ] ([‘All-Star Game’, ‘eve’, ‘broadcasts’, ‘Hyun-il Cho’])
{{retrieved definitions}}
KAGEC

22Epd FoA NBA 34 3 IuE ol RUAE & 2@Y SpESIUN WA AL}
oA AEA = gt

(The eve of the All-Star Game will be broadcast live locally by commentator Hyun-il Cho and caster
Chan-woong Park, who became famous for suffering nosebleeds during NBA broadcasts.)

Table 20: Gemini prediction examples by prompting methodology for element error type.

Random

— Top-n: [‘Mi A", ‘FY, ‘T, ‘vjn]’, ‘ZYAH]’] ([‘Matchiri’, ‘current month’, ‘Honam’, ‘Baemi’,
‘Reorganization’])

{{random definitions} }

S2Ed AobAlL NBA 34 % AnE 2ok RYAE @ 2@Y a9 g A2E}
AR A A4 H| = S A

(The eve of the All-Star Game will be broadcast live by reorganization by commentator Hyun-il Cho and
caster Chan-woong Park, who became famous for suffering nosebleeds during NBA broadcasts.)

Type Desc.

spacing: =284 JdOFA = NBA 7 500 S10] 5 ZoF Al E & =Y a1 -5 A28
7t @AM BEA = Zd_

(spacing: : The eve of the-All-Star-Game will be broadcast live locally by commentator Hyun-il Cho and
caster Chan-woong Park, who became famous for suffering nosebleeds during the NBA broadcasts.)

KAGEC

—Top-n: [*SAEPA, “HokA", “SAI", ‘XL’ ] ([‘All-Star Game’, ‘eve’, ‘broadcasts’, ‘Hyun-il Cho’])
{{retrieved definitions} }

SrEpd AoAl NBA 374 % #wE Zof §UAS @ 28Y HUAUY A Axe}
Aol M BEA = Zd Rt

(The eve of the All-Star Game will be broadcast live locally by commentator Hyun-il Cho and caster
Chan-woong Park, who became famous for suffering nosebleeds during NBA broadcasts.)

Table 21: Gemini prediction examples based on External Information Types. Source/Target/Baseline results are
consistent with Table 20
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Source Sentence

FAZA SR AASFE Bef FALE AAf6f B4
(Let’s commence advertising quickly starts from the ven-
dors we have secured thus far.)

Target Sentence

A FHIT AASTE T FALE ALl B
(Let’s commence advertising quickly starting from the
vendors we have secured thus far.)

Gemini Prediction

Baseline

WA S AT S AL
(I will start advertising quickly.)

CoT

A7 L EE AASFE wr=7 3
AE A2 H&. 1. "8 H SH should be
"5}H S because it is a past participle
of the verb "2+ K 5}t}." 2. "#E]" should
be "WF2 7" because it is an adverb and
needs to be in the adverbial form. 3. "A]
ZF5} B Z" should be "A] &5 HZ" be-
cause it is the polite form of the verb "

A|#Jsit.

Decomposed

—Step 1
NEENTES
(starts)

—Step 2

AA7EA] StEIF AAHE HAFHo=m
FAE AP 27 vy

(We recommend that you actively adver-
tise with the companies you have secured
so far.)

KAGEC

— Top-n: [3FA0°, SR AP, “AIZF,
“AA’] ([“advertising’, ‘secure’, ‘vendor’,
‘start’, ‘thus far’])

{{retrieved definitions} }

FA7EA FHI A EHE
FALE AlAe Ha

(Let’s commence advertising quickly
starting from the vendors we have secured
thus far.)

e

Table 22: Gemini prediction examples by prompting

methodology for auxiliary predicate error type.

- Top-n: [AE, ‘E5W, W,
‘w)o]’, ‘=gP] ([Jinam’, ‘Goltongdae’,
‘longitudinal section’, ‘Biui’, ‘collusion’])

Random
{{random definitions} }
AA7EA] SHI AAEHH Y
FE AztaiAl
(Start advertising quickly with the
vendors you have secured so far.)
spacing: AATIA] TS QA SE W

Type Desc. 3l e A2 e E %
(spacing: Let’s commence advertising
quickly starts from the vendors we have
secured thus far)
— Top-n: [FA0, “SFE AP, “ATAP,
“AA’] ([‘advertising’, ‘secure’, ‘vendor’,
‘start’, ‘thus far’])

KAGEC {{retrieved definitions} }
A7 g AAEFEH He
FAE AAel B
(Let’s commence advertising quickly
starting from the vendors we have secured
thus far.)

Table 23: Gemini prediction examples for auxil-

iary predicate based on external information types.
Source/Target/Baseline results are consistent with Ta-

ble 22
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Source Sentence

AT AT B = ToF e,
(When the box does the packaging, an additional fee must
be paid separately.)

Target Sentence

AJApo] 2SI whe =< Ujof ofu o).

(When packaging in a box, an additional fee must be paid

separately.)

Gemini Prediction

Baseline

TZ AT AT
vl w2 EZ of g,

(When the box is packed, an additional
fee must be paid separately.)

CoT

AP ISP W 5 ST FUIER
EAA A AEH0 2 AgE e,
AR} BAE 2 8 UoF g
g B TG A) Au| Al AR o
2 A0 o] o -8 7] %)
17} S Bpolu], jEA 02 A
w0 o] gt -2 Bpo] Foj7}
HA] FopEE AR A2 A
0% AEE e Al A Ap| i
AiE ABHER 0T SHotas

ol

(When the box does the packaging, an ad-
ditional fee must be paid separately. Pack-
aging services are provided individually,
and when packaging is done, an additional
fee must be paid. This sentence aims to
describe the part ‘packaging services are
provided individually,” and as it cannot
serve as the subject of the sentence, ‘Pack-
aging services are provided individually’
has been replaced with *Packaging ser-
vices are provided individually, so’ for
clarification.)

Decomposed

—Step 1
w5}
(When packaging)

—Step 2
AATE A we B ok )
ot

(When the box is packed, an additional
fee must be paid separately.)

KAGEC

— Top-n: [“AAp, 24, ", Bk,
‘Z&’] ([‘box’, ‘packaging’, ‘fee’, ‘sepa-
rately’, ‘pay’])

{{retrieved definitions} }

Aol 2std wE =g Ul &
Yt

(When packaging in a box, an additional
fee must be paid separately.)

Table 24: Gemini prediction examples by prompting
methodology for behavior error type.

Random

= Top-n: ["45, ASE, "T-HIA,
‘Zu-g, ‘o]E’] ([‘Waterproofing’,
‘sandy soil’, ‘picture postcard’, ‘Jogyoyu’,

‘blankets’])
{{random definitions} }

R
shUct BAbo| A > EZASHH
gr}. CEgstere wFe g
Folt ool el Azt
Ut CEgsEe 7
S = oo g
o A2 gAE s
.
(When the box does the packaging, an
additional fee must be paid separately.
The phrase ‘packaging’ is incorrect.
‘packaging is a non-subject form, and
thus cannot be used at the beginning of
a sentence. It should be changed to the
subject form ‘Even if packaging’ Revised
sentence: Even if the box is packaged, an
additional fee must be paid.)

Type Desc.

A 2l e =S doF T
(spacing)

(When the box does the packaging, an
additional fee must be paid separately.)

(spacing)

KAGEC

6%’ s
‘fee’,

— Top-n: ["AY, "4,
‘2] &1 ([‘box’, ‘packaging’,
rately’, ‘pay’])

‘sepa-

{{retrieved definitions} }
g TRt w2 =L o @
Yrt.

(When packaging in a box, an additional
fee must be paid separately.)

Table 25:

Gemini prediction examples for behav-

ior error type based on external information types.
Source/Target/Baseline results are consistent with Ta-

ble 24
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Source Sentence

wotg, w5l £ 45 = o} o] Waghct

(That’s right, I need the thing that height adjusts the exactly like that.)

Target Sentence

Sobe, @ 187 ol 24 HE Zo] dagc
(That’s right, I need the thing that adjusts the height exactly like that.)

Llama2-13B Prediction

Baseline

dota, ot Jejgt 240 Baghic
(That’s right, I need adjustments exactly like that.)

CoT

ghobq wH I A= ot A AUt &, =0 VP At RS EA o= T A=
= B JYt}. Correction: * & should be T (dan) * 71 7] should be “1E A (geureoke) * %7 =)= should
be Z7 &]+= (jogeum-eun) * 0] should be height (height) * 7] ©] should be ©Jiga (ee-ga) * © Q ghjct
should be @ Q $Ft} (pil-yoo-ham-ni-da) So the corrected sentence would be: Brot @, o 7127 A &)=
heighto] T Q@ $Hct.

Decomposed

—Step 1
failed the perform

— Step 2

Z2 AEE Aol a! o)Al £ grammarChecksl] HUth £ol& Z2Hste{H ojd Ao Zx
Also, do you have any specific word or part of the sentence you want to check?</p> <p>Here are some
possible grammar errors and suggestions for correction:</p> 1. & 12 7] Z# &]+= 1=0|7} (incorrect)</p>
Corrected version: & 18 7] A &&= o]0 (using the correct particle ©] to indicate the object of the
sentence)</p> 2. =0]E (incorrect)</p> Corrected version: 0|5 Z A5} (using the verb Z7%; the
correct verb for "adjust")</p> 3. 0|7} (incorrect)</p> Corrected version: 0|7} XA &= (using the
correct form %7 &] = to indicate the progressive aspect of the verb)</p> Please let me know if you would
like me to check any other parts of the sentence or if you have any other questions!

KAGEC

—Top-n: [‘GFo}Q”, “uwh I HA XA = o T ([‘That’s right’, ‘exactly’, ‘like that’, ‘adjusts’, ‘height’])
{{retrieved definitions} }

Wgora! g o o) 28A 2HCH s e wol(ES A4S Aol agdyrh
(It’s okay! thing needs to be adjusted to just that height.).

Llama2-70B Pre

diction

ol ot Je¢ £7o] aghick

Baseline (That’s right, I need adjustments exactly like that.)
urob g w TEA AT = =017 H gt} (Corrected sentence) Explanation: The word "™ at the
end of the sentence is not necessary and can be omitted. It’s a minor error, but it’s always good to avoid
unnecessary words in Korean sentences. Also, the word order in the sentence is already clear and easy to

CoT understand, so there’s no need to add "Z1" at the end. Alternatively, the sentence could be revised to: Zto}Q,
o 737 A 5= o]z} I Q). (More natural way of saying it) In this revised sentence, the word "
T @5}t is added to make the sentence more natural and concise.
—Step 1
“a el o] E2 Bojsh shA) ghgvith thAl “2gA L 08 S0 E ALg S A
(“like that” does not make the meaning of the sentence clear. Instead, use “so” or “so that™.)

Decomposed — Step 2
24 % 0 27 Bydos gute iU, W B9l ou)g Axne 1h"
U IEA HETE AREste] T SIS, 2R B ola, 19 £ARE ko]t Aol
B gk E5t, "ol "t 22} opd 202 Hong, o]} Alo] Waghth't Bigo] 2utE ]
Utk "gol'S "ol SR WAlstel B4S SASHI L. 4T Bah wole, 1eA] 24
ol Zlo Waght
(That’s right, I need the thing that height adjusts the exactly like that.)
—Top-n: [‘9Fo}Q’, “ul” T HA XA =0’ ([‘That’s right”, ‘exactly’, ‘like that’, ‘adjusts’, ‘height’])
{{retrieved definitions}}

KAGEC

got, @ 137 o7t 24 5] o] Waghch

(That’s right, I need the thing that adjusts the height exactly like that.).

Table 26: Llama?2 prediction examples by prompting methodology for element error type.
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Llama2-13B Prediction

—Top-n: [‘BF-2HL7EA), ZY A, Az, 22ZP, ‘A 2]’] ([‘Mautbagaji’, ‘glycinin’, ‘Yeonjo’, ‘Dalchal’,
Random ‘Dalcheonri’])

{{random definitions} }

el Yo BHEE o] daU7t B g7k 2Rl g7k

(Is glycinin tailored? Is there a dalchal? Are you in Dalcheon-ri?).

vrolQ, o T 2 &= 0|7t o] H QT Error: * spacing: This violates the Korean spacing
rules. Correction: * ZropQ m 7287 XA 5= =o|7} Zo] = Qg tt. (corrected) Explanation: In
Korean, it is important to maintain proper spacing between words and phrases. In the original sentence, there

Type Desc. is no space between "Sot.8" and "5 1A 24 == Eo|7F A 0] B 23" To correct this, we added
a space between the two words.
S open TEFSY T S A R ST ([T hat's right’; “exacily’; Tike that”, “adjusts’, “height'])
KAGEC { {retrieved definitions} }

Mgolal g o] wel) 1A £4H] A EIE Folse 4w
(It’s okay! thing needs to be adjusted to just that height.).

!ln_r
M
o
e,
fo
)
i
Al

Llama2-70B Prediction

- Top-n: [‘5YLEAZ, ‘aF, ‘FHA, G&’, ‘23] ([‘Agricultural Workers’ Day’, ‘Shoko’,
‘Nurungchi’, ‘Dando’, ‘Chohoe’])

Random
{{random definitions} }

S22 A WAE el Ao] Waghc,

(Correcting the date of the Farmers’” Day holiday )

There 1s a mistake in your sentence. Here’s a corrected version: 5Fob @ ih TTHA Z A = =07} A g
gt} Error: * spacing: There should be no space between 9toFQ and . * punctuation: The sentence
should end with a period. Corrected sentence: 2to}Q, @ 71281 7] 24 &)= =o|7} & @ 9h Tt} Additional
feedback: * The word ] ( Height ) should be capitalized because it is a noun. * Consider using a more
polite expression instead of Fo}Q ( Yes ) at the beginning of the sentence. For example, U] ( Yes ) or 9 (
Yes ) would be more appropriate.

—Top-n: [(9Fo}Q” “uwp” =TI HA XA = o[ ([‘That’s right’, ‘exactly’, ‘like that’, ‘adjusts’, ‘height’])

Type Desc.

{{retrieved definitions} }
KAGEC
grotg, o 27| o7t 2= Ao gyt

(That’s right, I need the thing that adjusts the height exactly like that.).

Table 27: Llama2 prediction examples for element error type. based on external information types.
Source/Target/Baseline results are consistent with Table 26
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Source Sentence

LA A7 g R A vE & Skl 41514 8.
(But I would have wanted to keep it a secret without the patient knowing.)

Target Sentence

I A7F EA B2 B SFaL oA Q.
(But I want to keep it a secret without the patient knowing.

Llama2-13B Prediction

Baseline

A7} 2 m2 A 8|U 2 5131 415471 ( correction: A| 7} instead of 1 d], 415U 7} instead of 4] 314
2)

CoT

TAY A7F 2 H2 A v 2 SFAl A16{ @ Explanation: * 2FA} (patient) should be 9] A} (doctor) to
match the context of the sentence. * E. 27| (don’t know) should be %] (secretly) to convey the intended
meaning of doing something secretly. * 5} 41314 & (want to do) should be 3}31 410 Q (want to do) to
correct the verb ending. So, the corrected sentence would be: 1 d| A|7} oA} B2 A H|H 2 S}l Alo] Q.

Decomposed

—Step 1
In this sentence, the word "ZFA}" is missing an article, so it should be "ZFA}&" instead. Additionally, the word
"L 2 7" is not a word in Korean, so it should be replaced with "Z-2}|" or "=2}" to convey the same meaning.

— Step 2 A7} &A= = w|LUR SFal 4914 Q. Explanation: * 18| (geureon-de) is an awk-
ward phrase and can be simplified to d] (de) * 2 2 7] (mori-ge) should be replaced with Z2}] (moll-a) or
=2} (moll-a) to convey the same meaning * H| % 2 (bim-il-ro) should be replaced with H]'d (bim-il) to fit
the context better Corrected sentence: A7} 2SS Zeff v]d 2 5117 ASIA Q.

KAGEC

—Top-n: [*&A}, " H 2], H[HZ° “ofal”, “A 161 G °] ([‘patient’, ‘without knowing’, ‘secret’, ‘want to’,
‘do’])

{{retrieved definitions}}

Output: 19HH| A7} @A 2m5E il 4914 Q. (Corrected sentence using the keywords and
their explanations) Explanation: * -2} (hwan-ja) means "patient” in Korean. * 27| (mo-r-ge) means
"secretly" or "privately" in Korean. * H]'d (bi-mil) means "secret" or "private" in Korean. * S} (ha-go) is a
filler word used to indicate a desire or intention. Therefore, the corrected sentence should be: ““1 1t #| 7}
S22z = ka1 21914 Q7 (1 want to receive treatment as a patient privately).

Llama2-70B Prediction

Baseline

J3Ag A7 $kx} B2 A 8] 2 5k3l A Sl ). (Correction: 4 3142 should be 4 ALt}

CoT

ZTAY AZF @A 2] v & SFal 416 @ Explanation: * 2FZ} (patient) should be ©J A} (doctor) to
match the context of the sentence. * 2 27| (don’t know) should be %] (secretly) to convey the intended
meaning of doing something secretly. * 5} 41314 & (want to do) should be 3}11 410 Q (want to do) to
correct the verb ending. So, the corrected sentence would be: 1 d] A|7} QA B2 A H|H 2 S} 4lo] Q.

Decomposed

—Step 1
grammatical error, *ZFA} should be "2 U T} to match the honorific verb ending.

— Step 2 19| A7} Ayt B2 v|dg Sl31 41914 Q. (Corrected sentence) Explanation:
In Korean, when using the honorific verb ending (-5 T}, - Yt} etc.), the subject of the sentence must be
in the honorific form as well. In this case, "€HA}" should be "€H&}J Y T} to match the honorific verb ending
"2 A" (which is also in the honorific form).

KAGEC

—Top-n: [‘ZEAY, W2 AP, H[H &7 “SFal’, 43101 Q°T ([‘patient’, ‘without knowing’, ‘secret’, ‘want to’,
‘do’])

{ {retrieved definitions} }

Correction: 1 d] A7} &2 27 8|UZ 5} 2lojA Q. Explanation: 4©{4] 2 is more natu-
ral way to express the past tense in informal speech.

Table 28: Llama?2 prediction examples by prompting methodology for auxiliary predicate error type
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Llama2-13B Prediction

— Top-n: [‘ZAHUZ, ‘A3, ‘=GR, “ZFH’, “§4°] ([‘Philhellenism’, ‘sink’, ‘Taedaehyung’,
‘Public War’, ‘Prosperity’])

Random { {random definitions}}

Auketel] Sl AA " A1 LF=9:
ek el et
gAY AAY 222 4 2
AsH

(When you want to maintain pro-Greekism as if you were in a pro-country, it is appropriate to practice
using the sink. Depending on the type, a sink corresponding to the second rank among the fourteen can
be installed to prepare, wash, or cook necessary ingredients. Additionally, through public war, people can
practice together and create prosperity.)

Error: * A7} (1) should be A7} (I) * 2EA} (patient) should be 2FA} (sick person) * X Z A| (secretly) should
be B 27| (secret) * H|'WZ (secretly) should be H]H 2 (secret) Corrected sentence: A7} EAF H 27|
v 2 5k A19]o] 2. (I wanted to keep the sick person a secret.)

—Top-n: ["&EA}, " H AP, HHZ° ) “oFal”, “A 3161 9 ° ([*patient’, “without knowing’, ‘secret’, ‘want to’,
‘do’])

Type Desc.

KAGEC {{retrieved definitions} }

Output: 1Y A7} 34 X85 21 434 Q. (Corrected sentence using the keywords and
their explanations) Explanation: * -2} (hwan-ja) means "patient” in Korean. * 2 7] (mo-r-ge) means
"secretly" or "privately" in Korean. * H] (bi-mil) means "secret" or "private" in Korean. * S} (ha-go) is a
filler word used to indicate a desire or intention. Therefore, the corrected sentence should be: ““1 ¢ #| 7}
Sk 2] 3= ka1 41914 Q7 (1 want to receive treatment as a patient privately).

Llama2-70B Prediction

— Topn: ['B154, ‘WAWAP, ‘EHUE’, “B23p, ‘@FFoluirkx|#o]'] ([“collection” ‘Gyogun-
mansang’, ‘Flossy greens’, ‘Blockhwa’, ‘White-snouted sea worm’])
Random

{{random definitions} }

AN AHE REA HERE skl 42 BSoA

H] 8 o] g5t hate] AR A AFFL W S S

(Gyogunmansang is a suitable option for those who want to keep the patient secret from the collection
location. Using this service, you can receive cumbersome at the same time as the patient.)

TR OFOF Q. T SEARS A O] O R SA] PO U e W[ 5] SF O LR Eivor defi-
nition: * spacing: FA19] o]AS £%512] OB 2 (two spaces between £% and S}A]) * punctuation:
A= FAO] OJAS £55HA] YO E (no space between 2HA}F and =) Corrected sentence: 12 %]
Type Desc. orot Q. 18 SA= Gl o] o] AS £551A] o B HW R 512 ¢F o™ H Ut} Explanation: * Spac-
ing error: The sentence contains two spaces between &% and S}4], which is not allowed in Korean. *
Punctuation error: The sentence lacks a space between 2FA} and +=, which is necessary in Korean. The
corrected sentence follows the proper spacing and punctuation rules in Korean.

—Top-n: [*&AY, " HE2 A, ‘H[H &2 “ofal’, “A31o] Q7] ([‘patient’, ‘without knowing’, ‘secret’, ‘want to’,
‘do’])

o

KAGEC {{retrieved definitions} }

Correction: 19| A7} &2 B2 v|dZ 5}al 4o]A Q. Explanation: 40]A & is more natu-
ral way to express the past tense in informal speech.

Table 29: Llama?2 prediction examples for auxiliary predicate error type. based on external information types.
Source/Target/Baseline results are consistent with Table 28
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Source Sentence

Ao/} detea

AZtol 5 2.3 A8 A Z2H a?

(I think it might take quite a while if the phone try to contact them, don’t you think?)

Target Sentence

stz Aztstd

AlZtol B 2.3 AE A Z2H 8?

(I think it might take quite a while if we try to contact them by phone, don’t you think?)

Llama2-13B Prediction

Hs} kg

Baseline (Has the phone contacted?)
A= AA 2 AT RS o Alro] w @ Ad A e H| Q7 (jeoneun jigeum-eun yeonhwa-ga
yeon-nyeok-il go-mun-eun oh-sa-ham-ni-da?) Corrected sentence: Assistant: #]+= A A2 A5}7} Az
SHH A|7to] #) @2 A" 7 ZH51U7}? (jeoneun jigeum-eun yeonhwa-ga yeon-nyeok-il go-mun-eun oh-sa-
CoT ham-ni-da?) Explanation: 1. 4] replacement for |} (je-an) to make the sentence more polite and formal.
2. AA| 2 (jigeum-eun) is an adverb that means "actually" or "in reality". 3. 13} (yeonhwa) is a noun that
means "phone call". 4. 92t (yeon-nyeok) is a noun that means "contact" or "reach". 5. A| 7} (si-gian) is
a noun that means "time". 6. #| (go-mun) is an adverb that means "quite" or "rather". 7. 22} (o-ra) is an
adverb that means "long" or "for a long time". 8. 2 (geol-rin) is a verb form that means "to take" or "to
spend". So, the corrected sentence is more polite and formal, and it uses the correct adverbs and verb forms
to convey the intended meaning.
—Step 1
ol ®oll = grammatical errorZ} $ls5H ot " 57 AgkobH = ZHEE WA © 2 " phone calls (2/E)
Decomposed connect(s) when" © 2 A 3jjoF ghytt.
— Step 2
20} Hijacks A=ho] =|H A|7to] B} @ 2f A A ZHUr
—Top-n: [*AS), ‘Al “AIZF, ‘B, “ @ 2°] ([‘phone’, ‘communication’, ‘time’, ‘quite’, ‘take’])
KAGEC {{retrieved definitions}}

stz defstd Agto] B o) 2E A Z2H a2
(I think it might take quite a while if we try to contact them by phone, don’t you think?)

Llama2-70B Pre

diction

As}7F AgshA A 7to] 7 @2 A3 A Z<51U ] (Corrected: "Z A" should be "Z 2]=" in this sentence.)

Baseline
(I think it will take quite some time for phone to contact me.)
Aoy dAEspA A 7o) 7 @2 Ad A Zr&5 Ut (Correct) Explanation: The sentence “A3SF7T S1ef5FH

CoT Alzro]l #) @ 2 A -2 8?7 contains a grammatical error. The verb “Z & is in the wrong tense. It
should be in the present tense to match the present tense of the sentence. Therefore, the corrected sentence
should be “ZS}7} dAgkstH A|7ko] 7 @2 A& Z Z+51t}” Do you have any questions?
—Step 1
The sentence you provided contains a grammatical error. The verb "Z " is in the wrong tense. It should be
in the present tense to match the present tense of the sentence.

Decomposed
— Step 2
Ao} detelel Aj7bo] 5 @2 Aol A 2y
(When the phone contacts, it seems to take quite a while.)
—Top-n: [*ASY, A, A7V, A4, “A2]="] ([‘phone call’, ‘communication’, ‘time’, ‘to take’, ‘to last’])
{{retrieved definitions} }

KAGEC Answer: 118} A5t A|7ro] 1) 0.8 A 3 2o 8
Explanation: The sentence is grammatically correct, but the word "ZS}7}" is not suitable for the context.
Alternative answer: G2hsldH A|7to] 7 @2 2 A 729 2?2 Keywords: 213} (phone call), 2k
(communication), A] 7} (time), Z & (to take), A 2]= (to last)

Table 30: Llama2 prediction examples by prompting methodology for behavior error type.
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Llama2-13B Prediction

—Top-n: ['AA], ‘WA, FHZ, 3FAP | Ao =] ([‘the poor’, ‘teacher’, ‘disease’, ‘Gwangjeong’, ‘Shade’])

{{random definitions} }

Random
Ale1 =7t AE U7
(Do you have a shade?)
Tvpe D AepF s Afgtol #f @ AL A Fd2Ha?
ype Lesc. (I think it might take quite a while if the phone try to contact them, don’t you think?)
~Top-n: QS *der " ATZP, 5, “ 92T ([*phone’, “‘communication’, ‘time’, ‘quite’, ‘take’])
KAGEC {{retrieved definitions}}

stz defshd Agto] B @@ 2E A Z2H a2
(I think it might take quite a while if we try to contact them by phone, don’t you think?)

Llama2-70B Prediction

— Top-n: [(EHA], AHGdL, WA, s, <@ EW’] ([‘Drinje’, ‘Ssanglim Nirvana’, ‘opening’,
‘Hwanghwabang’, ‘right Side’])

Random {{random definitions} }
EaA), Ae GED gloja. Ae dEd dUth A A7IRYY folA F5& Solstlsy
o A= Aol A HAE B7] AR o gebdoll Slls Ut A= 5, 'l A4, Bk, A 9] 9]
ARt 4§ FoE o] Fal s U Ae L2 Sy
(Drinje, I don’t have Aldrin. My name is Endrin. I met death in the forest of Buddha. I was in Hwanghwabang
when I started looking at the past in the section. I sold small daily necessities such as braid, cigarettes,
wrapping paper, needles, and thread. I was on the right.)

Tvpe D sl defobH AR ol 3 Qe A A d5 YT

ype Lesc. (I think it will take quite some time for phone to contact me.)

—Top-n: ["AS}, “A=, A7V, A", “42]="] (['phone call’, ‘communication’, ‘time’, ‘to take’, ‘to last’])
{{retrieved definitions} }

KAGEC

Answer: Z13}2 Aol Agto] B @ A 7 Z2H Q?
Explanation: The sentence is grammatically correct, but the word "Z3}7}" is not suitable for the context.
Alternative answer: Q2tslH A|7to] #] @2 2™ A 249 2?2 Keywords: 23} (phone call), A2k
(communication), A] 7} (time), Z & (to take), 4 2]= (to last)

Table 31: Llama2 prediction examples for behavior error type. based on external information types.
Source/Target/Baseline results are consistent with Table 30
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