Al for Science in the Era of Large Language Models

Zhenyu Bi', Minghao Xu?, Jian Tang?, Xuan Wang'
'Department of Computer Science, Virginia Tech, USA

2Mila - Quebec Al Institute, Canada
{zhenyub, xuanw} @vt .edu,

2

Abstract

The capabilities of Al in the realm of science
span a wide spectrum, from the atomic level,
where it solves partial differential equations
for quantum systems, to the molecular level,
predicting chemical or protein structures, and
even extending to societal predictions like in-
fectious disease outbreaks. Recent advance-
ments in large language models (LLMs), ex-
emplified by models like ChatGPT, have show-
cased significant prowess in tasks involving
natural language, such as translating languages,
constructing chatbots, and answering questions.
When we consider scientific data, we notice
a resemblance to natural language in terms
of sequences — scientific literature and health
records presented as text, bio-omics data ar-
ranged in sequences, or sensor data like brain
signals. The question arises: Can we harness
the potential of these recent LLMs to drive sci-
entific progress? In this tutorial, we will ex-
plore the application of large language models
to three crucial categories of scientific data:
1) textual data, 2) biomedical sequences, and
3) brain signals. Furthermore, we will delve
into LLMs’ challenges in scientific research,
including ensuring trustworthiness, achieving
personalization, and adapting to multi-modal
data representation.

1 Tutorial Content

The impressive capabilities of Artificial Intelli-
gence (Al) within the realm of science span a wide
spectrum, from the atomic level, where it attempts
to solve partial differential equations for quantum
systems, to the molecular level, where it accurately
predicts the structures of chemicals and proteins,
and extends even further, encompassing societal
predictions like forecasting infectious disease out-
breaks (Zhang et al., 2023a). Amidst this land-
scape of possibilities, recent advancements in large
language models (LLMs), notably exemplified by
models like ChatGPT!, have risen to the forefront,
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demonstrating significant proficiency in tasks tied
to natural language. These tasks include language
translation, constructing chatbots, and answering
questions (Yang et al., 2023).

Interestingly, when we turn our attention to sci-
entific data, we discover a striking resemblance to
natural language in terms of sequences. Scientific
literature and health records are laid out as textual
narratives, bio-omics data takes the form of molec-
ular sequences, and even sensor data like brain
signals is inherently sequential (Wang et al., 2021a;
Thirunavukarasu et al., 2023). This observation
prompts a compelling question: Can we leverage
the potential of these advanced LLMs to propel
scientific advancement?

In this tutorial, we embark on a journey to ex-
plore precisely this intersection—the fusion of
cutting-edge large language models with scientific
inquiry. Our exploration zooms in on three piv-
otal categories of scientific data: 1) textual data
(Alsentzer et al., 2019; Singhal et al., 2022; Belt-
agy et al., 2019; Lee et al., 2020; Gu et al., 2021;
Alrowili and Vijay-Shanker, 2021; Yasunaga et al.,
2022), 2) biomedical sequences (Ji et al., 2021;
Zvyagin et al., 2022; Fishman et al., 2023; Dalla-
Torre et al., 2023; Nguyen et al., 2023; Yamada and
Hamada, 2022; Yang et al., 2022; Chen et al., 2022;
Zhang et al., 2023b; Rives et al., 2021; Bepler and
Berger, 2021; Brandes et al., 2022; Madani et al.,
2023; Lin et al., 2023; Zheng et al., 2023; Xu et al.,
2023), and 3) brain signals (Wang et al., 2022a;
Wang and Ji, 2022; Tang et al., 2023). By drawing
inspiration from the transformative capabilities of
LLMs, we seek to unravel novel understanding and
innovation within each domain.

As we move forward, we further discuss the
intricate challenges that accompany the infusion
of Al into scientific research. The foundation of
trustworthiness stands tall—how do we ensure the
reliability of Al-enhanced scientific insights? The
concept of personalization emerges as a critical
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consideration, urging us to tailor LLMs to the spe-
cific contours of scientific investigation. Further-
more, the multi-dimensional nature of scientific
data beckons us to master the art of handling data
representations that span across various modalities.

2 Tutorial Type

This is a cutting-edge tutorial, bridging the gap
between the NLP community and Al for Science.

3 Target Audience and Prerequisites

This tutorial is intended for researchers and prac-
titioners in natural language processing, machine
learning, and their applications to science domains.
While the audience with a good background in
the above areas would benefit most from this tuto-
rial, we believe the material to be presented would
give the general audience and newcomers a com-
plete picture of the important research topics in
Al for science with large language models. Our
tutorial is designed as self-contained, so no specific
background knowledge is assumed of the audience.
However, it would be beneficial for the audience to
know about the basics of deep learning technolo-
gies and pre-trained language models (e.g., Trans-
former (Vaswani et al., 2017), BERT (Kenton and
Toutanova, 2019), GPT (Brown et al., 2020), and
TS5 (Raffel et al., 2020)) before attending this tuto-
rial. We will provide a reading list of background
knowledge on our tutorial website.

4 Tutorial Outline

This tutorial is expected to be 3 hours in duration
plus a 30-minute break in between. The contents
are outlined below.

4.1 Background and Motivation [20 min]

We will first introduce the background knowledge
of LLMs and the big picture of Al for Science.
Then we will motivate the following topics of
LLMs for science on three pivotal categories of
scientific data: 1) textual data, 2) biomedical se-
quences, and 3) brain signals.

4.2 LLMs on Scientific Textual Data [40 min]

First, we introduce LLMs in the realm of scientific
textual data, which encompasses diverse domains
like biomedical literature (Beltagy et al., 2019; Lee
et al., 2020; Gu et al., 2021; Alrowili and Vijay-
Shanker, 2021; Yasunaga et al., 2022) and elec-
tronic health records (Alsentzer et al., 2019; Sing-
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hal et al., 2022). This form of scientific textual data
closely mirrors the fundamental structure of large
language models. It finds extensive utility across
science and healthcare, facilitating tasks such as
extracting valuable information and responding to
queries. The applicability spans a multitude of
areas, underpinning scientific and healthcare en-
deavors for information extraction (Wang et al.,
2021b; Zhong et al., 2023; Wang et al., 2022b) and
question-answering (Krithara et al., 2023).

4.3 LLMs on Biomedical Sequences [60 min]

Next, we extend the application of LLMs to the
intricate realm of biological sequence data, where
a rich landscape of possibilities emerges. Within
this domain, we shift our focus to three distinct yet
interwoven categories of biological sequences:

DNA sequences: From the blueprint of life, we
draw inspiration as we delve into works such as (Ji
et al., 2021), (Zvyagin et al., 2022), (Fishman et al.,
2023), (Dalla-Torre et al., 2023), and (Nguyen
et al.,, 2023). These pioneering endeavors pave
the way for unraveling the secrets encrypted within
the very essence of organisms. The DNA LLMs
have a wide application in downstream tasks such
as predicting regulatory elements for enhancers,
promoters, epigenetic marks, and splice sites from
DNA sequences (GreSovd et al., 2023; Dalla-Torre
et al., 2023).

RNA sequences: Navigating the intricate world
of gene expression, we embrace the innovative con-
tributions outlined in (Yamada and Hamada, 2022),
(Yang et al., 2022), (Chen et al., 2022), and (Zhang
et al., 2023b). These strides empower us to decode
the symphony of biological processes orchestrated
by RNA. The RNA LLMs have a wide application
in RNA structure and function prediction (Yamada
and Hamada, 2022; Zhang et al., 2023b), RNA-
protein interaction prediction (Chen et al., 2022),
and cell type annotation (Yang et al., 2022).

Protein sequences: Venturing into the complex
realm of proteins, we are guided by luminous works
like (Rives et al., 2021), (Bepler and Berger, 2021),
(Brandes et al., 2022), (Madani et al., 2023), (Lin
et al., 2023), (Zheng et al., 2023), and (Xu et al.,
2023). These endeavors illuminate the path to un-
raveling the intricate choreography of molecular
functions and interactions. The protein LLMs have
a wide application in functional protein generation



(Leinonen et al., 2004) and protein structure pre-
diction (Suzek et al., 2015).

Within these domains, the transformative capa-
bilities of LLMs manifest in a myriad of high-
impact downstream applications. From predicting
molecular structures to forecasting molecule inter-
actions, and from unraveling molecule functions
to drawing poignant associations with disease pro-
gression processes, LLMs stand as beacons of inno-
vation, guiding us towards a deeper comprehension
of life’s building blocks.

4.4 LLMs on Brain Signals [30 min]

Last, we delve into the fascinating realm of apply-
ing LLMs to the realm of brain signals. In this sec-
tion, we start with the introduction of a pioneering
pre-trained brain signal representation model, as
detailed in (Wang et al., 2022a). Building upon this
foundation, we further introduce an exciting topic
of open-vocabulary brain-to-text translation (Wang
and Ji, 2022; Tang et al., 2023). This intriguing
endeavor involves training translation models to
automatically decipher the intricate contents of in-
dividuals’ thoughts, offering a captivating glimpse
into the potential convergence of technology and
cognitive processes.

4.5 Future Research Directions [30 min]

As a conclusion, we will take a closer look at the
challenges that come with using Al in scientific
research. One big challenge is making sure that
the scientific insights enhanced by Al are reliable
and trustworthy, including model explainability
and interpretability, model robustness to adversar-
ial attacks, model bias towards different popula-
tions, and data privacy issues. We also think about
the idea of personalization, which means adjusting
LLM:s to fit the specific needs of different personal-
ized data. For example, there is a large individual
variance in brain signals when different people are
thinking of the same word under the same con-
text. Instead of using one LLM to fit everyone,
can we construct personalized LLMs based on dif-
ferent brain patterns for different people? And
since scientific information can be very varied, we
learn how to handle different types of data in a
skillful and effective way. For example, Google
has announced Med-PalLM-2 (Singhal et al., 2023)
that integrates image, text, and genome data in the
electronic health record, declaring an expert-level
ability for medical question answering. Can we
develop more effective and efficient methods to in-

34

tegrate multi-modal and multi-omic LLMs into one
powerful unified LLM?

5 Others People’s Work

We will include a broad spectrum of other people’s
work that consists of more than 60 % of the tutorial
content (see References).

6 Diversity Consideration

We will discuss large language models scaled up
to various scientific domains and various data for-
mats (textual data, biomedical sequences, and brain
signals). Our instructors consist of PhD students
(Zhenyu Bi and Minghao Xu), junior faculty (Xuan
Wang, Assistant Professor), and senior faculty (Jian
Tang, Associate Professor). Our instructors also
came from diverse geographical locations (Zhenyu
Bi and Xuan Wang from Virginia Tech in the US,
and Minghao Xu and Jian Tang from Mila - Que-
bec Al Institute in Canada). We plan to involve
inclusive topics, accessible materials, diverse in-
structors, flexible formats, and targeted outreach to
ensure a broad and varied audience engagement.

7 Reading List

We will provide a reading list of background knowl-
edge on our tutorial website. A preliminary reading
list can be found as the References.

8 Tutorial Presenters

Zhenyu Bi is a Ph.D. student in the Computer
Science Department at Virginia Tech. His research
area lies in the field of natural language process-
ing, emphasizing real-world applications of Large
Language Models. He is mainly interested in in-
formation extraction with weak supervision, espe-
cially text mining and event extraction; as well as
fact-checking and trustworthy NLP. He received
an M.S. degree in Intelligent Information Systems
from Carnegie Mellon University in 2023, a B.S.
degree in Cognitive Science, and a B.S. Degree in
Computer Science from the University of Califor-
nia, San Diego in 2021.

Minghao Xu is a Ph.D. student at Mila - Quebec
Al Institute, Canada. His research interests mainly
lie in protein function understanding and protein
design. He aims to understand diverse protein func-
tions with joint guidance from protein sequences,
structures, and biomedical text, especially boosted
by large-scale multi-modal pre-training. He is also



pursuing structure- and sequence-based protein de-
sign via generative Al, geometric deep learning
and dry-wet experiment closed looping. He has
given an Oral presentation at the main conference
of ICML’23.

Jian Tang is an Associate Professor at Mila -
Quebec Al Institute, Canada. His long-term inter-
ests focus on understanding the language of life
(DNA, RNAs, and Proteins) with generative Al
and geometric deep learning, with applications in
biomedicine and synthetic biology. His group has
developed one of the first open-source machine
learning frameworks on drug discovery, TorchDrug
(for small molecules) and TorchProtein (for pro-
teins), and developed the first diffusion models
for 3D molecular structure generation, GeoDiff
(among the 50 most cited Al paper in 2022). He
has given a few tutorials at international Al and data
mining conferences including KDD 2017, AAAI
2019, AAAI 2022.

Xuan Wang is an Assistant Professor in the Com-
puter Science Department at Virginia Tech. Her
research focuses on natural language processing
and text mining, emphasizing applications to sci-
ence and healthcare domains. Her current projects
include NLP and text mining with extremely weak
supervision; text-augmented knowledge graph rea-
soning; fact-checking and trustworthy NLP, Al for
science; and Al for healthcare. She received a
Ph.D. degree in Computer Science, an M.S. degree
in Statistics, and an M.S. degree in Biochemistry
from the University of Illinois Urbana-Champaign
in 2022, 2017, and 2015, respectively, and a B.S.
degree in Biological Science from Tsinghua Uni-
versity in 2013. She has delivered tutorials in IEEE-
BigData 2019, WWW 2022, and KDD 2022.

9 Estimated Audience Size

This is a cutting-edge tutorial that introduces new
frontiers in the intersection of NLP and Al for Sci-
ence. The presented topic has not been covered by
ACL/EMNLP/NAACL/EACL/COLING tutorials
in the past four years. It is hard to give an estimate
of audience size given no similar tutorials have
been delivered before. A rough estimate would be
around tens to hundreds of participants.

10 Preferred Venues

We prefer the following venues for this tutorial: 1)
ACL, 2) EMNLP, and 3) NAACL.
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11 Technique Requirement

Standard equipment will be enough for our tutorial
and we don’t have specific requirements. We will
bring our own laptop and a wireless pointer.

12 Presentation Materials

We will provide tutorial materials (e.g., tutorial
slides and relevant list of papers) one month prior
to the date of the tutorial. The tutorial materials
will be publically available for open access.

13 Ethics Statement

Ethical quandaries frequently confront technolog-
ical advancements, especially when it comes to
dual-use scenarios where an innovation can bring
both advantages and disadvantages. The tutorial
introduces IE technologies, where the distinction
between beneficial and detrimental employment
predominantly hinges on data usage. Employing
this technology responsibly necessitates the lawful
and ethical acquisition of input text collections and
other forms of input.

Regulations and standards establish a legal
framework to ensure appropriate data utilization,
granting individuals the right to request the removal
of their data. In the absence of such regulations, the
ethical responsibility falls upon technology prac-
titioners to uphold righteous data use. Moreover,
biases can infiltrate training and evaluation data,
potentially diminishing system accuracy for under-
represented groups or in novel domains. This bias
can result in performance disparities based on at-
tributes like ethnicity, race, and gender.

Additionally, systems trained on specific data
can experience degradation when confronted with
new, dissimilar data. This accentuates the need to
thoughtfully contemplate matters of fairness and
generalizability when employing IE technologies
with particular datasets.

To guarantee the conscientious application of
dual-use technology, a comprehensive approach
involves prioritizing ethical considerations as foun-
dational principles during every phase of system
design. Transparency and interpretability should
remain paramount across data, algorithms, models,
and functionality within the system. Public verifi-
cation and auditing can be facilitated by making
software open source. Furthermore, strategies to
safeguard marginalized groups should be explored
as a part of ethical technology deployment.
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