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Introduction

Digital technologies have brought myriad benefits for society, transforming how people connect, com-
municate and interact with each other. However, they have also enabled harmful and abusive behaviors
to reach large audiences and for their negative effects to be amplified, including interpersonal aggression,
bullying and hate speech. Work on online abuse and harms has traditionally centred on abuse in English
and other Western European languages, further widening the resource gap between Western European
languages and all other languages.
As academics, civil society, policymakers and tech companies devote more resources and effort to tack-
ling online abuse, there is a pressing need for scientific research that critically and rigorously investigates
how it is defined, detected and countered. Technical disciplines such as machine learning (ML), natural
language processing (NLP) and statistics have made substantial advances in this field. However, con-
cerns have been raised about the differences in attention given to different languages and geographies.
For example, English, particularly dominant forms of American English, are overrepresented in most
NLP resources. Technological solutions can be developed for speakers of other dialects and languages.
On the other hand, languages such as Yuruba, Urdu, Amharic, and many other languages have few to
no resources available, thus providing significant challenges in developing technological systems for the
detection of abuse and other harms.
For this sixth edition of the Workshop on Online Abuse and Harms (6th WOAH!) we advance research in
online abuse through our theme: On Developing Resources and Technologies for low resource Online
Abuse and Harms. We continue to emphasize the need for inter-, cross- and anti- disciplinary work on
online abuse and harms. These include but are not limited to: NLP, machine learning, computational so-
cial sciences, law, politics, psychology, network analysis, sociology and cultural studies. Continuing the
tradition started in WOAH 4, we invite civil society, in particular individuals and organisations working
with women and marginalised communities who are often disproportionately affected by online abuse, to
submit reports, case studies, findings, data, and to record their lived experiences. We hope that through
these engagements WOAH can directly address the issues faced by those on the front-lines of tackling
online abuse.
Speaking to the complex nature of the issue of online abuse, we are pleased to invite Mona Diab, Murali
Shanmugavelan, Gebre Gebremeske, Daniel Borkan, Lucas Dos Santos, Alyssa Lees, and Rachel Rosen
to deliver keynotes. In addition to our invited keynotes, we received 47 submissions out of which 24
were accepted. Of the accepted papers, 20 were long papers and 4 were short papers. These papers will
be presented in our poster session. We thank the reviewers for their dedication and efforts in providing
in-depth and timely reviews.
With this, we welcome you to the Sixth Workshop on Online Abuse and Harms. We look forward to a
day filled with spirited discussion and thought provoking research!

Aida, Bertie, Kanika, Lambert, and Zeerak.
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Keynote Talk: Multilingual hate speech detection: From
labeling to systems, challenges and opportunities

Mona Diab
George Washington University - Facebook AI

Abstract: Assessing social media content is quite challenging due to the subjective nature of the mate-
rial where context plays a pivotal role. In this talk, I highlight the challenges of dealing with nuanced
language due to inherent characteristics of dialects as manifested in the Arabic language as well as in
English. I will talk about challenges in labeling and building systems where the amount of labeled data
is on the low. However such challenges can be mitigated with smart designs while also heeding diversity
and inclusion in the process.

Bio: Mona Talat Diab is a computer science professor at George Washington University and a research
scientist with Facebook AI. Her research focuses on natural language processing, computational lin-
guistics, cross lingual/multilingual processing, computational socio-pragmatics, and applied machine
learning. Besides this, she also has special interests in Arabic NLP and low resource scenarios. Diab
completed her Ph.D. in computational linguistics at the University of Maryland, Linguistics Depart-
ment and University of Maryland Institute for Advanced Computer Studies (UMIACS) in 2003, under
the supervision of Philip Resnik. She was also a postdoctoral research scientist at Stanford University
(2003–2005) under the mentorship of Dan Jurafsky, where she was a part of the Stanford NLP Group.
After her postdoc at Stanford, Diab took a position as principal investigator at the Center for Computa-
tional Learning Systems (CCLS) in Columbia University, where she was also adjunct professor in the
computer science department. In 2013 she joined the George Washington University as an associate
professor, where she was promoted to full professor in 2017. Diab is the founder and director of the GW
NLP lab CARE4Lang.
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Keynote Talk: Keynote by Murali Shanmugavelan
Murali Shanmugavelan

Oxford Internet Institute - Data and Society, NYC

Bio: Murali Shanmugavelan researches caste in media and communication studies and digital cultures.
His PhD from the School of Oriental and African Studies (SOAS) University of London was focused
on everyday communicative practices of caste. He has over 15 years of experience developing, mana-
ging and implementing projects focused on developing media and ICT policies and practice; outreach
and strategic communications; and innovations in mobile applications in multi-disciplinary and cross-
cultural settings.
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Keynote Talk: Social media and hate speech in time of war:
The case of Tigray

Gebre Gebremeskel
The Centre for Mathematics and Computer Science (CWI), Netherlands

Abstract: Hate Speech has been around in Ethiopia before social media, but with very limited reach. Wi-
th the coming of social media companies that have no or little business interest to lose in low-resourced
languages such as those in Ethiopia, diaspora activists that have nothing or little to lose from engaging in
online hate speech, and several technical and institutional challenges, hate speech on social media slowly
became mainstream in Ethiopia, tearing societies apart and eventually serving as an animating force for
a genocidal war on Tigrayans. In this speech, I will briefly assess the normalization of hate speech in
Ethiopia, the factors that led to this, and the role hate speech and social media played during the Tigray
war, social media hate speech detection and monitoring, and what should be done going forward.

Bio: Gebrekirstos G. Gebremeskel is the founder and chief editor of Tghat.com, founder of mermru.com,
and a PhD candidate at Radboud University Nijmegen, Netherlands. He has a double masters degree:
MSc in Human Language Science and Technology from the University of Malta and MA/MSc in Lingui-
stics (research) from the University of Groningen. Tghat was founded in November 2020 following the
start of the war on Tigray in response to the Ethiopian government’s imposition of media and telecom-
munications blackout as part of the war on Tigray. Tghat has been engaged in documenting, researching
and writing about the Tigray war. Merrmru.com, is a website dedicated to collecting and developing
Natural Language Processing tools and resources for the learning and the computational processing of
Geez-based languages such as Tigrinya, Geez and Amharic. The website has an extensive capability to
take any Tigrinya verb and provide tens of thousands of inflections. His PhD research focuses on the
intersection of Information Retrieval, Recommender Systems, NLP and their impacts on society. Some
of his academic publications can be found in Google Scholar.
He has previously worked as a researcher at the CWI Amsterdam, interned at Yahoo! And worked for
other companies. Gebrekirstos also writes for other outlets, speaks in different platforms and events, and
appears on local and international media including Al Jazeera and the BBC to offer analysis and views
on the Tigray war, Ethiopia and the Horn of Africa. He tweets at @gebrekirstosG. His more extended
bio can be found at https://www.tghat.com/gebrekirstos-gebreselassie-gebremeskel/
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Keynote Talk: Next generation of perspective: Multilingual
large language models and combating online harassment

Daniel Borkan, Lucas Dos Santos, Alyssa Lees, and Rachel Rosen
Google Jigsaw

Abstract: We explore two developments in Google Jigsaw’s Perspective API. First, we describe a new
multilingual, token-free, Charformer model infrastructure that is applicable across a range of languages,
domains, and tasks. This architecture was extensively evaluated on an array of tasks and enabled Perspec-
tive API launches in 10 new languages, including Arabic, Chinese, Indonesian, Korean, and Japanese.
We also discuss how we leveraged Perspective API to create Harassment Manager, an open-source web
application that enables users to document and take action on abuse targeted at them on online platforms.
The tool allows users to consolidate their experiences of online harassment into a story, complete with
context and examples.

Bio:

• Daniel Borkan attended UCSC where he graduated with a BSc in computer science. He joi-
ned Jigsaw in 2014 to build the Outline tool to bypass repressive censorship. Daniel now works
on the Perspective API to combat online toxicity, where he focuses on internationalization, bias
mitigation, and new model development.

• Lucas Dos Santos attended Pomona College where he graduated with a BA in computer science.
He joined the Conversation AI team at Jigsaw in 2018 and focuses on efforts around combatting
online harassment, machine learning model development, and API infrastructure.

• Alyssa Lees attended Brown University and NYU where she received BSc/MS/PhD degrees in
statistics and computer science while cultivating interests in AI, cooking, architecture and fine art.
Alyssa has worked in various capacities at Google Jigsaw including developing the next generation
of the Perspective API and currently as lead combatting disinformation. Her research interests
include ML Fairness, NLP and Knowledge Acquisition.

• Rachel Rosen attended NYU where she graduated with a BA for a joint computer science and
math major. She completed two Google internships while studying at NYU and began working for
Google full time after graduating in 2014. She joined the ConversationAI team at Jigsaw in 2016
where she began working on solutions for countering toxic speech and online harassment.
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Abstract

Research to tackle hate speech plaguing online
media has made strides in providing solutions,
analyzing bias and curating data. A challeng-
ing problem is ambiguity between hate speech
and offensive language, causing low perfor-
mance both overall and specifically for the hate
speech class. It can be argued that misclas-
sifying actual hate speech content as merely
offensive can lead to further harm against tar-
geted groups. In our work, we mitigate this
potentially harmful phenomenon by proposing
an adversarial debiasingmethod to separate the
two classes. We show that our method works
for English, Arabic German and Hindi, plus in
a multilingual setting, improving performance
over baselines.

1 Introduction

Online hate speech has become a pernicious phe-
nomenon of modern society and a lot of effort is
being expended in tackling this challenge. While
there has been plenty of work to develop automatic
methods for hate speech detection (Schmidt and
Wiegand, 2017), this has proven to be a difficult
challenge to tackle with impractically poor perfor-
mance.

In the NLP community, a prevailing convention
is to frame this problem as a three-way classifica-
tion: between hate speech, offensive language and
neither (Davidson et al., 2017; Mulki et al., 2019;
Founta et al., 2018; Mubarak et al., 2017; Mathur
et al., 2018). While this convention allows for
the application of more traditional NLP pipelines,
performance has been low (Mozafari et al., 2019;
Davidson et al., 2017) especially when it comes to
generalization to unseen data (Swamy et al., 2019),
with even humans struggling to distinguish hate
speech (Chatzakou et al., 2017; Waseem, 2016).

In our work we also adopt the wide-spread 3-
class definition of hate speech, where hate speech

∗ The work was done while at LMU Munich.

Figure 1: Performance of BERT on Davidson et al.
(2017). We see the confusion between hate speech
and offensive language, with numerous False Nega-
tives. We argue that these are very insidious mistakes
that could lead to further harm against target groups.
With our adversarial debiasing method, we can separate
these two classes further and thus minimize this type of
error as well as increase overall performance.

is defined as language used to express hatred to-
wards a targeted group/individual based on pro-
tected attributes such as race or religion, offensive
language contains offensive terms but is not tar-
geting any group in particular, while neither is
the case where none of the other two classes are
present. As an example, in Table 1 we present the
tweets that are annotated as hate speech and offen-
sive language respectively, from Davidson et al.
(2017), alongside DistilBERT predictions.

An observation that can be made from the way
classifiers operate is that oftentimes hate speech
is misclassified as offensive language and vice-
versa (Davidson et al., 2017;Mozafari et al., 2019).
We showcase this in Figure 1. We argue that for
hate speech detection models to be trustworthy, we
need to work along two axes: increasing overall
efficiency while keeping false negatives (i.e., hate
speech marked as offensive language) to a mini-

1



tweet class prediction
bitch get off my twitter hoe offensive offensive
You ain’t gunna do shit

spear chucker hateful offensive
LMFAO I HATE
BLACK PEOPLE hateful hateful

Table 1: Labeled tweets (from Davidson et al. (2017))
alongside model prediction.

mum, and that we cannot have one if it comes at
the expense of the other. Thus, models should
be able to tackle both challenges simultaneously.
If models have low accuracy, they will not find
application in real-world settings, and if there is
too much hate speech content slipping through the
cracks, targeted communities will experience in-
creased harm online.

With that goal in mind, we propose a novel
method to separate the two classes (hate speech
and offensive language) via adapting adversarial
debiasing methods to the problem at hand. This
model stabilizes and improves classifier behav-
ior and performance, increasing metrics across all
classes, while at the same time keeping perfor-
mance for hate speech content stable (or improving
upon it). We thus strike a balance between perfor-
mance overall and specifically for hate speech.

We experiment with different architectures
for the classifier (BERT (Devlin et al., 2019),
DistilBERT (Sanh et al., 2020)) and the adver-
sary (BERT, DistilBERT and LSTMs (Hochreiter
and Schmidhuber, 1997)). We perform hyperpa-
rameter tuning on English data before applying
our findings on several languages (German, Ara-
bic and Hindi) diverse in script, typography and
grammar, as well as on a multilingual task setting
using mBERT. To more objectively frame the bene-
fit of our method, we compare against a battery of
baselines, while we also perform error analysis to
identify patterns where our method helps.

In summary, our contributions1 are: i) Em-
ploying adversarial debiasing to separate hate
speech and offensive language ii) Showing that our
method works in keeping false negatives to a mini-
mum and increasing F1-scores onmultiple English
datasets iii) Generalizing our findings to other lan-
guages, including a multilingual setting.

1Code available at https://github.com/
ShuzhouYuan/hate_speech_adversarial_debiasing

2 Related Work

For hate speech detection, supervised learning ap-
proaches are often used. Schmidt and Wiegand
(2017) provide a comprehensive survey on the ear-
lier research of hate speech detection. In more re-
cent work, focus has been placed on various clas-
sification methods and curation of datasets (David-
son et al., 2017; Wulczyn et al., 2017; Zhang et al.,
2018; Mozafari et al., 2019; Qian et al., 2021).

In Davidson et al. (2017), the prevailing defini-
tion of the task as a three-way classification was
formulated concretely. In their work, despite the
high overall accuracy, over 30% of hate speech
was misclassified as offensive language, which
saliently sheds light on this pervasive challenge
in hate speech detection. This finding was cor-
roborated more recently in Mozafari et al. (2019),
where the state-of-the-art BERT model (Devlin
et al., 2019) was applied on a hate speech detection
task, with over 60% of hate speech misclassified
as offensive language. In the other direction, ef-
forts have also been made to tackle false positives
(Markov and Daelemans, 2021).

Further, recent efforts in hate speech detection
have increased language coverage from English
to multiple languages around the globe, including
Hindi (Mathur et al., 2018), Arabic (Mubarak et al.,
2017), Levantine (Mulki et al., 2019), Indonesian
(Ibrohim and Budi, 2019), Danish (Sigurbergsson
and Derczynski, 2020) as well as more general
multilingual data (Ousidhoum et al., 2019; Ranas-
inghe and Zampieri, 2020; Basile et al., 2019) and
code-mixing (Bohra et al., 2018).

A similar methodology to adversarial debiasing
was applied to recidivism prediction (Wadsworth
et al., 2018). There, racial biases existing in crimi-
nal history datasets were mitigated through adver-
sarial training. This method was also applied in
hate speech research tominimize bias against AAE
text (Xia et al., 2020). In this case, adversarial de-
biasing was employed to counteract the dispropor-
tionate labeling of AAE text as offensive or hate
speech. These works have shown the potential
of adversarial debiasing methods in training fairer
models.

3 Data

Since we wanted to evaluate the 3-class setting
(hate speech, offensive language and neither), we
either used datasets that already utilized these
classes or equivalent ones (for example, in Founta

2



et al. (2018) offensive language is called abusive
language). Overall, wemade use of seven datasets.
A summary of each dataset is presented in Table 2.

3.1 English
Davidson17. Davidson et al. (2017) is a well-
studied English hate speech dataset collected from
Twitter. It contains 25K tweets that are annotated
as hate speech, offensive (but not hate) speech, or
neither hate speech nor offensive language. The
definition of hate speech and offensive language is
the same as in §1. We utilize this dataset’s devel-
opment set for the early phase of experimentation
to make design decisions, e.g. selecting model ar-
chitectures, hyperparameters, baselines, etc.
Founta18. Founta et al. (2018) contains 100K

English samples collected from Twitter. The defi-
nition of hate speech is the usual definition (as de-
scribed in §1), while the abusive language class
is defined as any impolite content using profanity,
which is equivalent to the definition of offensive
language. Thus, we regard it as offensive language
for our experiments.
HasocEn19. Mandl et al. (2019) is an English

hate speech dataset of 6K samples from Twitter
and Facebook. The samples were labeled into four
categories: hate speech, offensive language, pro-
fanity, and normal. Offensive language is defined
as unacceptable language in the absence of insults
and abuse. The profanity class expands on this def-
inition to include swear words. Wemerged the two
classes, because both classes meet our definition.

3.2 German
GermEval18. Wiegand et al. (2018) is a Twit-
ter dataset containing 5KGerman tweets annotated
as abuse, insult, profanity, and other/normal. The
authors define the class abusive as behaviour that
promotes dehumanization towards a target societal
group or individual. Since it is as same as the afore-
mentioned definition of hate speech, we rename it
as hate speech in our research. Profanity is defined
as text containing profane words and the class in-
sult expresses a clear intention to insult or offend
somebody. The two categories aremerged into one
class, offensive language.
HasocDe19. Mandl et al. (2019) is a 4K

German dataset collected from Twitter and Face-
book. The classes of HasocDe19 are the same as
HasocEn19: hate speech, offensive language, pro-
fanity, and normal. Similarly, the class profanity
and offensive language are merged in our work.

3.3 Arabic
L-HSAB19. Mulki et al. (2019) contains 5K Ara-
bic tweets. They were annotated as hate tweets,
abusive tweets, and normal tweets. The defini-
tion of hate tweets is the same as our definition of
hate speech in §1. The abusive tweets are defined
as including offensive, aggressive or insulting lan-
guage, which is equivalent to our definition of of-
fensive language. We rename the class abusive as
offensive language in our work.

3.4 Hindi
HasocHin19. Mandl et al. (2019) is a dataset of 5k
samples written in Hindi. This dataset also comes
from the Hasoc family of data, and therefore has
the same classes: hate speech, offensive language,
profanity and normal. As with the other twoHasoc
datasets, the classes offensive language and profan-
ity are merged into offensive language.

4 Adversarial Debiasing

In this section, we detail our adversarial debiasing
scheme. In this setup two models are trained in
conjunction: the classifier (predictor) and the ad-
versary. The classifier is predicting the actual class
of an example, while the adversary learns to pre-
dict a protected variable.

For the classifier, we compare the performance
of three different models. And for the adver-
sary, we investigate three different architectures,
loss functions and protected variables2. In a first
step, the models are trained and evaluated with
Davidson17, Founta18 and HasocEn19 (the En-
glish datasets in our experiments).

4.1 Classifier
In the adversarial debiasing setting, the classifier
is the component making predictions for the given
task. The goal is to use the adversarial component
to “debias” the classifier in order to achieve a de-
sired result. In our case, our goal is to separate the
hate speech from the offensive language class. We
hypothesize this is going to improve performance.
Here we explored BERT, DistilBERT and LSTM
models for the classifier.

In our preliminary experiments (without ad-
versarial debiasing), we found that LSTMs per-
formed poorly in classifying hate speech. BERT
and DistilBERT fared much better. All mod-
els, though, made a lot of false positive predic-

2In some papers it is called “protected attribute/label”.
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Language Dataset Domain Classes: size Source

English

Davidson17 Twitter
hate speech: 1431

Davidson et al. 2017offensive language: 19190
neither: 4163

Founta18 Twitter
hate speech: 4065

Founta et al. 2018abusive (OFF): 17150
normal (NEI): 53851

HasocEn19 Twitter, Facebook
hate speech: 1143

Mandl et al. 2019offensive ∪ profanity (OFF): 1118
none (NEI): 3591

German

GermEval18 Twitter
abuse (HAT): 1022

Wiegand et al. 2018insult ∪ profanity (OFF): 19190
Other(NEI): 3321

HasocDe19 Twitter, Facebook
hate speech: 111

Mandl et al. 2019offensive ∪ profanity (OFF): 296
none(NEI): 3412

Arabic L-HSAB19 Twitter
hate speech: 417

Mulki et al. 2019abusive (OFF): 1559
normal (NEI): 3285

Hindi HasocHin19 Twitter, Facebook
hate speech: 556

Mandl et al. 2019offensive ∪ profanity (OFF): 1913
none (NEI): 2197

Table 2: Summary of the datasets used in our research. HAT: hate speech, OFF: offensive language, NEI: neither

(a) LSTM (b) DistilBERT (c) BERT

Figure 2: Confusion matrices for different classifier models

tions, classifying hate speech as offensive lan-
guage. Since BERT and DistilBERT had the high-
est true positive rate and both had similar perfor-
mance, we chose to continue experimentation with
DistilBERT to save on computational resources
without a large performance drop. Confusion ma-
trices for all three models are shown in Figure 2.

4.2 Adversary

The adversary in the setup is used to debias the
classifier, learning to predict a particular attribute
given the representations learned by the classifier.
Then, via joint updating of weights, the classifier
learns to generate representations that are not use-
ful to the adversary, i.e., the goal is for the adver-
sary to be unable to complete its task. We exper-
iment with various protected variables, loss func-
tions and architectures.

4.2.1 Adversary Architecture

The classifier we used in our final experiments
was DistilBERT. Given some textual input,
DistilBERT computes its internal representation
which is then given as input to the adversary to pre-
dict the corresponding target. We experimented
with two architectures for the adversary: Feed For-
ward Neural Networks (FFNs) and LSTMs. Ac-
curacy for both adversaries was on average simi-
lar, plateauing around 75%. Since there is little
difference in accuracy, we chose the FFN as our
adversary since it requires fewer computational re-
sources.

4.2.2 Protected variable and loss function

While in other research with adversarial debias-
ing (Xia et al., 2020; Sap et al., 2019; Han et al.,
2021) has focused on debiasing for a protected vari-
able (for example African American English), we
instead propose a novel objective. In our exper-
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iments the adversary learns to predict the offen-
siveness of a sample, either by separating it from
hate speech or merging it (and thus separating hate
speech and offensive language in the classifier).
Adversary predicts hate speech ∪ offensive

language jointly (Adversaryjoint).3 Here the ad-
versary is trying to jointly predict the hate speech
and offensive language classes. Thus, we merge
the two classes for the adversary’s task, by label-
ing both classes as offensive. Neither is relabeled
as not-offensive. In this case, the adversary learns
to predict all hate speech and offensive language
examples as one class from the representation of
the classifier. Thus, since the goal is for the adver-
sary to be unable to do so, the classifier learns how
to separate these two classes. The loss function is
defined as

losstotal = lossclassifier − α ∗ lossadversary.

The loss function is the same as in Wadsworth
et al. (2018); Xia et al. (2020), with lossadversary
being the loss of the adversary for its task,
lossclassifier the loss of the classifier for the orig-
inal task (hate speech vs. offensive language vs.
neither) and α being a parameter to regulate the ef-
fect of lossadversary. Xia et al. (2020) found that
the value should be neither too large nor too small.
Empirically, they set α=0.05. After some hyper-
parameter tuning, we found that in this setup an
α value of 0.05 was the best-performing. Under
losstotal, the classifier minimizes its original loss
while maximizing the adversary’s loss. As a result,
the classifier is encouraged to actively develop di-
verging representations for the two classes.

Adversary discriminates between hate
speech and offensive language (Adversarysep).
We also experiment with another adversarial
setup: the adversary acts like “support”, actively
aiding the classifier in separating hate speech
from offensive language. This is accomplished
by employing an adversary that learns to model
the “offensiveness” property, by discriminating
between the hate speech/neither classes and
offensive language. Since this method is aimed
at directly helping the classifier, instead of
subtracting this adversary loss, we add it instead:

losstotal = lossclassifier + α ∗ lossadversary.

For this setup, we set the α hyperparameter to 2.
The value of α was tuned on the development set

3Even though this method did not work consistently, we
mention it as a good starting point of discussion.

of Davidson17, achieving the highest true positive
rate for hate speech.

This “supportive” setup (discriminating be-
tween hate speech∪ neither and offensive) was the
best performing, so for the majority of our experi-
ments we are using Adversarysep.
Adversary predicts whether text contains

swear words (Adversaryswear).4 We also eval-
uated an adversary that predicts whether swear
words are present in the text or not. We measured
the proportion of hate speech and offensive lan-
guage examples that contain a word from a dictio-
nary of swear words5 and found that in both classes
more than 90% of examples contain at least one
swear word. A lot of hate speech is labeled by an-
notators as such because of the presence of swear
words in the text even when that should not be an
indicator of hatefulness (Sap et al., 2019).

So, in this instance we train the adversary to
predict whether swear words are present in text
and then subtract this loss from the classifier’s loss
function. This forces the classifier to base its deci-
sions on features other than the presence of swear
words. The loss function is then

losstotal = lossclassifier − α ∗ lossadversary.

4.3 Class Rebalancing

One thing to note is that data is heavily imbal-
anced against hate speech across all datasets (Ta-
ble 2). For example, the number of offensive sam-
ples in Davidson17 is 15 times higher than the
number of hate speech samples. Before our adver-
sarial debiasing experiments, we perform a study
on the effect of imbalance on the training set of
Davidson17. To compare against the original train-
ing set (denoted with original dataset), we sam-
pled equally-sized sets from each class. Hence-
forth, we call this new, balanced dataset uniform
dataset. Note that the development and testing sets
remained unchanged for fair comparison: only the
training sets were rebalanced. In Table 3 we see
that the improvement of the true positive rate of
hate speech is significant, from 22.0% to 81.8%.
Although the overall accuracy drops by 16%, we
believe this model would be more applicable in a
real world scenario. If we build hate speech de-

4This can only be applied in settings where swearword dic-
tionaries are available, in our case we only applied it on the
English datasets.

5https://www.cs.cmu.edu/~biglou/resources/
bad-words.txt
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tection models, we should be aiming for accept-
able accuracy for the problematic class. Since we
see that the uniform training set helps the model
achieve acceptable performance for hate speech,
we continue further experimentation using the uni-
form dataset.

Data Best TPH Accuracy
Original dataset 22.0% 91.2%
Uniform dataset 81.8% 75.2%

Table 3: Comparison of original and uniform dataset
with Davidson17, evaluated on the same test set

5 Experimental Setup

For each dataset, we either use the provided train-
ing, development and testing set splits, or we sam-
ple them at 80:10:10 rates randomly. Then, we fur-
ther downsample (to the number of examples in the
smallest class according to each dataset) the train-
ing set classes to generate a uniform training set.

For HasocEn19, HasocDe19, HasocHin19 and
GermEval18, the dataset was already split in train-
ing and test sets. The original rates are presented
in Table 4. In these cases, we keep the test set in-
variant and take 10% samples from the training set
to form our development set.

Dataset training:test
HasocEn19 84:16
HasocDe19 82:18
HasocHin19 78:22
GermEval18 59:41

Table 4: Original split distributions

For each experiment, we train for five epochs
and keep the best-performing model across the
epochs as evaluated on the development set. Then,
we compute this model’s performance on the held-
out test set. We repeat this process three times and
average the results.
Adversarial debiasing setup. The main setup

we examine is Adversarysep where the adversary
actively supports the classifier in separating the
hate speech from the offensive language class, as
defined in Section 4.2.2.
Multilingual dataset. To obtain a multilingual

hate speech dataset, we combine all the datasets
in Table 2 together. This new multilingual hate
speech dataset contains 110k samples with the dis-
tribution of the three classes presented in Table 5.
Baselines. To evaluate the benefits of our

method, we compare against vanilla finetuning

with DistilBERT on each hate speech dataset as
well as a simple class weighting baseline. We
experimented with different weights and found
that the best performing one (on the Davidson17
dataset which served as an overall development set
for design decisions) was [1, 0.5, 1]6. That is, we
halve the weight of the offensive class.

6 Results

Results are summarized in Table 6. All the ex-
periments are conducted on the uniform dataset,
since the goal is to achieve an acceptable true
positive rate (TPH: True Positive rate for Hate
speech) and this is a more solid starting point than
the original distributions. We provide both macro
and weighted F1 to show a more complete pic-
ture. Since our dataset is imbalanced, we focus on
macro F1 for a more representative picture.

For Davidson17 and Founta18, our method
does not provide positive findings. In David-
son17 both TPH and overall performance are
lower, while in Founta18, adversarial debiasing
does provide a performance boost, but it comes
at the expense of TPH. For these two datasets,
Adversaryswear was applied as well, improving
the TPH for Davidson17 but not for Founta18.

Results are better for the final English dataset,
HasocEn19. There, even though TPH drops sub-
stantially (10%), overall performance increases
by more than 0.2 F1 points. Without an ad-
versary, accuracy and F1-scores suffer, making
for sub-par classifiers biased heavily towards hate
speech. Instead, with our method, more separation
is achieved and the model manages to separate the
two contentious classes (hate speech and offensive
language) with greater efficiency. Whereas before
the classifier would not be practical due to low ac-
curacy, with our method F1-scores and accuracy
increase to acceptable levels.
HasocDe19 follows the same pattern, with the

vanilla model being unable to provide strong over-
all results, instead becoming biased towards hate
speech and dropping the rest of the classes. With
our method, better balance is struck and we see
an improvement of 0.15 F1-score over the vanilla
model.

In GermEval18, we see stronger performance
gains both for the TPH (+5.7% over the non-
adversary model) and overall (+0.02 in F1-score).
Even though the class-weighting baseline does

6[hate speech, offensive language, neither]
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Hate Offensive Neither
total % total % total %

training set 8,042 7.3% 42,037 38.0% 60,604 54.8%
dev set 946 7.1% 5,204 38.3% 7,446 54.8%
test set 1,835 9.9% 5,925 32% 10,754 58.1%

uniform training set 8,042 33.3% 8,042 33.3% 8,042 33.3%

Table 5: Class distribution in the training, development and testing sets of the multilingual dataset

score higher in TPH, we note a drop in F1-scores
and accuracy.

For HasocHin19, we observe the same pattern
as the otherHasoc family of datasets, although to a
lesser extent. In L-HSAB19, we show that the sim-
ple class-weighting baselines is better than both the
vanilla and adversary models.

Finally, in themultilingual setting, we getmixed
results. Compared to the vanilla model, adver-
sarial debiasing offers a better TPH score with
minimal drop in performance (while macro F1 in-
creases by 0.02 too). Against the baseline model,
while the baseline has a higher TPH, in all the other
metrics performance is worse.

In synopsis, apart from L-HSAB19, performance
is better when using the adversarial debiasing
method, either for the TPH or the overall F1-
score metrics. For the multilingual dataset, perfor-
mance of ourmethod is mixed, improving upon the
vanilla model on the TPH and upon the baseline
model on the other metrics.

All in all, our method manages to strike a better
balance between TPH and overall performance and
we thus believe these models are more applicable
to a real-world scenario where both axes need to
be taken into consideration.

7 Error Analysis

We observe that a few samples of hate speech are
misclassified as offensive language by the vanilla
model without the adversary, but correctly pre-
dicted by the adversarial model. In Table 7, we
show six examples which indicate the significant
improvement of adversarial models.

In English, we see that hateful speech was
marked as merely offensive by the vanilla model,
potentially because no slur was used, but only
some offensive language (‘c*nt’, ‘ass’ and ‘bad
ass’). The model failed to take into account the
context in which these words were used, or failed
to pick up innocuous words used here as slurs (for
example, ‘orangutan’). The adversarial model was
able to make correct predictions, potentially be-
cause it is not putting as muchweight on individual

words, but the combinations between them.

In German, the vanilla model’s shortcomings
are again centered around a lack of slurs. In both
examples, there are no direct slurs so the model in-
terprets it as offensive because of the overall neg-
ative sentiment (created through phrases such as
‘böse Männer’, meaning ‘evil men’ and ‘sexuelle
Gewalt’, meaning ‘sexual violence’). In one of the
examples, the model misses that ‘Froschfresser’
(meaning ‘frog eaters’) is used as a slur. The ad-
versarial model again shows an ability to expand
from keyword-based predictions to a better under-
standing of context.

In Hindi, while the example is merely offensive,
the vanilla model has marked it as hateful, poten-
tially because of the politically heavy ‘terrorist’
term. The adversarial model has not put as much
weight on the word and thus made a correct pre-
diction. In Arabic, the vanilla model again misses
that innocuouswords are used as slurs (eg., ‘dogs’),
marking the text as offensive instead of hateful.

8 Conclusion

In hate speech detection efforts, it can be observed
that a lot of classifiers strugglewith the hate speech
and offensive language classes. A lot of models
trained on current datasets misclassify hate speech
as offensive language. We argue that this type of
error is particularly insidious, since it can lead to
targeted groups getting exposed to harmful content
more often. Further, a lot of hate speech classifiers
are impractical, either having a low true positive
rate for hate speech or low performance overall.

We propose a method to both increase the true
positive rate for hate speech and to stabilize the
classifiers in general. We base our method on the
adversarial debiasing setup, where in our instance
we are trying to support the classifier in separating
the hate speech and offensive language classes.

We evaluate on seven hate speech datasets span-
ning four languages, plus a multilingual set we
create by combining all data. Our method is at
best performing just as well for all datasets ex-

7



Dataset Experiment Best TPH % Overall Accuracy% Macro F1 Weighted F1

Davidson17

Without adversary 77.96 77.81 0.67 0.83
Adversarysep 76.88 76.88 0.66 0.82

Adversaryswear 80.38 75.1 0.66 0.81
Baseline 78.77 72.64 0.64 0.79

Founta18

Without adversary 74.37 78.22 0.67 0.83
Adversarysep 68.74 80.79 0.69 0.84

Adversaryswear 73.24 77.82 0.67 0.82
Baseline 77.57 78.58 0.68 0.83

HasocEn19

Without adversary 82.53 39.99 0.37 0.32
Adversarysep 72.58 47.53 0.47 0.54

Baseline 86.83 38.51 0.42 0.43

GermEval18

Without adversary 50.41 63.66 0.53 0.65
Adversarysep 56.11 65.71 0.56 0.67

Baseline 63.86 64.45 0.53 0.65

HasocDe19

Without adversary 75.00 31.11 0.25 0.39
Adversarysep 65.04 41.02 0.47 0.54

Baseline 92.68 38.67 0.42 0.43

HasocHin19

Without adversary 79.90 58.67 0.56 0.63
Adversarysep 68.95 61.84 0.59 0.66

Baseline 73.08 62.92 0.58 0.66

L-HSAB19

Without adversary 79.08 53.84 0.48 0.58
Adversarysep 77.78 54.93 0.49 0.59
Adversaryjoint 81.04 54.64 0.50 0.58

Baseline 81.71 59.03 0.52 0.62

Multilingual

Without adversary 77.04 72.37 0.63 0.76
Adversarysep 79.45 70.03 0.65 0.74

Baseline 81.85 68.41 0.63 0.73

Table 6: Summary of the results

Language Text True Label Vanilla Adversary
en I can’t stress how much I hate these liberal Muslims that

bend over backwards for these cunts and these Uncle Tom
ass middle eastern / south Asian /Asian / african peoples
who sell out like this

hate offensive hate

en RT @user: This is one bad ass orangutan @emoji; @url hate offensive hate
de @user @user Glaubte Du echt, eine Frau mit befriedigen-

dem Sexleben rennt durch die Welt und sieht überall böse
Männer und sexuelle Gewalt? (@user @user Did you re-
ally believe that a woman with a satisfying sex life runs
through the world and sees evil men and sexual violence
everywhere?)

hate offensive hate

de @user Genau. Die Froschfresser haben nichts gelernt! Ihr
Untergang ist selbstverschuldet. (@user Exactly. The frog
eaters haven’t learned anything! Your downfall is self-
inflicted.)

hate offensive hate

hindi झोंपड़ी के, कुछ πदन पहले तक तो तू उस आदतन 'बाइक चोर' तबरजे
के τलये छाती पीट रहा था। हर चैनल पर रडंी रोना मचा रखा था। अब
सेȼुलνरʃका 'अखरोट' अपने πपछवाड़े से तोड़ने कΜकोςशशकर रहा ह।ै
आतंकΜ साला (Of the hut, till a few days ago, you were habit-
ually beating your chest for that ‘bike thief’ Tabrez. Randi
was crying on every channel. Now the ‘nut’ of secularism
is trying to break from its backyard. terrorist brother)

offensive hate offensive

arabic ma fy ay shk bs aldrwz klab w khwnh7 (True, there is no
doubt, but the Druze are dogs and traitors)

hate offensive hate

Table 7: Error analysis on DistilBERT predictions versus actual labels for the examined languages.

cept L-HSAB19, while also outperforming baseline
models on multiple occasions. Error analysis re-
veals that the debiased model moves past keyword-
based predictions, taking into account the context
as well. Both the true positive rate for hate speech

and overall performance are improved, showcas-
ing the stabilizing capabilities of our novel method-
ology on hate speech detection.

7Example transliterated.
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9 Ethical Considerations

In our work we deal with hate speech, which could
potentially cause harm (directly or indirectly) to
vulnerable social groups. We do not support the
views expressed in these hateful posts, we merely
venture to analyze and provide solutions to miti-
gate this online phenomenon.

Further, we could only examine a specific prob-
lem (neutral vs. offensive vs. hateful language) in
specific languages. This is a non-exhaustive list
and there is a lot we did not cover. Care should be
taken to use these methods only in the examined
languages since generalization may not be feasible
(in fact, we show there are issues with our method
in Arabic).
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Abstract

Warning: This paper discusses and contains
content that may be deemed offensive or upset-
ting.

With the widespread use of social media, on-
line hate is increasing, and microaggressions,
unintentional offensive remarks in everyday
life (Sue et al., 2007), are receiving attention.
We explore the possibility of using pre-trained
language models to automatically generate mes-
sages that combat the associated offensive texts.
Specifically, we focus on using prompting to
steer model generation as it requires less data
and computation than fine-tuning and shows the
potential for using prompting in the proposed
generation task. We also propose a human eval-
uation perspective; offensiveness, stance, and
informativeness. After obtaining 306 counter-
speech and 42 micro intervention messages
generated by GPT-2, textscGPT-Neo, and
textscGPT-3, we conducted a human evalua-
tion using Amazon Mechanical Turk and found
that GPT-3 produces messages of the highest
quality among three systems. Also, We discuss
the pros and cons of using our evaluation per-
spectives. We release a corpus of countering
hate speech and microaggressions (CHASM),
annotated machine-generated counternarratives
along with the annotation to promote further
research on automatic counternarrative genera-
tion and its evaluation.

1 Introduction

Concomitant with social media becoming a major
means of communication, online abusive language
is increasing. As abusive language can be harmful,
countering it is an important way to reduce the level
of danger on the Internet.

Hate speech is arguably the most well-studied
form of abusive language across time and regions.
It is defined by the United Nations Strategy and

∗Currently working at Yahoo Japan Corporation, Tokyo,
Japan.

This is an invasion on a level never seen 
before in history. Millions of people 

pouring across our borders replacing our 
race and culture.

Most countries have diverse races in them, 
the key point is about integration. Think 

about US history, for example.

(a) A hate speech–counternarrative pair in Multitarget-
CONAN (Fanton et al., 2021)

I don't understand bisexuals. Why can't 
they just pick a side?

Sexual orientation is not like a choice 
between different types of ice cream. It's 

something that people discover about 
themselves and it's a part of who they are.

(b) An example of microaggressions in SELFMA (Breitfeller
et al., 2019) and an intervention generated by GPT-3 davinci

Figure 1: Overview of the proposed message generation
approach in action

Plan of Action on Hate Speech1 as “any kind of
communication in speech, writing or behaviour,
that attacks or uses pejorative or discriminatory
language with reference to a person or a group on
the basis of who they are, in other words, based
on their religion, ethnicity, nationality, race, colour,
descent, gender or other identity factor.” Natural
language processing (NLP) researchers have con-
structed several hate speech corpora, and some of
them are publicly available (Madukwe et al., 2020).

Abusive language can be either explicitly offen-
sive and harmful or implicitly offensive. Situations
also exist where the offensiveness is executed in
more subtly. One type of implicit offensive text
is called “microaggression.” Microaggression is
a concept closely related to abusive language that

1https://www.un.org/en/
genocideprevention/hate-speech-strategy.
shtml
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has been receiving increased attention recently. Ac-
cording to Sue et al. (2007), “microaggressions
are brief and commonplace daily verbal, behav-
ioral, or environmental indignities, whether inten-
tional or unintentional, that communicate hostile,
derogatory, or negative racial slights and insults.”
One characteristic of microaggression is invisibil-
ity; people exhibiting microaggressions are often
unaware that they engage in such communications
when they interact with targeted minorities. De-
spite its growing interests, research on microag-
gression in the field of NLP is quite limited.

Identifying hate speech or microaggressions, for
example, “abusive language detection,” is one tech-
nique for countering hate. However, detecting abu-
sive language has some problems; simply flagging
offensive content without providing a reason may
result in the infringement of free speech. A bet-
ter way to combat hate speech without infringing
freedom of speech is to use a counternarrative.

Counterspeech or counternarrative is any mes-
sage countering hate speech and offensive contents.
The counternarrative has been studied as a means
of confronting hate speech. Many researchers re-
port that counternarratives are effective for reduc-
ing hate online (Hangartner et al., 2021). Several
NGOs, such as Dangerous Speech Project2, are
working to promote counterspeech, and social net-
working platforms are also encouraging the use
of counterspeech. Therefore, automatically gener-
ating counternarratives and thereby reducing the
labor-intensiveness involved in countering online
hate speech is an important application of NLP
technology for social good.

Language generation by machines is becoming
a viable option with the emergence of neural gen-
erative language models (LMs). The generation
quality of the pretrained generative language mod-
els has increased to such an extent that humans
cannot easily differentiate machine-generated text
from texts written by a human (Clark et al., 2021).
As such, we explore the automatic generation of
counternarratives using LMs, namely Generative
Pre-trained Transformers (GPTs). Conventionally,
steering the generation process of a model relies
on fine-tuning, which requires task-specific data
that are not always easily obtainable. For this rea-
son, recent studies have employed prompting as
an alternative to fine-tuning. Prompting requires
only a small number of examples of the task, and it

2https://dangerousspeech.org/

does not require computation for optimizing the pa-
rameters of LMs. In this paper, we investigate the
possibility of using a pretrained large-scale genera-
tive language model to generate counternarratives
against hate speech and microaggressions using
prompting instead of fine-tuning.

Whereas the traditional counternarrative gener-
ation task is primarily focused on countering hate
speech, this study extends the target to microag-
gressions. Identifying microaggressions and un-
derstanding why they are offensive requires an un-
derstanding of the social context and the negative
stereotypes that persist in the world. Consequently,
countering microaggressions is more difficult than
countering hate speech. To counter microaggres-
sions, the concept of microinterventions has been
proposed in recent years and is being studied from
the perspective of psychology and sociology (Sue
et al., 2019). However, we are the first to discuss
the usefulness of NLP technology for this purpose.

In this study, we generated 696 counternarratives
using LMs and evaluated their quality by conduct-
ing a human evaluation exercise on a crowdsourc-
ing platform. In addition, for qualitative evaluation,
we analyze some examples from the set of coun-
ternarratives and then discuss the issue related to
the counternarrative generation task as well as its
evaluation.

This study makes three main contributions:

1. We propose to include microaggressions as a
target of counternarrative generation.

2. We design a few-shot prompt for generating
counternarratives to assess the applicability
of prompting for counternarrative generation
using pretrained language models.

3. We propose an annotation scheme for
machine-generated counternarratives evalua-
tion and create a corpus of countering hate
speech and microaggressions (CHASM), an-
notated machine-generated counternarratives
along with the offensiveness score of the abu-
sive language post.3

2 Related Work

Counterspeech Generation. Considering the
positive effects of counternarratives, several NLP

3The corpus is accessible from https://github.
com/tmu-nlp/CHASM.
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studies have investigated the possibility of automat-
ically generating counterspeech or using human-in-
the-loop strategies to counteract hate and harmful
speech online (Qian et al., 2019; Chung et al., 2019;
Tekiroğlu et al., 2020; Fanton et al., 2021; Chung
et al., 2021; Zhu and Bhat, 2021; Tekiroglu et al.,
2022).

Qian et al. (2019) were the first to attempt auto-
matic counternarrative generation. They created a
resource of 10,243 counternarratives against 5,257
hate speech instances in 5,020 conversations con-
taining 22,324 comments from Reddit and 31,487
counternarratives against 14,614 hate speech in-
stances in 11,825 conversations containing 33,776
posts from Gab. They used crowdsourcing for ob-
taining counternarratives and used them to train
neural models. Zhu and Bhat (2021) proposed a
pipeline for generating counternarrative candidates
using a recurrent neural network (RNN)-based gen-
erative model trained on this dataset, pruning only
grammatical candidates, and selecting the most rel-
evant candidate.

Chung et al. (2019) created a resource of
counternarratives for Islamophobia—hate or fear
against Islam and Muslims—written by expert oper-
ators from three NGOs. The CONAN dataset con-
sists of 6,645 English hate speech–counternarrative
pairs, including 2,781 translated pairs from French
and Italian. Chung et al. (2021) used this dataset
to fine-tune GPT-2 to automatically generate coun-
ternarratives. They also adopted the same method-
ology of data collection on hate speech targeting
other religions, races, and gender to fine-tune GPT-
2 for automated generation (Fanton et al., 2021).
They reported data creation via the human-in-the-
loop strategy of post-editing machine-generated
counternarratives by expert operators from NGOs.

These strategies require substantial amounts of
data as well as human resources. Although fine-
tuning pretrained models rather than training neural
models requires less data, a substantial amount of
data is still necessary. Herein, we explore a method
that requires only a few examples for generating
counternarratives. This method is called prompting.
Prompting has been receiving significant amounts
of attention in recent years because of its effec-
tiveness with only a few examples. Furthermore,
it does not require the training of parameters for
downstream tasks. This contrasts with fine-tuning
of LMs, which requires the training of newly in-
troduced parameters with different datasets, and

thus more computation. Prompting has also report-
edly achieved performance comparable with fine-
tuning. Further details of prompting are presented
in Sec. 4.2.

Microintervention Generation. Microaggres-
sion is a less well-known concept than hate speech,
little research has been conducted regarding fight-
ing against microaggressions. In the social sciences
field, Sue et al. (2019) proposed the concept of “mi-
crointerventions” as a way to deal with everyday
microaggressions. They state the following goals
for microinterventions: (a) make the invisible vis-
ible, (b) disarm the microaggression, (c) educate
the perpetrator, and (d) seek external reinforcement
or support. Some of the core differences between
the countering of hate speech and the countering
of microaggression are (1) lack of recognition that
a microaggression has occurred, and (2) harmful
impact caused by good intent. However, no stud-
ies have been conducted in the NLP field on this
subject.

Studies on the generation of microinterventions
in NLP are rare. One of the closest is the work on
anti-stereotype generation by Fraser et al. (2021).
They investigated strategies to combat negative
stereotypes using anti-stereotypes that help to de-
construct harmful beliefs, and proposed the anti-
stereotype generation task. Further, they analyzed
the kinds of stereotypes and showed that stereo-
types are multidimensional and often ambivalent.
Therefore, the anti-stereotypes can also be multi-
dimensional, not just the antonym (e.g., the anti-
stereotype for “caring nurse” is not “uncaring nurse”
but “rude nurse”). They provided a few examples
of anti-stereotypes that seem useful for counter-
ing stereotypes (e.g., “caring and mature mother”
against “caring but childish mother”) while men-
tioning the possibility that anti-stereotypes help us
to look at others as individuals instead of stereotyp-
ical group representatives.

To the best of our knowledge, this is the first
work that tackles the automatic generation of coun-
ternarratives against microaggressions and the eval-
uation of the machine-generated microintervention
quality.

Counternarrative Evaluation. Evaluation of
generated text is a bottleneck in the promotion of
natural language generation tasks, especially for
dialogue generation. The difficulty is that there are
many acceptable responses when generating out-
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put, and it is difficult to define what constitutes a
good response. Therefore, the design of the evalua-
tion scheme itself is also difficult. Whereas some
relatively constrained generation tasks have estab-
lished evaluation perspectives, such as “adequacy”
and “fluency” for machine translation, evaluation
perspectives for many other generation tasks have
no common standard.

Similarly, evaluation methods for machine-
generated counternarratives have not been es-
tablished. Previous studies proposed various
evaluation perspectives for human evaluation—
such as suitableness, informativeness, intra-
coherence (Chung et al., 2021), diversity, relevance,
language quality (Zhu and Bhat, 2021), offensive-
ness, and stance (Baheti et al., 2021).

Diversity or language quality is designed to
measure the generation ability of proposed models,
and thus is not specifically designed for counternar-
rative generation. Because large pretrained models
are known to generate fluent texts, we did not con-
sider measuring general generation quality.

Alternatively, we adapt offensiveness and stance
considering the characteristics of pretrained lan-
guage models that previously found that they tend
to agree with the previous comment during con-
versation (Baheti et al., 2021) and may generate
abusive contents (Chung et al., 2021) in the coun-
ternarrative generation task. We also assume that
offensiveness and stance can assess aspects that
are measured by relevance or suitableness in pre-
vious studies (Chung et al., 2021; Zhu and Bhat,
2021).

Furthermore, we adapt informativeness from
Chung et al. (2021) to reflect that counternarratives
that are too generic are not considered effective.
We can also presume that a system that often gen-
erates generic outputs cannot produce diverse con-
tents. As such, we expected that informativeness
could cover qualities that have been captured via
effectiveness or diversity (Qian et al., 2019; Zhu
and Bhat, 2021).

Most of the previous evaluation studies focused
on comparing the generation quality of each model,
and machine-generated counternarratives along
with the evaluation have not been published. Ba-
heti et al. (2021) provide the only available resource
of human-written or machine-generated responses
with annotations, but the original task does not in-
volve assessing counternarrative quality but rather
classifying the contextual toxicity of dialogue re-

S1: [Hate speech or Microaggressions]
S2: [Generated Counter Narrative]

crowd-workers
Interface of the task

Figure 2: Interface of the annotation task

sponses. In this study, we created a corpus of an-
notated machine-generated counternarratives along
with the offensiveness score of the abusive lan-
guage post. This allowed us to analyze counternar-
ratives from multiple aspects. The details of the
evaluation perspectives used in the experiments are
presented in Sec. 4.4.

3 Counterspeech and Microintervention
Generation

3.1 Task Formalization

Counternarrative generation can be viewed as a
type of conditional or constrained text generation,
in which the output is expected to oppose the input
text. As the output is a response to the input, this
task can also be considered dialogue generation
with a single turn of conversation.

We formalize the counternarrative generation
task following Zhu and Bhat (2021). Specifically,
we assume access to a corpus of labeled pairs of
conversations D = (x1, y1), (x2, y2), ..., (xn, yn),
where xi is a hate speech or microaggression and
yi is the appropriate counternarrative as decided
by experts or by crowdsourcing. The aim is to
learn a model that takes as input a hate speech or a
microaggression x and outputs a counternarrative
y.

As output y, our goal is to produce a counternar-
rative that 1) is not offensive, 2) opposes the input
hate speech, and 3) contains specific information
on the corresponding offensive content. We pro-
pose the evaluation criteria along with the three
features.

3.2 Evaluation

We conducted a human evaluation exercise to ascer-
tain how effective and informative the counternar-
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ratives are and to obtain a fine-grained quality as-
sessment.

For the evaluation, we considered three dimen-
sions: offensiveness, stance, and informativeness.
These dimensions have been proposed in the litera-
ture regarding the counternarrative generation and
dialogue generation, as explained in Sec. 2. Each
perspective was measured on a five-point Likert
scale for counternarratives. Offensiveness of in-
put was also annotated to examine how humans’
perception of the offensive input differs.

Offensiveness deals with whether the sentence
is offensive to anyone, such as people of a certain
race, including the individuals who wrote the offen-
sive post. Certainly, counternarratives should not
include text offending other people. Also, attacking
the authors themselves rather than their behavior
is undesirable. Attacking the person is called ad-
hominem (Habernal et al., 2018; Sheng et al., 2021),
and is a fallacy that often occurs during conversa-
tion on the Internet. Although attacking the author
of the post can be considered a countermeasure
of hate speech, it cannot be regarded as a good
counternarrative. The labels are presented as 0 (not
sure), 1 (not offensive), 2 (maybe safe), 3 (maybe
offensive), and 4 (completely offensive).

Stance (of a post) is classified into three types:
agreeing, neutral, and disagreeing. A counternar-
rative is required to oppose the original statement;
therefore, we assume that outputs that are neu-
tral or agree with the offensive statement are not
good counternarratives. Prepared labels are as fol-
lows: 0 (irrelevant), 1 (clearly agreeing), 2 (weakly
agreeing), 3 (fighting but partially agreeing), and 4
(clearly fighting).

Informativeness assesses how informative and
specific the counternarrative is, while not being
generic. This perspective was designed as a coun-
ternarrative evaluation perspective by Chung et al.
(2021). Their annotation guideline presented exam-
ples against Islamophobic hate speech: “Do you re-
ally believe that they are a problem?” received the
lowest score, and “Muslims should not be forced
to assimilate, since it is not right and no one wants
that. And polygamy is illegal and forbidden in UK
and Muslims actually respect this ban.” received
the highest score. We set five labels, ranging from
0 to 4, with 0 (irrelevant), 1 (not informative), 2
(generic statement and little information), 3 (rela-
tively specific but little information), and 4 (specific

and informative).
It is important to note that informativeness does

not ask if the information is true or not. We do
not explicitly ask for consulting external sources to
verify if the information generated by systems is
true. We discuss the issue related to this setting in
Section 5.3.

Further details about the experimental settings
of human evaluation will be described in Sec. 4.4.

4 Experimental Settings

4.1 Models
As for the models, we used Generative Pre-
trained Transformers (GPT), which is an auto-
regressive language model. For a given corpus
U = {u1, u2, . . . , un} of size n, GPT is trained to
maximize objective (1) where k is the size of the
context window.

L1(U) =
∑

i

logP (ui|ui−k, . . . , ui−1; Θ) (1)

The conditional probability P that the token
ui appears in the context given the tokens
ui−k, . . . , ui−1 is modeled using a neural network
with parameter θ.

In this study, we examined the GPT-Neo (Black
et al., 2021) model and the GPT-2 model released
from Huggingface (Radford et al., 2019) as well
as the GPT-3 model released from OpenAI (Brown
et al., 2020). We opted for using the biggest pa-
rameter size models for each GPT, for it is reported
that the bigger parameters yield the better model
performance as for neural models, which is called
“scaling laws for language models (Kaplan et al.,
2020)”; we used GPT-2 of 1.5 B parameters trained
on WebText (Radford et al., 2019), GPT-Neo of
2.5 B parameters trained on the Pile (Gao et al.,
2020), and GPT-3 text-davinci-0014 trained on
CommonCrawl5.

4.2 Methods
Sampling Parameters. We tested several sam-
pling parameters for GPT-Neo and GPT-2 using
the parameters documented in Huggingface Trans-
formers’ generation function with a fixed seed.
We applied either greedy search or nucleus sam-
pling (Holtzman et al., 2020) (with a top-p in {0.5,

4https://beta.openai.com/docs/engines/
gpt-3

5https://commoncrawl.org/
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0.95, 1.0}). We compared the four outputs to 50
randomly sampled inputs of GPT-Neo and GPT-2,
respectively in terms of overall suitableness as a
counterspeech, and chose the best parameter setting
as greedy search. The results showed that apply-
ing nucleus sampling increases fluency and output
length, but the generations contain more halluci-
nations and often agree to the offensive post than
when no sampling was applied. One of those ex-
amples is shown in Table 4 in the Appendix. The
result of annotation is also included in our dataset.

See Appendix B for further details of parameter
settings.

Prompt Design. Prompts are mostly designed
according to the target downstream tasks, and the
design of the prompts is largely divided into three
methods: zero-shot, one-shot, and few-shot. In
a few-shot learning setting, the number of exam-
ples is more than one. When using zero example
(only description of the task) and one example for
prompts, they are called zero-shot and one-shot,
respectively.

We considered one-shot prompt in the form of a
chat-bot prompt and few-shot using multiple exam-
ples. The one-shot chat-bot prompt was obtained
from presets available in OpenAI.6 The few-shot
prompt was created using the counterspeech in the
CONAN-KN dataset (Chung et al., 2021) because
they are the latest counterspeech dataset generated
by experts.

Among all the pairs, an offensive post–
counterspeech pair was randomly selected from
each of the following five categories: Anti-
semitism, Homophobia, Islamophobia, Misogyny,
and Racism. The actual prompt used in our experi-
ment is shown in Table 5 in the Appendix.

As we observed that GPT-Neo and GPT-2 did
not generate messages of high quality with one-shot
prompt, we focused on using few-shot. However,
note that GPT-3 produced some meaningful out-
puts, as shown in Table 6 in the Appendix; future
work could analyze the differences between the use
of two prompts.

4.3 Source Datasets

We used the CONAN (Chung et al., 2019),
Multitarget-CONAN (Fanton et al., 2021), and
Knowledge-grounded hate countering (Chung
et al., 2021) datasets for hate speech inputs. For

6https://beta.openai.com/examples/
default-chat

microaggression inputs, we used the Social Bias
Inference Corpus (SBIC). The SBIC contains vari-
ous degrees of offensive content collected from dif-
ferent websites. Because our interest is in microag-
gressions rather than directly offensive hate speech,
we chose the category of “microaggression” from
the dev set, which is based on the SELFMA dataset
originally curated by Breitfeller et al. (2019). Fur-
ther details of the chosen input texts used in the
experiment are presented in Appendix A.

4.4 Evaluation

The evaluation was conducted via workers re-
cruited through Amazon Mechanical Turk. All
of the three perspectives (offensiveness, stance,
informativeness) were evaluated using a five-point
Likert scale. Each pair was evaluated by three
crowd workers. We informed the workers about
the risks of being exposed to offensive texts and
asked for discretion. The instruction and examples
presented to the workers are shown in Fig. 6.

Quality Control Recruitment was limited to
those with a HIT approval rate of more than 98%,
the number of approved HITs (the unit of task on
Amazon Mechanical Turk) was more than 5,000.
All workers were residents of the United States to
ensure quality.7 We also prepared our original qual-
ification which can be easily answered by reading
instructions. Only those who passed the additional
qualification participated in our HITs.

Worker Payment We paid $2.7 per 25 sentence
pair estimating 15 – 20 mins for completing. This
adds up to an hourly wage of $8.4 – $11.2, which
is above the federal minimum wage. Labels were
obtained from three people for each pair. We col-
lected data for 1020 sentence pairs for a total of
about $400.

5 Results and Analysis

5.1 Annotation Statistics

Fig. 3 shows the annotation of offensiveness of in-
put offensive text, categorized by dataset. Most of
the CONAN texts are labeled as 4 (i.e., most offen-
sive), whereas the SBIC texts have lower scores.
This difference is possibly due to the characteris-
tics of microaggressions described earlier; i.e., sub-
tle and often unconscious discriminatory remarks.

7However, lowering threshold is recommended consider-
ing unfair qualification labour to get qualified (Kummerfeld,
2021).
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CONAN SBIC
off. st. inf. off. st. inf.

GPT-2 .28 .38 .36 .25 .11 .39
GPT-Neo .38 .32 .33 .38 .20 .31
GPT-3 .72 .76 .53 .77 .57 .42

Table 1: Inter-annotator agreement (Krippendorff’s α).
off., st., and inf. denote offensiveness, stance, informa-
tiveness, respectively.

0 (not sure)

1 (
safe)

2 (
safe)

3 (
off)

4 (
off)

0.0
0.1
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0.3
0.4
0.5
0.6
0.7 SBIC

CONAN

Figure 3: Offensive label distribution of input text per
dataset.

However, CONAN also receives low scores for
some sentences. In these cases, the annotator’s be-
lief (Sap et al., 2021) may have influenced their
judgment. For example, if one believes that mi-
grants are a threat, it is likely for them to consider
discriminatory texts about migrants as not offen-
sive. Additionally, lack of context such as whom
the author is addressing affects the certainty as to
whether the texts are offensive.

We report Krippendorff’s α for each dataset per
system in Table 1.8 The values are comparable to
previous studies dealing with relative subjectivity,
such as α = 0.32 for offensiveness and α = 0.18
for stance of machine-generated responses reported
in Baheti et al. (2021) and α = 0.51 for offensive-
ness of human-written texts reported in Sap et al.
(2020). Among the three systems, GPT-3 holds the
higher scores for the offensive category. The higher
agreement suggests that the quality of the output
is more similar to the human-generated outputs, as
it has been reported that machine-generated texts’
agreement on offensiveness is lower than that of

8To calculate α, we converted the labels of each perspec-
tive as follows: 1 and 2 of offensiveness into safe, and 3 and
4 into offensive; 1 and 2 of stance into agree and 3 and 4 into
disagree; 1 and 2 of informativeness into informative and 3
and 4 into uninformative.
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Figure 4: Kernel density estimation of the probability
distribution of number of words per text for input and
generated text by GPT-{2, Neo, 3}.

DIST-1 DIST-2

GPT-2 .438 .737
GPT-Neo .405 .681
GPT-3 .495 .910

Table 2: DIST-1 and DIST-2 of a set of generated texts
by GPT-{2, Neo, 3}.

human-generated outputs (Baheti et al., 2021). The
overall agreement reduction of SBIC compared
to CONAN reflects that the generation quality is
worse, and the task is more challenging. The la-
bel distribution of each perspective for CONAN
is shown in Fig. 7 and for SBIC in Fig. 8 in the
Appendix.

5.2 Quantitative Analysis
Generation Length. Fig. 4 shows the density
distribution of the number of words for machine-
generated texts. The distribution of GPT-3 corre-
sponds to that of input texts written by a human,
whereas that of GPT-2 and GPT-Neo shows that
the output text lengths are much shorter. This sug-
gests the performance of GPT-3 is the most similar
to human among the three GPTs. Also, the GPT-
3’s output length is independent of the input length
as the correlation between the number of words of
each input and GPT-3 output is weak (Pearson’s r
of 0.29).

Generation Diversity. We report DIST (Li et al.,
2016) over the outputs of three systems (Table 2).
DIST calculates the percentage of different n-
grams among the n-grams in all the raw sentences.
DIST-1 and DIST-2 measure the proportion of dif-
ferent unigrams and different bigrams, respectively.
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Figure 5: Ratio of {safe, disagree, uninformative} to {safe, disagree, informative}

They are automatic measures of the diversity of
the generated sentences. This results suggests that
GPT-3’s generation is the most diverse among the
three systems.

Most outputs presents facts to counter hate-
speech or microaggressions. According to (Be-
nesch et al., 2016), the types of counternarratives
are multiple, such as warning of offline or online
consequences or using humor. Generating different
types of counternarratives as well as how to eval-
uate the effectiveness of different types of coun-
ternarratives are left for future work.

Generation Quality. We hereafter proceed with
the analysis based on the counternarratives anno-
tated (safe, disagree, informative) and (safe, dis-
agree, uninformative), as we consider the former
to be valid counternarratives, and the latter to be
acceptable counternarratives. The result will focus
on how many (safe, disagree) counternarratives are
generated by each system.

Fig. 5 shows the ratio of countering messages
received (safe, disagree, uninfo) to (safe, disagree,
info) against CONAN’s hate speech and SBIC’s
microaggressions. For both cases, GPT-3 performs
better, followed by GPT-Neo. This can be at-
tributed to model size: GPT-3 is the largest, and
GPT-Neo is the second-largest system among the
three. In CONAN, more than 14.7% (for GPT-
Neo) of the generated responses receive (safe, dis-
agree, informative). This result suggests that all
the systems hold the potential to generate valid
counternarratives. In SBIC, the overall score falls
compared to that of CONAN, and more than half
of the responses of GPT-2 and GPT-Neo are in-
valid as counternarratives. This can be explained by
the offensiveness annotation of the input sentences
that vary by individual, as illustrated in Fig. 3.

This result implies that subjective offensiveness
is more difficult for language models to recognize
and counter.

5.3 Qualitative Analysis

The examples in Table 3a show the generated mes-
sages that counter hate speech effectively. This
confirms that it is possible to generate counternar-
ratives via prompting.

However, the examples in Table 3b show that
some of the generated counternarratives need to be
post-edited even when judged as (safe, disagree,
info.). As for GPT-3, the output uses the phrases
“no evidence” and “in fact.” Actually, the repeated
use of these phrases is found in generated texts in
the corpus. However, claiming “no evidence” and
“In fact” can easily lead to misinformation or hallu-
cination as it is almost impossible to guarantee that
there is no evidence on some topics. Because it
is difficult for non-expert annotators to distinguish
fact from misinformation, and harmless hallucina-
tion from problematic hallucination, additional fact-
checking procedures would be desirable to solve
this problem. Moreover, both of the generated texts
argue the legitimacy of education in the isolation
of children with disabilities, instead of stating the
importance of diversity and inclusion in society.
This is also a point that needs to be improved.

Furthermore, the issue is not only limited to the
quality of generation, but also the human evaluation
of the generated text. For example, in Table 3c, the
majority of annotators assigned “safe.” In contrast,
in SBIC, it is judged to be offensive, and the anno-
tated harmful implications include “women are re-
sponsible for their assaults,” and “women shouldn’t
go out after dark alone.” The reason the annotators
assigned “agree” may be because the first half of
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Post Muslim invasion is the new plague of London. They must
be repatriated to their home countries!

(offensive)

Neo: No, they are not. They are here to work and to live in peace. (safe, disagree, info.)
GPT-3: So you want people to feel like second class citizens, they’re

only invited here to work for us and must stay silent when
discriminated.

(safe, disagree, info.)

(a) Example of generated counterspeech

Post Children with Down Syndrome should be isolated, they
cannot cope with education in normal schools.

(offensive)

GPT-2: Down syndrome is a genetic condition, not a disability. (safe, disagree, info.)
GPT-3: There is no evidence that children with Down Syndrome

cannot cope with education in normal schools. In fact, many
of them excel in these settings.

(safe, disagree, info.)

(b) Example of generated counterspeech including hallucinated contents

Post It’s terrible! And it’s not like she was doing something
wrong, like walking around late at night.

(56% safe, 33% offensive),
offensive in SBIC

GPT-3: It’s terrible that someone was attacked and it’s not right that
people are blaming the victim.

(safe, agree, informative)

(c) Example of generated microintervention

Table 3: Examples of generated messages against hate speech and microaggressions

the text is identical to the input, although the latter
part of GPT-3’s message shows the understanding
of harmful implications and countering to it. This
example highlights the difficulty of the task even
for humans to reach a consensus and the need for
additional quality control.

6 Conclusion

This paper explored the possibility of using pre-
trained language models on the counternarrative
generation task against hate speech and harmful so-
cial implications. We used three LMs to generate
counternarratives via prompting and conducted a
human evaluation exercise to ascertain the quality
of the generated counternarratives using “offen-
siveness,” “stance,” and “informativeness” as our
evaluation criteria. Furthermore, we analyzed the
models’ performance based on how many gener-
ated counternarratives are safe, informative, and
opposing to abusive language input.

The overall results show the potential of lan-
guage models to generate controlled content using
prompting, which requires only some examples
of inputs and desired outputs, compared to fine-
tuning, which is computation intensive. Among
the three LMs we tested, GPT-3 performed the

best in terms of generating safe, informative coun-
ternarratives that oppose abusive language input.
However, some of the counternarratives considered
informative contained misinformation or halluci-
nated contents. Applying a fact-checking process
to the generated contents is a possible future task.

Ethical Considerations

Our study was conducted with the approval of
the Internal Review Board. We informed work-
ers about the risk of being exposed to the hate
content through the HIT title visible to workers
before accepting the HIT on Amazon Mechanical
Turk. The paper’s theme is important as online hate
speech and microaggressions continue to increase;
therefore, there is a need for combating hate au-
tomatically. We hope that our corpus encourages
further studies on this topic. We acknowledge the
limitations that the corpus is only in English and
that the hate speech contents are not fully up-to-
date, such as dealing with the increasing amounts
of hate speech against Asians due to the COVID
pandemic.
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A Data Preprocessing

Hatespeech. We gather all the English hate
speech in CONAN, the seed dataset in Multitarget-
CONAN, and the Knowledge-grounded hate coun-
tering dataset, then select those consist of more
than 10 words and less than 100 words. After ex-
cluding overlapped sentences and the texts contain-
ing #, and , we obtain 306 hate speech.

Microaggressions. We select the post consisting
of more than 10 words and less than 100 words and
retained all the posts which have free-text implica-
tions. We exclude the texts containing #, and ::. In
this way, we select a total of 42 microaggression
statements.

B Reproducibility

For GPT-3 text-davinci-001 model, we use tem-
perature of 0.7, max tokens of 50, top_p of 1, fre-
quency penalty of 0, and presence penalty of 0. For
GPT-{2, Neo}, we use temperature of 1.0, max
tokens length of 1024, top_k of 50.
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Figure 6: The instructions given to crowd-workers on Amazon Mechanical Turk
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Figure 7: label distribution of CONAN
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Figure 8: label distribution of SBIC

input The overcrowd at migrant detention centers for illegals is also caused by the liberal left. Illegal immigrants have
no right to be in your country and they should be taken back.

top-p=1.0 The law should be used, which has always been implemented by the American government to deport illegal
immigrants who broke the law.

top-p=0.95 The liberals are also responsible for the illegal immigrants problem in the first place by not controlling the flow
of illegal aliens.

top-p=0.50 Illegal immigrants are only here because of the liberal left. They should be deported and not allowed to live in
your country.

greedy You are a racist.

Table 4: Example of GPT-2’s generation with different sampling parameters
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Generate counterspeech to the given offensive post.

Post: Jews are born greedy.
Counterspeech: Like any ethno-racial or religious group,
the population of Jews is internally diverse, so it is impossible to generalize.

Post: Why gays do not try to heal?
Counterspeech: Contrary to some insinuations, sexual orientation is not like a disease.

Post: We need to Burn the Koran and all the Mosques down - this will solve all problems in this country.
Counterspeech: NO, we need to close Radical mosques and to expel radical Muslims.
That’s all. Peaceful Muslims have the right to live in peace in our country.

Post: I’m tired of woman taking part to political debate. Feminism is a divisive force in society.
Counterspeech: How many women are represented in political conversations on television?

Post: This is an invasion: we must stop immigrants because they are not accepted by our people.
Counterspeech: So you want people to feel like second class citizens,
they’re only invited here to work for us and must stay silent when discriminated.

Table 5: Few-shot prompt used in the experiment

Prompt The following is a conversation with an AI assistant. The assistant is helpful, creative, clever,
and very friendly.
Human: Hello, who are you?
AI: I am an AI. How can I help you today?
Human: Hey, I don’t understand bisexuals. Why can’t they just pick a side?

GPT-2 AI: ____
GPT-Neo AI:????
GPT-3 AI: Bisexuality is a term used to describe someone who is attracted to people of both genders.

Some people believe that bisexuals can’t just pick a side, because they are attracted to both
genders. Others believe that bisexuality is simply a phase, and that people will eventually settle
down with one gender. Ultimately, it is up to the individual to decide what they believe.

Table 6: Example of chat-bot prompt and generated texts
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6 Appendix

6.1 GreaseTerminator
In response to the continued widespread presence
of interface-based harms in digital systems, Datta
et al. (Datta et al., 2021) developed GreaseTermina-
tor, a visual overlay modification method. This ap-
proach enables researchers to develop, deploy and
study interventions against interface-based harms
in apps. This is based on the observation that
it used to be difficult in the past for researchers
to study the efficacy of different intervention de-
signs against harms within mobile apps (most pre-
vious approaches focused on desktop browsers).
GreaseTerminator provides a set of ‘hooks’ that
serve as templates for researchers to develop inter-
ventions, which are then deployed and tested with
study participants. GreaseTerminator interventions
usually come in the form of machine learning mod-
els that build on the provided hooks, automatically
detect harms within the smartphone user interface
at run-time, and choose appropriate interventions
(e.g. a visual overlay to hide harmful content, or
content warnings). The GreaseTerminator archi-
tecture is shown in Figure 6(a) in contrast to the
GreaseVision architecture.
Technical improvements w.r.t. GreaseTerminator
The improvements of GreaseVision with respect to
GreaseTerminator are two-fold: (i) improvements
to the framework enabling end-user development
and harms mitigation (discussed in detail in Sec-
tions 4.2, 4.3, 5 and 6), and (ii) improvements to
the technical architecture (which we discuss in this
section). Our distinctive and non-trivial technical
improvements to the GreaseTerminator architec-
ture fall under namely latency, device support, and
interface-agnosticity. GreaseTerminator requires
the end-user device to be the host device, and over-
lays graphics on top. A downside of this is the
non-uniformity of network latency between users
(e.g. depending on the internet speed in their loca-
tion) resulting in a potential mismatch in rendered
overlays and underlying interface. With Grease-
Vision, we send a post-processed/re-rendered im-
age once to the end-user device’s browser (stream
buffering) and do not need to send any screen im-
age from the host user device to a server, thus there
is no risk of overlay-underlay mismatch and we
even reduce network latency by half. Images are re-
layed through an HTTPS connection, with a down-
load/upload speed ⇠ 250Mbps, and each image
sent by the server amounting to ⇠ 1Mb). The theo-

retical latency per one-way transmission should be
1⇥1024⇥8bits
250⇥106bits/s = 0.033ms. With each user at most re-
quiring server usage of one NVIDIA GeForce RTX
2080, with reference to existing online benchmarks
(Ignatov, 2021) the latency for 1 image (CNN) and
text (LSTM) model would be 5.1ms and 4.8ms
respectively. While the total theoretical latency
for GreaseTerminator is (2 ⇥ 0.033 + 5), that of
GreaseVision is (0.033 + 5) = 5.03ms. Another
downside of GreaseTerminator is that it requires
client-side software for each target platform. There
would be pre-requisite OS requirements for the
end-user device, where only versions of GreaseTer-
minator developed for each OS can be offered sup-
port (currently only for Android). GreaseVision
streams screen images directly to a login-verified
browser, allowing users to access desktop/mobile
on any browser-supported device. Despite varia-
tions in the streaming architecture between Grea-
seVision and GreaseTerminator, the interface mod-
ification framework (hooks and overlays) are re-
tained, hence interventions (even those developed
by end-users) from GreaseVision are compatible in
GreaseTerminator. In addition to improvements
to the streaming architecture to fulfil interface-
agnosticity, adapting the visual overlay modifica-
tion framework into a collaborative HITL imple-
mentation further improves the ease-of-use for all
stakeholders in the ecosystem. End-users do not
need to root their devices, find intervention tools
or even self-develop their own customized tools.
We eliminate the need for researchers to craft in-
terventions (as users self-develop autonomously)
or develop their own custom experience sampling
tools (as end-users/researchers can analyze digi-
tal experiences from stored screenomes). We also
eliminate the need for intervention developers to
learn a new technical framework or learn how to
fine-tune models. Running emulators on docker
containers and virtual machines on a (single) host
server is feasible, and thus allows for the browser
stream to be accessible cross-device without re-
striction, e.g. access iOS emulator on Android
device, or macOS virtual machine on Windows de-
vice. Certain limitations are imposed on the current
implementation, such as a lack of access to the de-
vice camera, audio, and haptics; however, these
are not permanent issues, and engineered imple-
mentations exist where a virtual/emulated device
can route and access the host device’s input/output
sources (VrtualApp, 2016).
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Figure 6: Architecture of GreaseTerminator (left) and GreaseVision (right).
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Hooks The text hook enables modifying the text
that is displayed on the user’s device. It is imple-
mented through character-level optical character
recognition (OCR) that takes the screen image as
an input and returns a set of characters and their
corresponding coordinates. The EAST text detec-
tion (Zhou et al., 2017) model detects text in im-
ages and returns a set of regions with text, then
uses Tesseract (Google, 2007) to extract charac-
ters within each region containing text. The mask
hook matches the screen image against a target tem-
plate of multiple images. It is implemented with
multi-scale multi-template matching by resizing an
image multiple times and sampling different subim-
ages to compare against each instance of mask in
a masks directory (where each mask is a cropped
screenshot of an interface element). We retain the
default majority-pixel inpainting method for mask
hooks (inpainting with the most common colour
value in a screen image or target masked region).
As many mobile interfaces are standardized or uni-
form from a design perspective compared to images
from the natural world, this may work in many in-
stances. The mask hook could be connected to
rendering functions such as highlighting the inter-
face element with warning labels, or image inpaint-
ing (fill in the removed element pixels with newly
generated pixels from the background), or adding
content/information (from other apps) into the in-
painted region. Developers can also tweak how the
mask hook is applied, for example using the multi-
scale multi-template matching algorithm with con-
tourized images (shapes, colour-independent) or
coloured images depending on whether the mask
contains (dynamic) sub-elements, or using few-
shot deep learning models if similar interface ele-
ments are non-uniform. A model hook loads any
machine learning model to take any input and gen-

erate any output. This allows for model embedding
(i.e. model weights and architectures) to inform
further overlay rendering. We can connect models
trained on specific tasks (e.g. person pose detection,
emotion/sentiment analysis) to return output given
the screen image (e.g. bounding box coordinates
to filter), and this output can then be passed to a
pre-defined rendering function (e.g. draw filtering
box).

6.2 Related Works (extended)

6.2.1 Motivation: Pervasiveness and
Individuality of Digital Harms

It is well-known that digital harms are widespread
in our day-to-day technologies. Despite this, the
academic literature around these harms is still de-
veloping, and it remains difficult to state exactly
what the harms are that need to be addressed. Fa-
mously, Gray et al. (Gray et al., 2018) put forward
a 5-class taxonomy to classify dark patterns within
apps: interface interference (elements that manipu-
late the user interface to induce certain actions over
other actions), nagging (elements that interrupt the
user’s current task with out-of-focus tasks) forced
action (elements that introduce sub-tasks forcefully
before permitting a user to complete their desired
task), obstruction (elements that introduce subtasks
with the intention of dissuading a user from per-
forming an operation in the desired mode), and
sneaking (elements that conceal or delay informa-
tion relevant to the user in performing a task).

A challenge with such framework and tax-
onomies is to capture and understand the mate-
rial impacts of harms on individuals. Harms tend
to be highly individual and vary in terms of how
they manifest within users of digital systems. The
harms landscape is also quickly changing with
ever-changing digital systems. Defining the spec-
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trum of harms is still an open problem, the range
varying from heavily-biased content (e.g. disin-
formation, hate speech), self-harm (e.g. eating
disorders, self-cutting, suicide), cyber crime (e.g.
cyber-bullying, harassment, promotion of and re-
cruitment for extreme causes (e.g. terrorist organi-
zations), to demographic-specific exploitation (e.g.
child-inappropriate content, social engineering at-
tacks) (HM, 2019; Pater and Mynatt, 2017; Wang
et al., 2017; Honary et al., 2020; Pater et al., 2019),
for which we recommend the aforementioned cited
literature. The last line of defense against many
digital harms is the user interface. This is why we
are interested in interface-emergent harms in this
paper, and how to support individuals in develop-
ing their own strategies to cope with and overcome
such harms.

6.2.2 Developments in Interface Modification
& Re-rendering

Digital harms have long been acknowledged as a
general problem, and a range of technical inter-
ventions against digital harms are developed. In-
terventions, also similarly called modifications or
patches, are changes to the software, which result
in a change in (perceived) functionality and end-
user usage. We review and categorize key technical
intervention methods for interface modification by
end-users, with cited examples specifically for dig-
ital harms mitigation. While there also exist non-
technical interventions, in particular legal reme-
dies, it is beyond this work to give a full account
of these different interventions against harms; a
useful framework for such an analysis is provided
by Lawrence Lessig (Lessig) who characterised the
different regulatory forces in the digital ecosystem.

Interface-code modifications (Kollnig et al.,
2021; Higi, 2020; Jeon et al., 2012; Rasthofer et al.,
2014; Davis and Chen, 2013; Backes et al., 2014;
Xu et al., 2012; LuckyPatcher, 2020; Davis et al.,
2012; Lyngs et al., 2020b; Freeman, 2020; rovo89,
2020; Agarwal and Hall, 2013; Enck et al., 2010;
MaaarZ, 2019; VrtualApp, 2016) make changes
to source code, either installation code (to modify
software before installation), or run-time code (to
modify software during usage). On desktop, this
is done through browser extensions and has given
rise to a large ecosystem of such extensions. Some
of the most well-known interventions are ad block-
ers, and tools that improve productivity online (e.g.
by removing the Facebook newsfeed (Lyngs et al.,
2020b)). On mobile, a prominent example is App-

Guard (Backes et al., 2014), a research project by
Backes et al. that allowed users to improve the pri-
vacy properties of apps on their phone by making
small, targeted modification to apps’ source code.
Another popular mobile solution in the commu-
nity is the app Lucky Patcher (LuckyPatcher, 2020)
that allows to get paid apps for free, by removing
the code relating to payment functionality directly
from the app code.

Some of these methods may require the highest
level of privilege escalation to make modifications
to the operating system and other programs/apps
as a root user. On iOS, Cydia Substrate (Freeman,
2020) is the foundation for jailbreaking and fur-
ther device modification. A similar system, called
Xposed Framework (rovo89, 2020), exists for An-
droid. To alleviate the risks and challenges af-
flicted with privilege escalation, VirtualXposed (Vr-
tualApp, 2016) create a virtual environment on the
user’s Android device with simulated privilege es-
calation. Users can install apps into this virtual
environment and apply tools of other modification
approaches that may require root access. Protect-
MyPrivacy (Agarwal and Hall, 2013) for iOS and
TaintDroid (Enck et al., 2010) for Android both
extend the functionality of the smartphone oper-
ating system with new functionality for the anal-
ysis of apps’ privacy features. On desktops, code
modifications tend not to be centred around a com-
mon framework, but are more commonplace in
general due to the traditionally more permissive se-
curity model compared to mobile. Antivirus tools,
copyright protections of games and the modding of
UI components are all often implemented through
interface-code modifications.

Interface-external modifications (Geza, 2019;
Bodyguard, 2019; Lee et al., 2014; Ko et al., 2015;
Andone et al., 2016; Hiniker et al., 2016; Löchte-
feld et al., 2013; Labs, 2019; Okeke et al., 2018) are
the arguably most common way to change default
interface behaviour. An end-user would install a
program so as to affect other programs/apps. No
change to the operating system or the targeted pro-
grams/apps is made, so an uninstall of the program
providing the modification would revert the device
to the original state. This approach is widely used
to track duration of device usage, send notifications
to the user during usage (e.g. timers, warnings),
block certain actions on the user device, and other
aspects. The HabitLab (Geza, 2019) is a prominent
example developed by Kovacs et al. at Stanford.
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This modification framework is open-source and
maintained by a community of developers, and pro-
vides interventions for both desktop and mobile.

Visual overlay modifications render graphics
on an overlay layer over any active interface in-
stance, including browsers, apps/programs, videos,
or any other interface in the operating system. The
modifications are visual, and do not change the
functionality of the target interface. It may ren-
der sub-interfaces, labels, or other graphics on top
of the foreground app. Prominent examples are
DetoxDroid (flxapps, 2021), Gray-Switch (GmbH,
2021), Google Accessibility Suite (Google, 2021),
and GreaseTerminator (Datta et al., 2021).

We would like to establish early on that we pur-
sue a visual overlay modifications approach. Inter-
ventions should be rendered in the form of over-
lay graphics based on detected elements, rather
than implementing program code changes natively,
hence focused on changing the interface rather
than the functionality of the software. Interven-
tions should be generalizable; they are not solely
website- or app-oriented, but interface-oriented. In-
terventions do not target specific apps, but general
interface elements and patterns that could appear
across different interface environments. To sup-
port the systemic requirements in Section 2.4, we
require an interface modification approach that is
(i) interface-agnostic and (ii) easy-to-use. To this
extent, we build upon the work of GreaseTermina-
tor (Datta et al., 2021), a framework optimized for
these two requirements.

In response to the continued widespread pres-
ence of interface-based harms in digital sys-
tems, Datta et al. (Datta et al., 2021) developed
GreaseTerminator, a visual overlay modification
method. This approach enables researchers to
develop, deploy and study interventions against
interface-based harms in apps. This is based on the
observation that it used to be difficult in the past
for researchers to study the efficacy of different
intervention designs against harms within mobile
apps (most previous approaches focused on desk-
top browsers). GreaseTerminator provides a set of
‘hooks’ that serve as templates for researchers to
develop interventions, which are then deployed and
tested with study participants. GreaseTerminator
interventions usually come in the form of machine
learning models that build on the provided hooks,
automatically detect harms within the smartphone
user interface at run-time, and choose appropriate

interventions (e.g. a visual overlay to hide harmful
content, or content warnings). A visualisation of
the GreaseTerminator approach is shown in Fig-
ure 6(a).

6.2.3 Opportunities for Low-code
Development in Interface Modification

Low-code development platforms have been de-
fined, according to practitioners, to be (i) low-
code (negligible programming skill required to
reach endgoal, potentially drag-and-drop), (ii) vi-
sual programming (a visual approach to develop-
ment, mostly reliant on a GUI, and "what-you-
see-is-what-you-get"), and (iii) automated (unat-
tended operations exist to minimize human involve-
ment) (Luo et al., 2021). Low-code development
platforms exist for varying stages of software cre-
ation, from frontend (e.g. App maker, Bubble.io,
Webflow), to workflow (Airtable, Amazon Honey-
code, Google Tables, UiPath, Zapier), to backend
(e.g. Firevase, WordPress, flutterflow); none ex-
ist for software modification of existing applica-
tions across interfaces. According to a review of
StackOverflow and Reddit posts analysed by Luo
et al. (Luo et al., 2021), low-code development
platforms are cited by practitioners to be tools that
enable faster development, lower the barrier to us-
age by non-technical people, improves IT gover-
nance compared to traditional programming, and
even suits team development; one of the main limi-
tations cited is that the complexity of the software
created is constrained by the options offered by the
platform.

User studies have shown that users can self-
identify malevolent harms and habits upon self-
reflection and develop desires to intervene against
them (Cho et al., 2021; Lyngs et al., 2020a). Not
only do end-users have a desire or interest in self-
reflection, but there is indication that end-users
have a willingness to act. Statistics for content
violation reporting from Meta show that in the Jan-
Jun 2021 period, ⇠ 42,200 and ⇠ 5,300 in-app
content violations were reported on Facebook and
Instagram respectively (Meta, 2022) (in this report,
the numbers are specific to violations in local law,
so the actual number with respect to community
standard violatons would be much higher; the num-
bers also include reporting by governments/courts
and non-government entities in addition to mem-
bers of the public). Despite a willingness to act,
there are limited digital visualization or reflection
tools that enable flexible intervention development
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by end-users. There are visualization or reflec-
tion tools on browser and mobile that allow for
reflection (e.g. device use time (Andone et al.,
2016)), and there are separate and disconnected
tools for intervention (Section 2.2), but there are
limited offerings of flexible intervention develop-
ment by end-users, where end-users can observe
and analyze their problems while generating cor-
responding fixes, which thus prematurely ends the
loop for action upon regret/reflection. There is a
disconnect between the harms analysis ecosystem
and interventions ecosystem. A barrier to binding
these two ecosystems is the existence of low-code
development platforms for end-users. While such
tooling may exist for specific use cases on spe-
cific interfaces (e.g. web/app/game development)
for mostly creationary purposes, there are limited
options available for modification purposes of exist-
ing software, the closest alternative being extension
ecosystems (Kollnig et al., 2021; Google, 2010a).
Low-code development platforms are in essence
"developer-less", removing developers from the
software modification pipeline by reducing the bar-
rier to modification through the use of GUI-based
features and negligible coding, such that end-users
can self-develop without expert knowledge.

Human-in-the-Loop (HITL) learning is the
procedure of integrating human knowledge and ex-
perience in the augmentation of machine learning
models. It is commonly used to generate new data
from humans or annotate existing data by humans.
Wallace et al. (Wallace et al., 2019) constructed
a HITL system of an interactive interface where a
human talks with a machine to generate more Q&A
language and train/fine-tune Q&A models. Zhang
et al. (Zhang et al., 2019) proposed a HITL system
for humans to provide data for entity extraction,
including requiring humans to formulate regular
expressions and highlight text documents, and an-
notate and label data. For an extended literature
review, we refer the reader to Wu et al. (Wu et al.,
2021). Beyond lab settings, HITL has proven it-
self in wide deployment, where a wide distribution
of users have indicated a willingness and ability
to perform tasks on a HITL annotation tool, re-
CAPTCHA, to access utility and services. In 2010,
Google reported over 100 million reCAPTCHA in-
stances are displayed every day (Google, 2010b)
to annotate different types of data, such as deci-
phering text for OCR of books or street signs, or
labelling objects in images such as traffic lights or

vehicles.
While HITL formulates the structure for human-

AI collaborative model development, model fine-
tuning and few-shot learning formulate the algo-
rithmic methods of adapting models to changing
inputs, environments, and contexts. Both adap-
tation approaches require the model to update its
parameters with respect to the new input distribu-
tion. For model fine-tuning, the developer re-trains
a pre-trained model on a new dataset. This is in
contrast to training a model from a random ini-
tialization. Model fine-tuning techniques for pre-
trained foundation models, that already contain
many of the pre-requisite subnetworks required
for feature reuse and warm-started training on a
smaller target dataset, have indicated robustness
on downstream tasks (Galanti et al., 2022; Abnar
et al., 2022; Neyshabur et al., 2020). If there is an
extremely large number of input distributions and
few samples per distribution (small datasets), few-
shot learning is an approach where the developer
has separately trained a meta-model that learns how
to change model parameters with respect to only a
few samples. Few-shot learning has demonstrated
successful test-time adaptation in updating model
parameters with respect to limited test-time sam-
ples in both image and text domains (Raghu et al.,
2020; Koch et al., 2015; Finn et al., 2017; Datta,
2021). Some overlapping techniques even exist
between few-shot learning and fine-tuning, such as
constructing subspaces and optimizing with respect
to intrinsic dimensions (Aghajanyan et al., 2021;
Datta and Shadbolt, 2022; Simon et al., 2020).

The raw data for harms and required interface
changes reside in the history of interactions be-
tween the user and the interface. In the Screenome
project (Reeves et al., 2020, 2021), the investigators
proposed the study and analysis of the moment-by-
moment changes on a person’s screen, by captur-
ing screenshots automatically and unobtrusively
every t = 5 seconds while a device is on. This
record of a user’s digital experiences represented
as a sequence of screens that they view and interact
with over time is denoted as a user’s screenome.
Though not mobilized widely amongst users for
their self-reflection or personalized analysis, in-
tegrating screenomes into an interface modifica-
tion framework can play the dual roles of visual-
izing raw (harms) data to users while manifesting
as parseable input for visual overlay modification
frameworks.
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Abstract

Despite recent advances in machine learning
based hate speech detection, classifiers still
struggle with generalizing knowledge to out-
of-domain data samples. In this paper, we in-
vestigate the generalization capabilities of deep
learning models to different target groups of
hate speech under clean experimental settings.
Furthermore, we assess the efficacy of three dif-
ferent strategies of unsupervised domain adap-
tation to improve these capabilities. Given the
diversity of hate and its rapid dynamics in the
online world (e.g. the evolution of new target
groups like virologists during the COVID-19
pandemic), robustly detecting hate aimed at
newly identified target groups is a highly rele-
vant research question. We show that naively
trained models suffer from a target group spe-
cific bias, which can be reduced via domain
adaptation. We were able to achieve a relative
improvement of the F1-score between 5.8%
and 10.7% for out-of-domain target groups of
hate speech compared to baseline approaches
by utilizing domain adaptation.

Author contacts are given in the footnotes. 1

1 Introduction

Current state-of-the-art machine learning ap-
proaches for hate speech detection reach F1-scores
above 93% (Arango et al., 2019). Despite this
progress, in some settings these scores drop to 50%
when tested on out-of-domain data (Arango et al.,
2019). The lack of generalization capabilities of
hate speech detection systems hinders their suitabil-
ity in real world applications.

Several challenges are faced when trying to gen-
eralize knowledge in hate speech detection tasks.
Firstly, most benchmark hate speech datasets are
focused on certain topics, such as hate speech

1 torsten.zesch@fernuni-hagen.de
florian.ludwig@zitis.bund.de
eleanor.hobley@zitis.bund.de
klara.dolos@zitis.bund.de

directed at journalists (Charitidis et al., 2020),
refugees and Muslims (Zhang et al., 2018), women
only (Basile et al., 2019) or blacks, other races
and women (Waseem, 2016). These datasets re-
flect biases towards different targets of hate, which
will usually influence model training and predictive
performance. Different target groups are also ad-
dressed by different perpetrators in the real world.
For example, left-wing hate is frequently aimed
against the ‘system’, with police or politicians be-
ing targeted, whereas right-wing hate is frequently
aimed against Jews or foreigners. Moreover, new
target groups can arise due to new phenomena such
as the Corona pandemic (Fan et al., 2020). There-
fore, being able to adapt models to unknown target
groups of hate speech without the need of time con-
suming labeling of new datasets is crucial. Another
challenge for generalizing knowledge across differ-
ent hate speech datasets is the disagreement over
the definition of hate speech (Ross et al., 2017),
which is especially problematic for benchmark
datasets. These disagreements lead to incompatible
annotation of different datasets (MacAvaney et al.,
2019; Fortuna et al., 2020), which hinders a proper
assessment of the generalization capabilities of the
models.

In this work we investigate the generalization
and adaptation capabilities of hate speech classi-
fiers to different domains of hate speech while
eliminating errors due to incompatible datasets.
This is done by conducting our experiments on
a single dataset, namely the HateXplain dataset
(Mathew et al., 2020), which was annotated
following consistent annotation rules. There are
many possibilities to categorize hate speech into
different domains. For example, hate speech
with common topics, hate speech that addresses
common target groups, hate speech from common
time periods or hate speech from common datasets
can be considered as separate domains. In this
work, we regard the adaptation capabilities of the
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(a) MixUp Regularization. In manifold MixUp, virtual
samples and virtual labels are computed by interpolating
between the feature representations and corresponding la-
bels (pseudo-labels for unlabeled samples) of data points.

(b) Adversarial Domain Adaptation. The goal of adver-
sarial domain adaptation is to align the feature distribu-
tions of source domain samples with feature distributions
of target domain data samples.

(c) Curriculum Labeling. After training a model on labeled samples (left), the model predicts
pseudo labels (middle) for unlabeled samples from the target domain. Samples which belong to the
most confident model predictions are included in the training set, together with their predicted class
labels. Finally, the model is retrained from scratch on the augmented dataset (right).

Figure 1: Three different strategies for improving the generalization capabilities of models to different target groups
are investigated. These approaches utilize labeled source data samples (colored data points) and unlabeled target
domain data samples (grey data points).

models with respect to different target groups of
hate speech due to the relevance of the topic for
real world applications and the suitability of the
HateXplain dataset for this research. An advantage
of utilizing the HateXplain dataset for this research
is, that target groups were annotated for all
samples, not only the hateful ones, which allows
us to appropriately select samples that correspond
to different domains and therefore to properly
investigate the generalization capabilities of our
approaches. Adaptation of models to different
target groups of hate speech is here investigated
by unsupervised domain adaptation methods,
namely via manifold MixUp regularization (Fig.
1a), adversarial domain adaptation (Fig. 1b) and
curriculum labeling (Fig. 1c).

In summary, we make the following contribu-
tions:

• We analyze the influence of data and target
group specific bias on hate speech classifiers;

• We investigate the suitability of unsupervised
domain adaptation for improving model per-
formances for out-of-domain target groups;

• Our experiments are conducted under clean
conditions with properly separated domains
and without data incompatibilities during
model evaluation.

2 Related Work

Several approaches for machine learning based hate
speech detection were investigated in recent years
(Badjatiya et al., 2017; Djuric et al., 2015; Mozafari
et al., 2019). An active line of research aims at im-
proving generalization capabilities of hate speech
detection systems, with most studies focusing on
cross-dataset generalization capabilities of models
(Bashar et al., 2021; Waseem et al., 2018).

Karan and Šnajder (2018) show the the diffi-
culties of hate speech classifier to deal with out-
domain datasets. The authors emphasize the im-
portance of in-domain data for their generaliza-
tion results. They integrated target domain data in
their learning procedure using frustratingly easy
domain adaptation Daumé III (2007). In contrast to
our work, the authors investigated the cross-corpus
generalization and adaptation capabilities of linear
support vector machines. In this work, we focus
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on target group specific domain adaptation of deep
learning based hate speech classifiers.

The generalization capabilities of deep learning
models from topic generic to topic specific hate
speech corpora were investigated by Chiril et al.
(2021). The authors showed that models failed
to generalize to domain specific corpora, but that
the integration of domain specific knowledge im-
proves the classification results in new domains. In
contrast to our work, the authors focus on cross
dataset generalization, which makes a clean evalua-
tion of target group specific generalization difficult.
Faal et al. (2021) suggested exploitation of multi-
task learning and domain adaptation for improving
the generalization capabilities of hate speech clas-
sifiers. After domain adaptive pre-training of a
BERT based feature extractor (Devlin et al., 2019),
the whole model was trained on multiple tasks by
utilizing shared parameters as well as task specific
parameters. The authors showed that the reduction
of unintended target group specific model bias via
multi-task learning successfully boosted generaliza-
tion. In contrast to our work, they focus on general
robustness with respect of target groups rather than
a target group specific optimization.

In Bashar et al. (2021), the authors propose to
train a language model to learn domain invariant
and disentangled feature representation for differ-
ent hate speech domains. After that, they trained a
classifier on top of these feature representations and
used it for robustly classifying hate speech from dif-
ferent domains. The authors demonstrated the suc-
cess of the model in detecting hate speech related to
the COVID-19 pandemic. On the other side, Bose
et al. (2021) showed that the application of widely
used unsupervised domain adaptation approaches
can be problematic in the field of hate speech detec-
tion. The authors applied various pivot-based and
adversarial-based approaches to generalize knowl-
edge across different hate speech corpora. Unlike
our work, which focuses on target group specific
domain adaptation, these works focus on gener-
alizing on knowledge on the level of hate speech
corpora, which introduced previously discussed dif-
ficulties in model evaluation and which might be
the main reason for bad adaptation results.

3 Methods and Experiments

In this section we describe the dataset, model ar-
chitecture as well as the training and evaluation
strategies used in our experiments.

Figure 2: Number of experimental data samples by
target group and and class label.

3.1 Dataset

The HateXplain dataset (Mathew et al., 2020), con-
sisting of around 20K annotated posts, was used as
the basis for all our experiments. The dataset was
primarily annotated with the class labels normal,
offensive and hateful, with additional labeling
of the target groups of hate (’Race’, ’Religion’,
’Sexual orientation’, ’Gender’, ’Origin’, ’Other’)
undertaken. Unlike other datasets, such as (Del Vi-
gna12 et al., 2017; Ousidhoum et al., 2019), each
target group was annotated for all data points, in-
cluding those belonging to the "normal" and "offen-
sive" classes. This allows us to examine the gener-
alization capabilities of different approaches with
strictly separated target groups across all labels. To
the best of our knowledge, the HateXplain dataset
(Mathew et al., 2020) is the only dataset that explic-
itly annotates target groups for the classes "normal"
and "offensive" as well, which is why this dataset
is the only one that was used to conduct our experi-
ments with strictly separated domains. To ensure
that the trained models generalize from a single
source domain to a single target domain, we select
only those data points for training and validation
purposes which have solely been annotated as be-
longing to either a source domain (e.g. "Race") or
a target domain (e.g. "Religion"). We discard data
points which have been annotated with multiple tar-
get groups (e.g. "Race" and "Gender"). We focus
on the domains "Race," "Religion," and "Sexual
Orientation" because the other target groups each
contain fewer than 60 instances annotated as "Hate
Speech," which risks inconsistent experimental re-
sults due to insufficient coverage of all class labels.
Therefore, "Gender," "Origin," and "Other" are dis-
carded, resulting in a final dataset that yields 170
to 1424 instances per class label (see Fig. 2). We
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also experiment with data augmentation. Recently,
various techniques for text data augmentation have
been proposed (Shorten et al., 2021), such as rule
based techniques (Wei and Zou, 2019; Spasic et al.,
2020; Karimi et al., 2021), feature space augmen-
tations (Cheung and Yeung, 2020; Khosla et al.,
2020) or neural augmentation (Wu et al., 2019).
Due to the success of back translation based data
augmentation (Xie et al., 2020; Yaseen and Langer,
2021; Corbeil and Abdi Ghadivel, 2020; Sugiyama
and Yoshinaga, 2019), we decided to use this ap-
proach with pre-trained neural translation models
(provided by HuggingFace 2) in order to created
an augmented version of the original HateXplain
dataset. Back translation is done with the language
pairs English - German, English - French and En-
glish - Spanish, resulting in nearly three times the
number of instances per class.

3.2 Model Architecture and Training

In our experiments, we use the Structured Self-
Attentive Sentence Embedding model (Lin et al.,
2017), which provides a good trade-of between
model performance and computational costs. The
model is visualized in figure 3. The encoder of the
model consists of a two layer bidirectional LSTM,
followed by an attention module, as proposed by
(Lin et al., 2017). The predictor of the model is a
linear classifier, consisting of a single linear layer
followed by a Softmax activation function. We use
WordPiece tokenization (Devlin et al., 2018; Schus-
ter and Nakajima, 2012). The embedding size and
the hidden sizes of the LSTMs are 128, the dimen-
sion of the attention module 350, and the number
of attention heads 30. A domain discriminator is
applied in those experiments in which we perform
adversarial domain alignment. The input of the do-
main discriminator is the output of the encoder of
the Structured Self-Attentive Sentence Embedding
model. The applied discriminator model consists
of a gradient reversal layer (Ganin and Lempitsky,
2015), followed by a two layer feed forward neu-
ral network with a leaky ReLU activation function
at the hidden position and a Sigmoid activation
function at the output position.

We use the Adam optimizer (Kingma et al.,
2015) with a learning rate of 5e−4 and beta values
of (0.9, 0.99) during our experiments. We apply
dropout regularization (Srivastava et al., 2014) with
a dropout probability of 0.6 to the LSTM modules

2 https://huggingface.co/

Figure 3: Structured Self-Attentive Sentence Embed-
ding model (left) and domain discriminator (right), used
in our experiments.

to prevent overfitting. All models are trained for a
total of 50.000 training iterations with a batch size
of 32. Our experiments are implemented using the
deep learning framework Pytorch.3

3.3 Model Assessment

All models are evaluated using the macro-average
F1-score with five-fold cross-validation. During
training, we store those model states for which
the models achieved the best results on the out-of-
fold validation data of the training domains. For
these model states, we report the results achieved
on the validation data of the other domains, too.
We believe that this is a realistic scenario, since we
assume that only unlabeled data samples of other
domains are available and we therefore need to
select our models based on their performances on
the source domains, for which labeled data samples
are available.

3.4 Zero-Shot Approaches

In the first set of experiments, we investigate the
generalization capabilities of models that use only
labeled data from one domain and no data from
other domains. As we examine the generalization
capabilities of the models to target domains that
were not present in the training data, we refer to
these experiments as zero-shot approaches. In the
first, naive zero-shot approach (Zero), models are
trained with labeled data from the original HateX-
plain dataset (Mathew et al., 2020) that belong to
a specific target group (e.g. "Race"). The training
batches provided to the model in each training itera-

3 https://pytorch.org/
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tion are randomly sampled. In the second zero-shot
approach (Zero +), models are trained with target
group specific data from the augmented dataset (see
Section 3.1). Similar to the first zero-shot learning
approach, training batches are sampled randomly.
In the last zero-shot learning approach (Zero B+),
the training batches are sampled in a balanced man-
ner from the augmented dataset with equal proba-
bility per class in each iteration. In all zero-shot
approaches, models are evaluated with validation
data from the original HateXplain dataset (Mathew
et al., 2020), as described in Section 3.3.

3.5 Unsupervised Domain Adaptation

Unsupervised single source domain adaptation uses
data from two different domains during the training:
source data XS = {(xi, yi)}Ni=1, which consist of
N labeled samples from a source domain DS =
{XS , PS(XS)}, and target data XT = {xj}Mj=1,
which consist of M unlabeled samples from a tar-
get domain DT = {XT , PT (XT )}. X = XS =
XT is a shared feature space, PS(XS) ̸= PT (XT )
are marginal probability distributions over the fea-
ture space, which are similar, but differ. The goal
of the learning algorithm is to train a model which
achieves a strong performance for a task T on the
target domain although no labeled data points from
the target domain are available during the train-
ing. For the domain adaptation approaches, we use
the same data and sampling strategy as for the last
zero-shot learning approach (Zero B+).

The goal in our paper is to cover different re-
search directions in the field of domain adaptation
for hate speech detection purposes. The approaches
investigated in this paper are typical candidates for
their line of research, which consider the problem
of domain adaptation from a regularization-based
view 3.5.1, a data-based view 3.5.2 and a feature-
based view 3.5.3.

3.5.1 MixUp Regularization
We adapt the approach of manifold MixUp regu-
larization proposed by Verma et al. (2019) (Fig.
1a). Given is a deep neural network with an en-
coder e, which maps an input x ∈ X into hidden
representation h ∈ Rm, and a predictor p, which
computes predictions z ∈ RK based on the hidden
representation h ∈ Rm. Manifold MixUp regular-
ization introduces an additional regularization loss
based on MixUp feature representations h̃ ∈ Rm

and MixUp labels ỹ ∈ RK , which are computed
based on hidden representations h1, h2 ∈ Rm and

corresponding labels y1, y2 ∈ RK of two samples:

h̃ = α · h1 + (1− α) · h2 (1)

ỹ = α · y1 + (1− α) · y2 (2)

Here, α ∈ [0, 1] is sampled from a Beta
distribution: α ∼ Beta(2, 2). y1 and y2 are
represented as one-hot encoded class labels for
source domain samples and as soft pseudo-labels,
which are iteratively computed by the neural
network, for target domain samples.

The MixUp features are used for computing the
MixUp predictions z̃ = p(h̃) based on the predic-
tor of the neural network. The loss between MixUp
predictions and MixUp labels is computed as Cross-
Entropy loss for source domain samples (l̃sm) and
L1 loss for target domain samples (l̃tm). The com-
plete MixUp loss l̃m is computed as follows:

lm = λs · l̃sm + λt · l̃tm (3)

We set λs = λt = 0.1 in our experiments.

3.5.2 Curriculum Labeling
In addition to MixUp regularization, we adapt the
approach of Cascante-Bonilla et al. (2020), which
combines pseudo-labeling with curriculum learn-
ing, for domain adaptation purposes (Fig. 1c). Cur-
riculum labeling is done by selecting data points
from an unlabeled data pool based on the network’s
prediction confidences. The selected data points
with corresponding pseudo-labels are iteratively in-
cluded to the training procedure during the learning
epochs. Following Cascante-Bonilla et al. (2020),
we select data points based on percentile scores
of the prediction confidences. During the train-
ing, the percentile threshold for selecting samples
corresponding to the most confident predictions
is increased from 0% to 100% in increments of
20%. In contrast to Cascante-Bonilla et al. (2020),
we select the pseudo-labeled samples based on the
model’s prediction confidences independently for
each predicted class. This is done to prevent a bias
towards the selection of data points from majority
classes, which is crucial for hate speech detection
tasks. During each iteration (’curriculum epoch’),
the network is re-trained from scratch with both
the labeled samples and the pseudo-labeled sam-
ples selected by the model trained in the previous
curriculum epoch.
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Target Domain
Source Eval. Race Rel. Sex.
Domain Domain Zero Zero + Zero B+ Mix. Adv. Cur. Mix. Adv. Cur. Mix. Adv. Cur.

Race .56 .57 .58 .58 .57 .57 .58 .57 .58
Race Rel. .52 .52 .52 - .54 .54 .51 .52 .53 .53

Sex. .50 .50 .51 .53 .53 .50 .51 .52 .53
Race .46 .46 .48 .48 .52 .52 .48 .49 .50

Rel. Rel. .47 .48 .50 .50 .52 .52 - .49 .50 .50
Sex. .47 .48 .49 .50 .52 .51 .48 .49 .51
Race .36 .37 .42 .42 .48 .47 .42 .39 .42

Sex. Rel. .39 .39 .43 .44 .46 .47 .43 .43 .45 -
Sex. .42 .42 .46 .46 .49 .50 .45 .45 .48

Table 1: Macro average F1 scores achieved by the approaches, averaged over five validation folds and split into
target groups, approaches and domains. Improvements over the results, achieved by the best zero-shot approach
are marked in green. Violet indicates negative transfer, in which the models achieved worse results than the naive
zero-shot learning approach.

Approach Source Target Other

Zero 0.483 0.450

Zero + 0.490 0.455
+1.4% +1.1%

Zero B+ 0.513 0.475
+6.2% +5.6%

MixUp 0.510 0.476 0.481
+5.6% +5.8% +6.9%

Adv. 0.517 0.496 0.487
+7.0% +10.2% +8.2%

Cur. 0.525 0.498 0.488
+8.7% +10.7% +8.4%

Table 2: Average F1-Scores of the investigated ap-
proaches and relative improvements compared to the
naive zero-shot learning approach with respect to the
domains.

3.5.3 Adversarial Domain Alignment
In order to learn domain invariant feature repre-
sentations, Ganin et al. (2016) introduced Domain
Adversarial Neural Networks (Fig. 1b). Beside the
main model, a domain discriminator D : Rm 7→ R
is trained to distinguish between feature represen-
tations hs ∈ Rm and ht ∈ Rm for source domain
samples xs and target domain samples xt, com-
puted by encoder e. At the same time, the encoder
e is trained to confuse the domain discriminator D,
such that the discriminator is not able to distinguish
between these feature representations. To achieve
this, an adversarial loss is introduced:

Ladv = E
xs∼Xs

[log(D(e(xs)))]

+ E
xt∼Xt

[log(1−D(e(xt)))] (4)

Approach Normal Offensive Hate Speech

Zero 0.479 0.287 0.618

Zero + 0.476 0.286 0.637
-0.6% -0.3% +3.1%

Zero B+ 0.494 0.288 0.683
+3.1% +0.35% +10.5%

MixUp 0.490 0.281 0.690
+2.1% -2.1% +11.7%

Adv. 0.500 0.312 0.689
+4.4% +8.7% +11.7%

Cur. 0.505 0.311 0.692
+6.5% +8.4% +12.0%

Table 3: Average F1-Scores and its relative improve-
ments over naive zero-shot learning, divided into ap-
proaches and classes labels.

The domain discriminator D is trained to
maximize the adversarial loss Ladv, while at
the same time the encoder e is trained to fool
the discriminator and therefore minimize Ladv.
The theoretical equilibrium is reached when the
encoder e produces features which cannot be
reliably classified as belonging either to the source
or to the target domain by an optimal discriminator.

4 Results and Discussion

In this section, we present and discuss the results
of our experiments. In table 1, we present macro
average F1-scores, achieved by the investigated
approaches. The scores are divided into source
domain (first column), the domain on which the
models were evaluated (second column) and
the approaches used. Since the investigated
domain adaptation approaches, unlike zero-shot
approaches, used unlabeled target domain data
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in addition to labeled source domain data, their
results are further subdivided into the target
domain that was involved in model training. In
table 2 we present the average F1-scores of the
investigated approaches, split by source, target
and uninvolved domain. In addition to the average
values, relative improvements compared to the
naive zero-shot learning approach are also given.
Table 3 shows the achieved performances with
respect to the class labels "normal", "offensive"
and "hate speech". Again, we report the relative
improvements of the approaches compared to
the naive zero-shot approach. In table 4, we
provide feature visualizations of our models for
hate related samples based on lime (Ribeiro et al.,
2016). The visualizations are provided for different
approaches and combinations of source target and
evaluation domains.

OFFENSIVE CONTENT WARNING: The fol-
lowing sections contain examples of hateful con-
tent. This is strictly for the purpose of enabling this
research. Please be aware that this content could
be offensive and cause you distress.

4.1 Model Bias

Although there are cases, in which models show
poor generalization abilities to some out-of-domain
target groups, all of our models were able to gen-
eralize knowledge to other domains to some ex-
tent. Best or equal best model performance was
achieved when evaluating models against the do-
main on which they were trained (i.e. source do-
main) for both the zero-shot approaches (Table 1)
as well as after averaging across domain adaptation
approaches (Table 2). Data augmentation generally
helped to improve the model performances, which
shows that the models suffer from a bias due to the
low amount of available training data. On average,
the class "Hate Speech" benefits most from data
augmentation (Table 3), while the performance on
the classes "Normal" and "Offensive" is slightly
worse compared to the naive zero-shot approach.
Models additionally benefit from class balanced
data sampling (Zero B+), which on average out-
performed the other zero-shot learning approaches
on all domains and across all class labels. Despite
the improvements due to data augmentation and
class balanced sampling, a gap between the perfor-
mances on source domain and the other domains is
still preserved. Moreover, both techniques slightly

increased the performance gap between source and
other domains (Table 2). We conclude that the mod-
els suffer from a target group specific bias, which
occurs due to the lack of domain specific knowl-
edge of domains other than the source domain and
which cannot be reduced via typical data sampling
strategies or data augmentation techniques such as
back-translation. Therefore, the integration of do-
main specific knowledge of the target domain is
crucial for reducing the performance gap between
source domain and target domain.

Domain adaptation enabled models to learn do-
main specific features and to produce better model
predictions in some instances (see samples a and b,
e - h, i and l, Table 4). These results concur with the
findings of (Karan and Šnajder (2018)), who high-
lighted the importance of in-domain knowledge for
the generalization capabilities of hate speech clas-
sifiers and showed that models trained on domain
general hate speech corpora failed to generalize
to domain specific hate speech data Chiril et al.
(2021). In contrast to our work, the authors inves-
tigated the generalization capabilities of models
across different datasets, which hinders a clean
evaluation due to possible dataset incompatibili-
ties. Our results indicate that the integration of
domain specific knowledge via adversarial domain
adaptation and curriculum labeling is able to re-
duce the performance gap and achieve the largest
improvements on the target domains, thereby re-
ducing model bias (Table 2).

4.2 Effects of Domain Adaption Approaches
on Model Performance

Domain adaptation was able to improve the per-
formance over all zero-shot learning approaches
for each combination of source and target domain
(Table 1). Additionally, all domain adaptation ap-
proaches achieved better results on average than
the zero-shot learning approaches for not only the
target domain but also for the third, uninvolved
domain (Table 2) and was observable for all three
classes (Table 3). Moreover, the adversarial domain
adaptation approach and the curriculum labeling
approach on average outperformed the zero-shot
learning approaches on the source domain. How-
ever, in our experiments the choice of the data in-
cluded in the training procedure had greater im-
pact to the model performances than the chosen
domain adaptation approaches themselves. Further-
more, none of our investigated domain adaptation
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MixUp Regularization
Text Source Target Evaluation Prediction

a) this little k**e is a good little donkey american Race Rel. Rel. Hate Speech

b) |user| good job scamming you fu***ng fa**ot Race Rel. Sex. Hate Speech

c) y’ all n***as is hoes Sex. Race Race Offensive

d) are yall n***as retarded Sex. Race Race Offensive

Adversarial Domain Adaptation
Text Source Target Eval Prediction

e) enjoy being a childless n****r fu**er Rel. Race Race Hate Speech

f) deport that be**er sp**k to mexico Sex. Race Race Hate Speech

g) like pick a struggle fa**ot Rel. Race Sex. Hate Speech

h) kill yourself fa**ot Rel. Race Sex. Hate Speech

Curriculum Labeling
Text Source Target Eval Prediction

i) started as trash ending as worthless n****r trash Rel. Race Race Hate Speech

j) those fa**ots off queer eye hate jews Rel. Race Sex. Hate Speech

k) i fu***ng hate jews Race Rel. Rel. Offensive

l) kill yourself fa**ot Rel. Race Sex. Hate Speech

Table 4: Feature visualization for hate related samples. Words highlighted in red strengthen the model to predict
the class "Hate Speech", while words which are highlighted in blue, decrease this prediction confidence.

approaches outperformed the other methods in each
experiment (Table 1), which makes the choice of
the appropriate approach in practical settings diffi-
cult, especially when no labeled data of the target
domain is available to asses the model performance
on that domain.

While the two approaches curriculum labeling
and adversarial domain adaptation both performed
similarly, they outperform MixUp regularization
in most cases. Adversarial domain adaptation im-
proved the performances in 4 out of 6 domain com-
binations on the target domain, and in 5 out of
6 combinations on the uninvolved domain. Cur-
riculum labeling resulted in better performances
on the target domain in 5 out of 6 training do-
main pairs, and in 4 out of 6 cases on the unin-
volved domain. In contrast, MixUp regularization
improved performances on the target domain in
only 1 out of 6 source-target domain combinations,
namely "Race"-"Religion", and yielded the small-
est improvements in average model performance of
all three domain adaptation approaches (Table 2).
Moreover, MixUp regularization was not able to
correctly learn domain specific features, such as the
domain specific word "n***as" for its predictions
(see samples c) and d), Table 4). Thus, MixUp
regularization is inferior to the other approaches
for the investigated task.

Remarkably, the curriculum labeling approach

resulted in worse outcomes than the zero-shot ap-
proaches in one instance (Table 1), although the
risk of predicting incorrect pseudo-labels is miti-
gated by implementing the curriculum steps pro-
posed in (Cascante-Bonilla et al., 2020). This per-
formance loss or negative transfer is indicated by
the phrase "hate jews" leading to a decrease in the
prediction confidences of the models for the hate
speech class and, in case of sample k), an incorrect
prediction (samples j & k, Table 4). This negative
transfer is attributable to a negative confirmation
bias, which can occur in pseudo-labeling based
approaches (Rizve et al., 2021) and can lead to
a large number of incorrect pseudo-labels that in-
terfere with the training procedure and thus affect
the model performance. Nevertheless, the curricu-
lum labeling approach proved to be best suitable to
adapt hate speech classifiers in our study, achieving
the best averaged results on the source, target and
other domains.

4.3 Data Dependency of the Performance

In our experiments, the choice of the training
data had the greatest impact on the model per-
formances. Models trained on the source domain
"Race" yielded the best results in general with F1
scores ranging from .50 and .58. Models, trained
on the source domain "Sexual Orientation" per-
formed worst overall and achieved F1 scores be-
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tween .36 and .50. Models, trained on the source
domain "Religion" achieved F1 scores between .46
and .52. A similar pattern was observed for unla-
beled data from the target domain. The largest im-
provements via domain adaptation were achieved
by utilizing unlabeled data from the target domain
"Race", whereas utilizing unlabeled data from the
target domain "Sexual Orientation" yielded the
lowest improvements. We attribute these obser-
vations to the number of training samples avail-
able in each class. The best performances were
achieved with the largest amount of labeled train-
ing data (source domain "Race"), the worst per-
formances were achieved with the lowest amount
of labeled training data (source domain "Sexual
Orientation"). Additionally, the largest improve-
ments were achieved by incorporating the largest
amount of unlabeled data (target domain "Race"),
the smallest improvements were achieved with the
lowest amount of unlabeled data (target domain
"Sexual Orientation"). Since the domain adapta-
tion performance on the target domain depends on
the performance achieved on the source domain
(Zhang and Harada, 2019), this observation also
holds true for the investigated domain adaptation
approaches.

5 Conclusion

The goal of this work was to analyze the generaliza-
tion capabilities of hate speech classifiers to differ-
ent target groups of hate under clean experimental
conditions. Furthermore, we aimed to investigate
the suitability of unsupervised domain adaptation
to improve these generalization capabilities. Our
results indicate that naively trained hate speech
classifiers suffer from a target group specific bias
and that unsupervised domain adaptation is able to
improve the generalization capabilities of models
across different target groups of hate. In contrast
to previous works, which mainly focus on the gen-
eralization capabilities of hate speech classifiers
in cross dataset settings, we investigated the gen-
eralization capabilities of hate speech classifiers
to new hate targets on a single dataset, the HateX-
plain dataset. This enabled us to strictly separate
target groups across all class labels and therefore
allowed a clean analysis of the abilities of mod-
els to generalize to different target groups of hate,
while avoiding the risk of inconsistencies over the
definition of hate speech between datasets. We
observed a gap of the model performances on the

source domains and the model performances on the
target domains. While data augmentation and bal-
anced data sampling was able to generally improve
the model performances, these methods tend to
preserve these gaps. The integration of domain spe-
cific knowledge via domain adaptation was able to
improve the generalization capabilities of models
to other target groups, whereby the number of the
involved labeled and unlabeled training samples
strongly influenced the results of the approaches.
However, our study does not allow a clear conclu-
sion about which domain adaptation approach is
best in which constellation of available data, which
makes the choice of the appropriate approach diffi-
cult in real world situations. In total, there is still
potential to improve the prediction quality of the
models, especially when it comes to real world ap-
plications. Failures to detect hate speech, which
contain threats, may lead to life-threatening situa-
tions for people, for example. In such scenarios, the
achieved model performances are not good enough
to reliably support law enforcement agencies. Im-
provements could be made with more advanced
model architectures and a larger amount of avail-
able training data, which is a limitation of our work.
We also analyzed generalization capabilities for
only three target groups of hate, namely "race," "re-
ligion," and "sexual orientation." These limitations
should be addressed in future works, for which we
suggest investigating the generalization capabili-
ties to new targets of hate in settings with a greater
amount of data, higher diversity of target groups
and with more advanced models like transformer
based models. Moreover, the limitations of each
of the domain adaptation methods can be further
investigated in order gain insight into when and
why some methods might fail.
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Abstract

This paper presents a comprehensive corpus
for the study of socially unacceptable language
in Dutch. The corpus extends and revise an
existing resource with more data and intro-
duces a new annotation dimension for offen-
sive language, making it a unique resource in
the Dutch language panorama. Each language
phenomenon (abusive and offensive language)
in the corpus has been annotated with a multi-
layer annotation scheme modelling the explic-
itness and the target(s) of the abuse/offence in
the message. We have conducted a new set of
experiments with different classification algo-
rithms on all annotation dimensions. Monolin-
gual Pre-Trained Language Models prove as
the best systems, obtaining a macro-average F1
of 0.828 for binary classification of offensive
language, and 0.579 for the targets of offensive
messages. Furthermore, the best system obtains
a macro-average F1 of 0.637 for distinguishing
between abusive and offensive messages.

1 Introduction

Social Media platforms have become an intrinsic
part of the lives of lots of people. A phenomenon
that accompanies Social Media platforms, with se-
rious impacts on society, is the presence of socially
unacceptable language. Socially unacceptable lan-
guage is to be regarded as a generic umbrella term
comprehending many different user-generated lan-
guage phenomena such as toxic language (Karan
and Šnajder, 2019; Bhat et al., 2021), offensive
language (Zampieri et al., 2019c; Ranasinghe and
Zampieri, 2020; Zampieri et al., 2020), abusive
language (Karan and Šnajder, 2018; Caselli et al.,
2020; Wiegand et al., 2021), hate speech (Waseem
and Hovy, 2016a; Davidson et al., 2019; Basile
et al., 2019), among others. While manually moni-
toring and flagging these phenomena is impossible,
there has been a growing interest in the Compu-
tational Linguistics (CL) and Natural Language

Processing (NLP) communities to develop auto-
matic systems to flag messages containing these
phenomena.

Besides the limitations of this type of reactive
interventions, previous work (Nozza, 2021) has
shown the necessity of language specific resources
for these phenomena to properly train systems.
This work contributes in this direction by present-
ing a comprehensive dataset to identify socially un-
acceptable language in Twitter messages in Dutch.
We integrate and extend DALC v1.0 (Caselli et al.,
2021) by introducing a new annotation layer for
offensive language and expanding the size of the
dataset from 8,156 messages to 11,292. The main
contribution of this paper can be summarised as
follows:

• a new release of DALC, DALC v2.0, with
a) more than 3k newly annotated messages
and b) annotations for the offensive language
dimension;

• an extensive set of experiments to model the
different annotation dimensions involved;

• an error analysis showing the limits of current
models.

The annotation guidelines, the data, and the
code for the reported experiments, and a data state-
ment (Bender and Friedman, 2018) are publicly
available.1 Examples of offensive messages have
been redacted to preserve privacy and explicit of-
fensive lexical items have been obfuscated.

2 Offensive Language: Why and How

Offensive language is a broader language phe-
nomenon when compared to other phenomena and
behaviours (e.g., abusive language, hate speech or
cyberbullying) and, most importantly, more subjec-
tive (Vidgen et al., 2019; Poletto et al., 2021). In

1https://github.com/tommasoc80/DALC
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Offensive Language
(Zampieri et al., 2019a)

Abusive Language
(Caselli et al., 2021)

Posts containing any form of non-acceptable
language (profanity) or a targeted offence,
which can be veiled or direct. This includes insults,
threats, and posts containing profane language
or swear words.

Impolite, harsh, or hurtful language (that
may contain profanities or vulgar language)
that result in a debasement, harassment,
threat, or aggression of an individual or a (social)
group, but not necessarily of an entity, an institution,
an organisations, or a concept.

Table 1: Definitions of offensive and abusive language adopted in this work.

general, the use of offensive language is intrinsi-
cally connected to freedom of speech. However, in
the context of social media interactions, the pres-
ence and use of offensive language towards other
users should raise concerns because it may escalate
the exchange in deeper verbal hostility (e.g., hate
speech) and give rise to highly toxic, and unsafe
environments (Chowdhury et al., 2020).

While we can identify and list parameters and
details that help us to narrow down whether a
message is abusive or not, the offensiveness of
a message is only partially dependent on its con-
tent. Other variables such as the context of oc-
currence, the background and experience of the
reader/annotator play a relevant role. Despite these
difficulties, offensive language datasets have been
developed in different languages (Sigurbergsson
and Derczynski, 2020; Pitenis et al., 2020; Çöl-
tekin, 2020; Chowdhury et al., 2020) and used in
recent shared tasks (Zampieri et al., 2019c, 2020).

To maximise resource interoperability and foster
the study of offensive language from a multilingual
perspective, we adopt the definition of offensive
language from Zampieri et al. (2019c). In Table 1
the full definition is reported and compared with
the definition of abusive language adopted in the
Dutch Abusive Language Corpus (DALC) v1.0.
A key element distinguishing these two language
phenomena is the level of detail used to describe
them, the different emphasis on the intentions of
the producers, the presence/absence of a target, and
the effects on the receivers. In particular, target
is an essential and compulsory element of abusive
language, while it is not the case for offensive mes-
sages. On the other hand, given its more generic
nature, offensive language can be identified in mes-
sages that do not contain any target. This is partic-
ularly evident in the use of profanities to express
strong (positive or negative) emotions. To better
clarify the difference between the two phenomena
consider the following examples from DALC v2.0:

1. ER IS EEN F***** MUG EVEN GROOT
ALS MIJN DUIM
[There is a f****** as big as my thumb]

2. Elke [identity_term] is een potentiëele terror-
ist
[Every [identity_term] is a potential terrorist]

Example 1 instantiate an offensive message, due
to the presence of a profanity. Its perception of
being offensive can vary according to the context
of use and the receivers of the message. At the
same time, the message does not fully comply with
the definition of abusive language for multiple rea-
sons: there is not a (human) target and there is no
intention to debase or harass an individual/group.
Example 2, on the contrary, it is a clear case of
abusive language. Here the abusive is express via a
stereotype and a debasing act, and with an explicit
target realised via a specific identity term. The
message is abusive and also offensive.

In this work, we have maintained the multi-layer
annotation approach of DALC v1.0, distinguish-
ing between the explicitness of the message and
its target. The explicitness and the target layers
for the offensive dimension have been refined with
subclasses along the existing annotation of abu-
sive language. The explicitness layer distinguishes
three subclasses: (i.) EXPLICIT; (ii.) IMPLICIT;
and (iii.) NOT. While NOT is used to annotate
not offensive messages, the difference between the
EXPLICIT and IMPLICIT subclasses mainly rely
on the surface forms of the message. Explicit of-
fensive content refers to the presence of profanities
or combination of words that unambiguously make
the message offensive. Implicit messages are more
subtle, lacking any surface markers, thus making
the offence hidden (Waseem et al., 2017).
The target layer, on the other hand, extends the
classes used for abusive language allowing for the
absence of a target. In particular, we have four
subclasses defined as follows: (i.) INDIVIDUAL,
for messages that are addressed or target a specific
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Id Text Explicitness Target

1.
Dat gebeurt in het park en veel jongeren bij elkaar
[That happens in a park and many young people together]

NOT NOT

2.
En daar trap jij in. Echt slim
[And you fall for that. really smart]

IMP. IND.

3.
S*** worden ze niet gemaakt
[They don’t get any d****]

EXP. GRP.

4.
j*** dat was wel schrikken geweest
[J**** that was scary]

EXP. NOT

5.
ons geld vervangen door die sh** euro
[ replace our money by that sh** euro ]

EXP. OTH.

Table 2: Examples of the annotation of the explicitness and the target layers. EXP. = EXPLICIT, IMP. = IMPLICIT;
IND. = INDIVIDUAL, GRP. = GROUP, OTH. = OTHER. English translations in brackets.

person or individual (who could be named or not);
(ii.) GROUP, for messages that target a group of
people considered as a unity because of ethnicity,
gender, political affiliation, religion, disabilities,
or other common properties; (iii.) OTHER, for
messages that target concepts, institutions and or-
ganisations, or non-living entities; and (iv.) NOT,
for offensive messages without a target. In Table 2,
we report some redacted examples from the dataset
to illustrate the combination of the two layers in
the annotation process.

Data Collection and Annotation DALC v1.0
is a corpus of 8,156 messages from Twitter in
Dutch obtained by applying three different col-
lection methods: keywords extraction, message
geolocation, and seed users. We have extracted a
total of 10k messages using only the keywords and
seed users data from DALC v1.0, since these two
sources proved to be denser and more suitable for
the language phenomenon of interest. Following
the settings of DALC v1.0, there is no overlap of
messages concerning topic and authors between
train and test distributions. Consequently, the 10k
messages are equally and independently extracted
from the train and test candidates - resulting in 5k
messages per distribution. We divided the mes-
sages of each distribution in batches of 1k each for
the annotation.

Given the highly subjective nature of offensive
language, all annotations for both layers have been
conducted in parallel by four annotators. 2 Annota-
tors were asked to apply the definition of offensive

2The annotators are also authors of this paper.

language as reported in Table 1. Each offensive
message was then annotated for the explicitness
and the target layers.

The annotation has been conducted in two steps.
In the first step, the annotators focused on all 6,267
messages that were marked as not abusive in DALC
v1.0. This is a necessary curation phase in order to
be compliant with the distinction between offensive
and abusive language. In the second steps, we have
annotated 5 additional batches for train and 1 batch
for test. The final amount of annotated data is
12,251.3

Table 3 reports the pairwise Cohen’s Kappa
score for all the four annotators for the explicitness
and the target layers. The agreement scores have
been computed on all the annotated data. The agree-
ment for explicitness layer ranges between a mini-
mum of 0.330 to a maximum of 0.541, indicating a
slight/substantial agreement, with a global Fleiss’
Kappa of 0.430. It is worth noting that there is a
variation in agreement across the annotators, with
A.1 and A.3 being the strongest pair. Kappa scores
slightly increase when aggregating the explicitness
subclasses into a generic offensive (OFF) label. In
this case, the values range between 0.358 (A.2–A.4)
and 0.593 (A.1–A.3), with a Fleiss’ Kappa of 0.473.
The results for the annotation of the target layer are
slightly worse, with the minimum agreement being
a Cohen’s Kappa of 0.250 (A.2–A.3) and a maxi-
mum of 0.474 (A.1–A.3). Overall Fleiss’s Kappa
for the target layer is 0.402.

To better understand these results, we have anal-
315 messages from the last training batch were not anno-

tated.
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Explicitness A.1 A.2 A.3 A.4

A.1 – 0.457 0.541 0.412
A.2 – – 0.373 0.330
A.3 – – – 0.471

Target A.1 A.2 A.3 A.4

A.1 – 0.391 0.474 0.379
A.2 – – 0.304 0.250
A.3 – – – 0.457

Table 3: Inter-Annotator Agreement for the Explicitness and the Target layers - pairwise Cohen’s Kappa.

ysed the pairwise confusion matrices of all the an-
notators.4 For the explicitness layer, it clearly ap-
pears that the biggest source of disagreement is
the offensive status of the message rather than the
distinction between explicit or implicit, further sup-
porting the claim that offensiveness is subjective.
This has also an impact on the target layer: if a
message is not annotated as offensive, the target
annotation is ignore.

Handling of disagreements We adopt a majority
voting for handling the disagreements and assign-
ing final labels. In all cases where a tie is reached,
the examples have been discussed collectively to
reach a consensus. However, when subjectivity is
an essential property of a language phenomenon,
disagreements are more informative than detrimen-
tal (Aroyo et al., 2019; Basile, 2020; Leonardelli
et al., 2021). In line with this vision, the final dis-
tribution contains the disaggregated annotations
to promote further research on the relationship of
subjectivity and annotation of natural language phe-
nomena.

3 Data Overview

The annotated corpus contains 11,292 Twitter mes-
sages in Dutch, covering a time period between
November 2015 and August 2020. For complete-
ness, all messages marked as offensive and con-
taining a target have also been further annotated
for abusiveness. For abusive language, we applied
the same annotation procedure used in DALC v1.0.
Table 4 illustrates the distribution of the data for the
abusive and offensive dimensions, and the target
layers across the Train/Dev and Test distributions.

The unbalanced distribution between the nega-
tive and the positive examples for both the abu-
sive and the offensive dimensions is part of the
design strategy. While the actual distribution of
these classes in social media is unknown, a distri-
bution of 2/3 vs. 1/3 between negative and positive
examples appears to be more realistic than a per-

4See Appendix B for details.

Annotated
Dimension Subclass Train Dev Test Total

Abusive
EXP 855 127 328 1,310
IMP 536 116 135 787
NOT 5,426 962 2,807 9,195

Offensive
EXP 1,407 230 584 2,221
IMP 1,070 209 283 1,562
NOT 4,340 766 2,403 7,509

Target - Abusive
IND 777 127 254 1,158
GRP 470 87 158 715
OTH 144 29 51 224

Target - Offensive

IND 1,147 191 361 1,699
GRP 705 133 244 1,082
OTH 489 93 157 739
NOT 136 22 105 263

Table 4: DALC v2.0: Distribution of subclasses in Train,
Dev, and Test splits for abusive, offensive dimensions
and target layers. Target is split between target of abu-
sive messages and target of offensive messages.

fectly balanced dataset and in line with previous
work (Basile et al., 2019; Davidson et al., 2017;
Zampieri et al., 2019c, 2020).

Overall, 2,097 messages have been annotated as
abusive, with an increase of 208 messages when
compared to DALC v1.0. On the other hand, 3,783
messages have been marked as offensive. In both
dimensions, the explicit subclass represents the
majority, with 62.47% of cases for the abusive di-
mension and 58.71% for the offensive one. The
difference in the distribution of the implicit sub-
class is striking, with implicit offensive messages
being almost the double of the abusive counter-
part. A possible explanation can be found in the
definitions of the two phenomena and their anno-
tations: offensive messages have been labelled as
such either because they contained a profanity, or
because the annotators subjectively perceived them
as offensive.

As for the targets, we observe that only a minor-
ity of offensive messages does not have a target
(6.95%). When compared to other datasets for
offensive language, the amount of messages asso-
ciated with this class varies - for instance, being
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the majority class in Sigurbergsson and Derczyn-
ski (2020) but not the minority in Zampieri et al.
(2019b) - suggesting that there may be a depen-
dency of this subclass on the method(s) used for
collecting the data. On the other hand, differences
in the realisation of the targets are more evident
when focusing on the IND and GRP subclasses.
Offensive messages have a balanced distribution
between these two subclasses corresponding to
28.25% and 28.60% of all the targets, respectively.
On the contrary, abusive messages see a majority of
cases (55.22%) for the IND subclass, and relatively
fewer cases for GRP (34.09%). Lastly, the OTH
subclass has been selected more often (19.53%)
with offensive messages than with the abusive ones
(only 10.68%). This difference can be again ex-
plained in the light of the definitions of the two
phenomena.

No significant difference in length has been
found between abusive and offensive messages (av-
erage length abusive 28.79 words; average length
offensive 28.44),5 while this is not the case for of-
fensive and not offensive messages (average length
not offensive 21.93 words; average length offen-
sive 28.44). 6 Similarly to DALC v1.0, signifi-
cant differences in length between implicit and ex-
plicit messages appear only in the Test distribution,
where implicit offensive messages have an average
of 30.04 words compared to the 23.55 words of the
explicit messages.

To gain better insights into the data and the dif-
ferences between the two dimensions, we have ex-
tracted and compared the top-50 keywords between
the Train and Test distributions by collapsing the
subclass in the explicitness layer, resulting in OF-
FENSIVE, ABUSIVE, NOT (Table 11 in Appendix
B illustrates the top-10 keywords). While we ob-
serve a lack of overlapping lexical items between
Train and Test distributions, and the absence of
any topic-specific lexical items, the differences be-
tween offensive and abusive language are not as
neat as one would imagine. Besides the presence of
some profanities or slurs, most of the keywords do
not present any specific denotative or connotative
markings for offensive and/or abusive language.

4 Experiments

We ran a set of experiments to validate the newly
annotated corpus. We first focused on the iden-

5Statistical test: Mann-Whitney Test; p > 0.05
6Statistical test: Mann-Whitney Test; p < 0.05

tification of the offensiveness dimension (§ 4.1),
and then on the target layer (§ 4.2). We also in-
vestigate the ability of systems to distinguish be-
tween offensive and abusive dimensions (§ 4.3).
We tested four different architectures: a Linear
SVM combining character and word n-gram TF-
IDF vectors, a Bi-LSTM model initialised Coosto
pre-trained word embeddings,7 and two mono-
lingual Transformer-based pre-trained Language
Models (PTLMs), namely BERTje (de Vries et al.,
2019) and RobBERT (Delobelle et al., 2020). The
two PTLMs differ with respect to their architec-
tures (BERT vs. RoBERTa), the size (12GB vs.
39GB) and origin of the data used to generate
the models (manually selected data vs. the Dutch
section of the automatically derived OSCAR cor-
pus (Suárez et al., 2019)). All models are trained
on the Train split and evaluated against the held-
out, non-overlapping Test split. The Dev split is
used for tuning of the systems’ (hyper)parameters.
Models are compared using the macro-average
F1. However, given the imbalance among the sub-
classes in the different layers, for each subclass,
we also report Precision and Recall. For the of-
fensiveness and the offensive target dimensions,
systems are compared against a dummy classifier
based on the majority class. In all experiments, a
common preprocessing approach is applied. All
preprocessing steps and (hyper)parameters are de-
tailed in Appendix A for replicability.

4.1 Detecting Offensive Language

We have first modeled the offensiveness dimension
both as a binary classification task, by collapsing
the EXPLICIT and IMPLICIT subclasses into a
single value, namely OFF(ENSIVE). Given the dis-
tribution of the annotated data, the task is already
challenging. The second experiment setting fol-
lows the fine-grained, tripartite distinction between
EXPLICIT, IMPLICIT and NOT.

Table 5 presents the results for the binary set-
ting. All models outperform the dummy baseline,
with RobBERT achieving the best results (macro-
average F1 of 0.828). Interestingly, the second
best system is the Bi-LSTM rather than the other
PTLM, BERTje, with a macro-average F1 of 0.823.
When comparing the results of these two latter mod-
els, we observe that BERTje underpeforms on the
OFF label, especially for Recall. A possible ex-

7https://github.com/coosto/
dutch-word-embeddings
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System Class Precision Recall Macro-F1

Dummy OFF 0.0 0.0 0.423NOT 0.734 1.0

SVM OFF 0.644 0.513 0.718NOT 0.836 0.898

Bi-LSTM OFF 0.7330.015 0.7490.015 0.8230.004NOT 0.9080.004 0.9010.009

BERTje OFF 0.7210.010 0.6930.022 0.8020.002NOT 0.8910.006 0.9030.008

RobBERT OFF 0.7560.005 0.7370.013 0.8280.006NOT 0.9060.004 0.9140.001

Table 5: DALC v2.0: Offensive language, binary classi-
fication. Lower script numbers show standard deviations
over 3 different runs. Best scores in bold.

planation can be found by taking into account the
properties of the embedding representations of the
models. The Coosto word embeddings used to
initialise the Bi-LSTM have been obtained by us-
ing a large amount of messages from social media
(624 million messages out of a total of 660 million
texts), making them more suitable and inline with
the text variety of the dataset. This may also be
one of the reasons why RobBERT performs best:
the data used to generate its embeddings are also
from the Web, although not specifically from social
media posts. To further validate the behaviour of
the Bi-LSTM model, we ran a further set of ex-
periments using random pre-trained embeddings
obtained from the Dutch CoNLL17 corpus8 (Fares
et al., 2017). The embeddings are smaller than the
Coosto ones (100 dimensions vs. 300 dimensions
for Coosto), and obtained from a different data
distribution. While the results9 are lower (macro-
F1 0.7990.004), they are still competitive, with the
macro-F1 falling within the standard deviation of
BERTje.

All systems achieve very good results on the neg-
ative class but suffer on the positive one. This is
mainly due to the lack of overlapping elements be-
tween the Train/Dev and the Test split, besides the
impact of the unbalanced distribution of the data in
the training data. This is particularly evident for the
Recall of the OFF class of the SVM which is barely
above 0.5. Finally, in absolute terms, the results of
the top systems are in line with those reported for
comparable datasets in other languages (Zampieri
et al., 2020).

8http://vectors.nlpl.eu/repository/
9OFF Precision: 0.7370.058, OFF Recall: 0.6800.064; NOT

Precision: 0.8880.016, NOT Recall: 0.9080.034

The outcome of the fine-grained experiments are
detailed in Table 6. Rather than focusing only on
the best systems, we have experimented with all of
them to see whether the patterns observed in the
binary classification remain valid.

System Class Precision Recall Macro-F1

SVM
EXP 0.710 0.395

0.543IMP 0.297 0.212
NOT 0.820 0.936

Bi-LSTM
EXP 0.7660.044 0.7090.058

0.6580.004IMP 0.4230.039 0.2680.025

NOT 0.8890.009 0.9420.014

BERTje
EXP 0.7620.015 0.6390.054

0.6630.018IMP 0.3740.033 0.4340.032

NOT 0.8870.007 0.9040.032

RobBERT
EXP 0.7350.007 0.7240.012

0.6670.005IMP 0.3700.007 0.3580.042

NOT 0.9040.005 0.9110.02

Table 6: DALC v2.0: Explicitness layer classification.
Lower script numbers show standard deviations over 3
different runs. Best scores in bold.

The picture that emerges is slightly different.
The performances on the EXP and the NOT sub-
classes are almost unchanged for the neural-based
systems, while they dramatically drop for the EXP
subclass for the SVM model. All systems strug-
gle to distinguish the IMP subclass, with the Bi-
LSTM achieving the best Precision. When com-
pared to the binary classification, the results of the
two PTLMs are closer and marginally better than
the Bi-LSTM, confirming RobBERT as the best
system (macro-average F1 0.667). Interestingly,
BERTje has the highest Recall score for the IMP
subclass.

4.2 Detecting the Targets
Target identification has an important role within
the more general task of offensive language iden-
tification, especially because it can help to bet-
ter assess the seriousness of the offence and con-
tribute to the study of more specific phenomena
such as hate speech (Waseem et al., 2017; Zampieri
et al., 2019b). In particular, messages containing
a target can be further annotated by distinguishing
whether they express an insult or stronger forms
of degradation (e.g., abusive language, or hate
speech), and by refining the types of target (e.g.,
gender, race/ethnicity, political orientation, disabil-
ities, among others).

In these experiments, we have assumed a per-
fect labelling of the messages for offensiveness.
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This results in a reduced number of messages that
we can use for training and testing our systems.
Similarly to the offensiveness dimension, we have
compared our results against a dummy classifier
that always predicts the most frequent label, i.e.,
IND. The results are reported in Table 7.

System Class Precision Recall Macro-F1

Dummy

IND 0.416 1.0

0.147GRP 0.0 0.0
OTH 0.0 0.0
NOT 0.0 0.0

SVM

IND 0.587 0.892

0.467GRP 0.631 0.561
OTH 0.535 0.286
NOT 0.666 0.114

Bi-LSTM

IND 0.6050.023 0.8440.054

0.4710.009
GRP 0.6730.049 0.5510.065

OTH 0.4660.075 0.3460.047

NOT 0.3590.068 0.1300.033

BERTje

IND 0.6920.005 0.8630.009

0.5790.002
GRP 0.6850.016 0.6770.020

OTH 0.6000.034 0.4380.025

NOT 0.5010.068 0.2850.041

RobBERT

IND 0.6810.009 0.8620.011

0.5670.006
GRP 0.7010.005 0.6660.004

OTH 0.5900.033 0.4480.022

NOT 0.4410.013 0.2440.021

Table 7: DALC v2.0: Target layer classification. Lower
script numbers show standard deviations over 3 different
runs. Best scores in bold.

Given the higher number of subclasses and the
reduced number of messages useful for training the
systems, target identification is more challenging.
All systems outperform the dummy baseline, with
varying degrees of performance. The first striking
result is the (relatively) close performance of the
SVM and the Bi-LSTM models, with a macro F1
delta of 0.004. While the Bi-LSTM has a better
performance for the IND and GRP subclasses, the
SVM obtains better results on the OTH and the
NOT. The PTLMs confirm as the best systems and
for this task BERTje outperforms RobBERT, with
a macro-average F1 of 0.579.

Similarly to the offensive dimension, the distri-
bution of the labels in the Train split clearly has an
impact on the results of the trained systems (see
Table 4). Thus, it is not surprising that all systems
tend to overgeneralise the IND subclass since it is
the most frequent one. When analysing the con-
fusion matrices across all systems, it appears that
the most confounded class is OTH. The class tends
to be wrongly assigned to the IND and the GRP

subclasses.

4.3 Distinguishing between Offensive and
Abusive Language

System Class Precision Recall Macro-F1

SVM
OFF 0.383 0.170

0.530ABU 0.570 0.410
NOT 0.820 0.941

Bi-LSTM
OFF 0.4510.014 0.2310.096

0.6070.021ABU 0.5960.027 0.6370.042

NOT 0.8830.014 0.9410.022

BERTje
OFF 0.3390.021 0.3830.020

0.5990.009ABU 0.6000.024 0.4950.009

NOT 0.8910.005 0.9010.013

RobBERT
OFF 0.3840.015 0.3590.036

0.6370.009ABU 0.6250.012 0.6440.018

NOT 0.9030.005 0.9070.011

Table 8: DALC v2.0: Abusive vs. Offensive classifica-
tion. Lower script numbers show standard deviations
over 3 different runs. Best scores in bold.

In this section, we present a set of experiments
that challenges systems to distinguish between
three categories: whether a message is offensive but
not abusive (OFF; see example 1), whether a mes-
sage is abusive (ABU; see example 2), and whether
a message is neither (NOT). The task is framed
as a multi-class classification problem rather than
as a multi-label classification one. This results
in a slightly different distribution of the labels,
namely in Train we have 1,391 (20.51%) messages
marked as ABU, 1,086 (16.01%) messages marked
as OFF, and 4,304 (63.47%) messages for NOT.
The test split has 463 (14.15%) ABU messages, 404
(12.35%) OFF messages, and 2,403 (73.48%) mes-
sages marked as NOT. The distribution between
the ABU and OFF classes is unbalanced in favour
of the ABU class.

Results for these experiments are illustrated in
Table 8. As the figures show, the imbalance of the
classes in the Train split affects the performance of
all systems, with the results for the ABU messages
being better than those labelled as OFF, but worse
than those labelled as NOT. RobBERT qualifies
again as the best system followed by the Bi-LSTM,
and with the SVM being the worst. The results for
BERTje are comparable to those obtained for the
offensive experiments in the binary setting (see Ta-
ble 5). Across all systems, we observe a tendency
to wrongly classify OFF as NOT, and ABU as OFF.
Connecting this with our analysis of the top- key-
words per class indicates that the systems trained
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in this way heavily rely on superficial linguistic
cues rather than grasping deeper and more heav-
ily discriminating cues. In addition to this, when
focusing on the combination of the explicitness lay-
ers and the ABU and OFF classes, we observe that
in the Train split the majority of ABU messages
(i.e, 62.25%) are marked as EXPLICIT, while this
holds only for 49.81% of the OFF messages. It
thus appears that with varying degrees all systems
have identified a clear shortcut in these experiments
whereby messages that are marked as EXPLICIT
are then more often associated with the ABU class.

5 Error Analysis

We have conducted an error analysis for the of-
fensive dimension and the offensive target layer
since they represents the new annotations in the
dataset. The error analysis has been conducted on
the Dev set using the best performing system for
each dimension.

Offensive Language For the offensive language
dimension, we have used the predictions by Rob-
BERT in the binary settings. The system wrongly
classifies 179 messages, with the majority (101
messages) being OFF messages wrongly labelled
as NOT. To gain better insights, we have classified
all the errors into six categories:

• criticism: 13.40% of the errors are due to
messages expressing some form of criticism;
75% of them are OFF wrongly labelled as
NOT;

• obfuscation: only 3.35% of OFF messages
wrongly labelled are due to obfuscation or
abbreviation of profanities or slurs;

• sarcasm/irony: 8.93% of the errors are due
to presence of irony or sarcasm; the majority
(62.5%) concerns errors for the OFF subclass
wrongly considered as NOT;

• world knowledge: 13.4% of the errors could
have been correctly classified by means of
some form of world knowledge;

• gold errors: 7.82% of the errors are due to
potential annotation mistakes in the gold stan-
dard data;

• bias: this category comprises the largest
amount of errors, 48.6% of the messages.
60.91% of the errors are False Positives for the
OFF subclass containing identity terms (e.g.
“gay”), names of political parties or politicians,

or religious terms; the remainder of the mes-
sages are False Negatives for the OFF subclass
containing stereotypes or being implicitly of-
fensive.

Target For targets, 127 messages are wrongly
classified. When analysing the confusion matri-
ces across all systems, it appears that the most
confounded class is OTH. The class tends to be
wrongly assigned to the IND and the GRP sub-
classes. On the contrary, the errors for the NOT
subclass are limited and they seem to be due to lack
of training data.

The large part of the errors (31.49%) are due
to different elements such as mixture of pronouns
in the message (e.g., “jij” and “ze”), presence of
collective nouns, or presence of a user’s place-
holder (i.e., MENTION) but no direct address in
the text, and even mentions of concepts. The sec-
ond largest block of errors, 23.62%, is due to the
presence of multiple placeholders in the message,
often happening in Twitter when replying to a long
conversation but not necessarily addressing all the
users involved. 18.11% of the errors could have
been avoided by correctly processing the verb form.
Given the larger amount of classes, 15.74% of the
messages present some errors in the gold data -
note, however, that these messages also include the
errors in the gold standard for the offensive lan-
guage dimension. Finally, 11.02% of the targets
could have been correctly assigned if some form
of commonsense knowledge was available to the
system.

6 Related Work

The interest for the development of datasets and
systems for the detection of abusive and offensive
language phenomena has seen a steep growth in re-
cent years. Different phenomena have been investi-
gated including racism (Waseem and Hovy, 2016b;
Davidson et al., 2017, 2019), hate speech (Alfina
et al., 2017; Founta et al., 2018; Mishra et al.,
2018; Basile et al., 2019), toxicity10, verbal aggres-
sion (Kumar et al., 2018), and misogyny (Frenda
et al., 2018; Pamungkas et al., 2020; Guest et al.,
2021).

Offensive language, as we have detailed in § 2,
is a more general and subjective phenomenon than
abusive language. Founta et al. (2018) provides an

10The Toxic Comment Classification Challenge https:
//bit.ly/2QuHKD6
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extensive analysis of the correlations between dif-
ferent phenomena and decide to collapse messages
labelled as abusive, offensive and aggressive into a
single category, namely abusive. Early attempts to
annotate offensive language have been conducted
in German as part of broader evaluation on hate
speech (Wiegand et al., 2018). The SemEval 2019
Task 6: OffensEval (Zampieri et al., 2019c) has
set up a common reference framework for the def-
inition and the annotation of offensive language.
The follow-up edition of the task (Zampieri et al.,
2020) applied the original definition and annotation
approach to four additional languages other than
English, namely Turkish, Danish, Arabic, Greek.
This corpus complements these annotation efforts
with a further compatible dataset to fill a gap in the
Dutch language resource panorama and to promote
the advancement of multilingual approaches.

A different direction to the development of mul-
tilingual offensive language datasets has been pre-
sented with XHATE-99 (Glavaš et al., 2020). In
this case, the authors have semi-automatically trans-
lated selected messages from three English datasets
into five target languages (Albanian, Croatian, Ger-
man, Russian, and Turkish). By working with trans-
lations, the authors have managed to better disen-
tangle the impact of language versus domain shift
in a transfer learning setting. As a matter of fact,
the language alignments have ensured that losses
observed in the cross-lingual setting are solely due
to language shift rather than domain.

7 Conclusion and Future Work

This paper has presented DALC v2.0, a corpus
for detecting offensive and abusive language in so-
cial media for Dutch. The corpus is composed of
11,292 messages manually annotated and it cur-
rently represents the largest available resource for
these language phenomena in Dutch. Offensive lan-
guage captures a more subjective dimension when
compared to abusive language. For this reason, the
data have been annotated in parallel by all annota-
tors. We have applied a multi-layered annotation
scheme targeting two key dimensions: the explicit-
ness of the message and the presence of a potential
target. For both annotation layers, the final labels
have been assigned by means of majority voting.
However, in the release of the corpus, we also dis-
tribute the disaggregated labels for both layers.

We have conducted a series of experiments by
applying different algorithms. We have obtained

the best results by using two monolingual PTLMs,
namely RobBERT for the offensive dimension, and
BERTje for the targets. For the offensive dimen-
sion, we have found that a Bi-LSTM architecture
is very competitive when compared to the PTLMs
also when using non-domain specific embeddings.
We have also experimented on the ability of the
models to distinguish between abusive and offen-
sive language, obtaining promising results, show-
ing that the distinction between offensive and abu-
sive language is a more complex task than targeting
each phenomenon individually.

Our error analysis has indicated limits of the
systems and of the dataset. In particular, it seems
that systems heavily rely on surface cues to assign
a label to the message, showing a lack of “com-
prehension” of the content of the message and a
high sensitivity to the distribution of the data in the
training split.

Future work will focus on further testing the
abilities of the dataset to train robust system by
applying trained models to dynamic benchmark on
the line of the HateCheck approach (Röttger et al.,
2021). Furthermore, given the presence of multiple
compatible corpora in different languages, we plan
to explore the application of multilingual systems
to address this task.

Ethical Statement

Dual use DALC v2.0 and all the accompanying
models are exposed to risks of dual use from malev-
olent agents. However, by making publicly avail-
able the resource and documenting the process be-
hind its creation and the training of the models
(including their limitations and errors), we may
mitigate such risks.

Misrepresentation As the error analysis has
shown (§ 5), even the best system is far from be-
ing perfect, with a relatively high number of False
Positive for the OFF subclass. We thus recommend
caution before deploying such a model without any
additional human supervision.

Privacy Collection of data from Twitter’s users
has been conducted in compliance with Twitter’s
Terms of Service. Given the large amount of users
that may be involved, we could not collect informed
consent from each of them. To comply with this
limitations, we have made publicly available only
the tweet IDs. This will protect the users’ rights
to delete their messages or accounts. However, re-
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leasing only IDs exposes DALC to fluctuations in
terms of potentially available messages, thus mak-
ing replicability of experiments and comparison
with future work impossible. To obviate to this
limitation, we make available another version of
the corpus, Full Text. This version of the corpus
allows users to access to the full text message of
all 11,292 tweets. The Full Text dataset is released
with a dedicated licence. In this case, we make
available only the text, removing any information
related to the time periods or seed users. We have
also anonymised all users’ mentions and external
URLs. The licence explicitly prevents users to ac-
tively search for the text of the messages in any
form. We deem these sufficient steps to protect
users’ privacy and rights to do research using inter-
net material.
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Appendix A: Replicability

Preprocessing All experiments have been con-
ducted with common pre-processing steps, namely:

• lowercasing of all words

• all users’ mentions have been substituted with
a placeholder (MENTION);

• all URLs have been substituted with a with a
placeholder (URL);

• all ordinal numbers have been replaced with a
placeholder (NUMBER);

• emojis have been replaced with text (e.g.
→ :pleading_face:) using Python

emoji package;

• hashtag symbol has been removed from hasth-
tags (e.g. #kadiricinadalet → kadiricinadalet);

• extra blank spaces have been replaced with a
single space;

• extra blank new lines have been removed.

Models’ hyperparameters All hyperparamters
used for the experiments are reported in Table 9.

Model Task Hyperparm. Value

SVM Offensive
Off. Target

n-gram range 1–2
character n-gram range 3–5
C 1.0

Bi-LSTM Offensive

LSTM nodes 32
Hidden Layers 0
Embeddings Coosto Word2Vec
Embedding dim. 300
Recurrent dropout 0.1
Batch size 32

Loss categorical
crossentropy

Layer activation ReLu
Output layer
activation SoftMax

Fully connected
layer size 16

Optimizer Adam
Max. training epochs 100
Early stopping patience 3

Bi-LSTM Off. Target

LSTM nodes 50
Hidden Layers 0
Embeddings Coosto Word2Vec
Embedding dim. 300
Recurrent dropout 0.1
Batch size 32

Loss categorical
crossentropy

Layer activation ReLu
Output layer
activation SoftMax

Fully connected
layer size 64

Optimizer Adam
Max. training epochs 100
Early stopping patience 3

BERTje
RobBERT Offensive

Learning rate 4e-5
Training Epochs 5
Optimzer AdamW
Max sequence length 123
Batch size 16
Num. warmup steps 2

BERTje Off. Target

Learning rate 6e-5
Training Epochs 5
Max seq. length 123
Batch size 16
Num. warmup steps 2

RobBERT Off. Target

Learning rate 5e-5
Training Epochs 5
Max seq. length 123
Batch size 16
Num. warmup steps 2

Table 9: Hyperparameters for each of the models used
in the experiments.
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Appendix B: Supplementary Analyses

B.1. Data Distribution
Table 10 illustrates the distribution of the data per
topic/source across the Train, Dev, and Test split,
respectively.

Split Data Source Messages Included

Train

Paris Attack 511
Dutch Parliament Election 464
Protests/BLM 1,255
Seed users 2,539
June 2018 1,044
May 2019 1,004

Dev

Paris Attack 98
Dutch Parliament Election 84
Protests/BLM 237
Seed users 436
June 2018 182
May 2019 168

Test

Intoch Sinterklass 240
April 2017 1,275
September 2019 1,100
Seed users 655

Table 10: DALC v2.0: distribution of the sources across
Train, Dev, and Test.

B.2. Pairwise Inter-Annotator Agreement
Figures 1 to 12 illustrate the pairwise confusion ma-
trix for each pair of annotators for the offensive ex-
plicitness layer and the offensive target layer. Note:
for completeness, the target layer contains an extra
subclass (NOT OFF) indicating cases where one
annotator has marked the message as OFFENSIVE
and, consequently, he has annotated also the target
while the other has consider the message as not
containing any offence.

Figure 1: Explicitness Layer: A.1-A.2.

Figure 2: Explicitness Layer: A.1-A.3.

Figure 3: Explicitness Layer: A.1-A.4.

Figure 4: Explicitness Layer: A.2-A.3.

Figure 5: Explicitness Layer: A.2-A.4.
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Figure 6: Explicitness Layer: A.3-A.4.

Figure 7: Target Layer: A.1-A.2.

Figure 8: Target Layer: A.1-A.3.

Figure 9: Target Layer: A.1-A.4.

Figure 10: Target Layer: A.2-A.3.

Figure 11: Target Layer: A.2-A.4.

Figure 12: Target Layer: A.3-A.4.
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B.3 Keywords
Table 11 illustrates the keywords for the messages
labeled as OFFENSIVE, ABUSIVE, and NOT OFFEN-
SIVE. The keywords have been extracted using
TF-IDF per language phenomenon rather than per
subclass by collapsing the explicitness layers (i.e.,
offensive vs. abusive rather than abusive explicit vs.
offensive explicit, and so forth).

B.4 Error Analysis
Figure 13 illustrates the confusion matrix for the of-
fensive language dimension (binary classification),
while Figure 14 illustrates the confusion matrix for
the target classification (offensive messages only)

Figure 13: Confusion Matrix: Offensive Binary.

Figure 14: Confusion Matrix: Offensive Target.
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Train Test

OFF. ABU. NOT OFF. NOT ABU. OFF. ABU. NOT OFF. NOT ABU.

sod*****er sod*****er schaambeek zand onderbuikonzin lelijk peuzelen amaai
klimaatwappie lelijkerd prop klimaatwappie jonko

j**d ontslaan geboorteplaats fokken ha arrogante ha
fari***r kansloze fokken fari***r och sad
lelijkerd veenendaal bong bong beesten ma****ten haarpijn

zeur lijpo opstandig opstandig laffe amaai meter

veenendaal huile tier tier k*****stad stap uhhh boekenweek
geschenk

kansloze flathead webshops vrolijk ma****ten k*****stad hierzo beesten
ontslaan oogeruimd datacenters busje catsuit iek zeldzame mannelijkheid

huilie sowieso busje wishlist iek k***** leukkkk geverfd

Table 11: DALC v2.0: Top 10 keywords per target phenomenon in Train and Test. Explicitly offensive/abusive
content have been masked with ∗
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Abstract
This work describes the process of creating a
corpus of Twitter conversations annotated for
the presence of counterspeech in response to
toxic speech related to axes of discrimination
linked to sexism, racism and homophobia. The
main novelty is an annotated dataset compris-
ing relevant tweets in their context of occur-
rence. The corpus is made up of tweets and
responses captured by different profiles reply-
ing to discriminatory content or objectionably
couched news. An annotation scheme was
created to illustrate the relevant dimensions
of toxic speech and counterspeech. An anal-
ysis of the collected and annotated data and
of the Inter-Annotator Agreement (IAA) that
emerged during the annotation process is in-
cluded. Moreover, we report about preliminary
experiments on automatic counterspeech detec-
tion, based on supervised automatic learning
models trained on the new dataset. The results
highlight the fundamental role played by the
context in this detection task, confirming our in-
tuitions about the importance to collect tweets
in their context of occurrence.

1 Introduction

Billions of users are active every day on the main
social media platforms and they are regularly ex-
posed to toxic discourse, i.e. speech that inflicts
psychological or emotional harm and/or incites peo-
ple to participate in bigoted practices ranging from
sexism to homophobia, to racism. To protect users
from online toxicity, social media providers have
been increasingly implementing censorship-based
measures. Such measures are highly controversial
and only targeted to the most extreme and explicit
forms of toxic speech. Implicit toxic contents are
particularly dangerous because they can go under
the radar, they are hard to question, and may end up
being accepted without conversation participants
fully realizing it.

The question arises: how can we counter online
toxic speech? Recent studies in social philosophy

of language investigated the strategy that consists
in engaging in interventions aimed at avoiding that
toxic contents get (wittingly or unwittingly) ac-
cepted by the conversation participants. Such strat-
egy is often dubbed counterspeech and has been
mostly analyzed by taking into account face-to-face
exchanges. Philosophers of language (Lepoutre,
2017; Langton, 2018) have focused on how coun-
terspeech could work in idealized conversational
models. In particular, they have focused on speech
that counters implicit toxic contents by (i) spelling
out, unpacking, articulating the objectionable con-
tents implicitly conveyed by a given utterance and
then (ii) challenging, questioning, rejecting, dis-
puting, confronting it. This counterspeech strategy
seems very costly. The first move is cognitively
costly: it’s hard to unpack implicit content on the
spot. The second move is about social cost: it may
be tough to go and take a confrontational attitude.

Interestingly, certain features of how communi-
cation works on social networks make social media
particularly interesting venues to easily observe
real instances of counterspeech in ecological con-
texts. For counterspeech to succeed in face-to-face
interactions, the counterspeaker needs to be ready
to intervene saying the right thing, in the right
place, at the right moment. On social networks,
on the other hand, counterspeech can well be asyn-
chronous: this may lighten its cognitive load. As
for the social cost of counterspeech, note that so-
cial network users enjoy a bit of anonymity in their
online intervention and online interactions follow
a different etiquette than face-to-face exchanges in
terms of interruption of the “conversation”. This
may possibly lighten the social cost associated with
counterspeech. A further interesting aspect is that
online counterspeech can reach many more people
than offline interventions. In fact, users often chal-
lenge offline contents (newspapers articles, pieces
of public speeches, reported conversations, pas-
sages of textbooks, and so on) on social networks,
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in order to give their conversational moves more
attention.

Studying counterspeech online comes with the
added benefit of enabling the researcher to build
computational models of language interactions in-
volving toxic speech and counterspeech. By lever-
aging the most recent Natural Language Process-
ing techniques, a corpus of counterspeech repre-
sents the first step towards automated systems to
detect, support or even generate effective responses
to toxic speech online.

The exploratory theoretical investigation con-
ducted in philosophy raises many empirical ques-
tions. In our work, we address a few ones. For
instance: do people on social networks ever employ
such an idealized model where in order to reject
implicit toxic content one has to first make explicit
what was wrong with it? Or do users prefer less
sophisticated strategy, like insulting and attacking
bigoted contributions? Does the use of irony make
the counterspeaker sound more or less aggressive?
Do users support counterspeakers with reactions
and comments or is it a solitary enterprise? Many
more questions are still left unanswered, but this
work paves the way for illuminating further the
nature and working of online counterspeech.

The contributions of this article can be summa-
rized as follows:

• A novel corpus of toxic speech and counter-
speech in a conversational context from Italian
social media, covering different target groups.

• A novel annotation schema encoding a fine-
grained classification of toxic speech and ar-
gumentative relations between utterances.

• A pilot experiment on automatic counter-
speech detection, showing the importance of
taking the conversational context into account
rather than modeling single utterances in iso-
lation.

2 Related Work

There is a growing concern among the ICT (Infor-
mation and Communication Technologies) compa-
nies leading the development of Social Networks
about toxic speech: as it can undermine the im-
age of such social environments as “safe” place,
they must implement methods to cut off this phe-
nomenon (Mathew et al., 2019). Some countries
started to considered hate speech as a crime and

sentencing it as such1. In other cases, institutions
invited the ICT companies to subscribe codes of
conduct concerning hate speech moderation and
censorship on their platforms. This is the case of
the Code of Conduct issued by the EU Commis-
sion in 2016 (EU Commission, 2016). Moreover,
Social Networks regulated hateful conduct, pub-
lishing guidelines to avoid harmful behaviors sub-
scribed by users as part of their terms of service2.
However, such measures don’t seem to suffice to
effectively combat the phenomenon (Gagliardone,
2015).

Approaches to counterspeech have been investi-
gated by the Computational Linguistics community,
suggesting that counterspeech can reduce or limit
the hateful content on the Web, especially in So-
cial Networks (Mathew et al., 2018). However,
especially from a computational point of view, the
development of corpora and models for the auto-
matic detection and generation of counterspeech is
still underdeveloped, while most of the efforts have
been devoted to the detection of various forms of
toxic speech, hate speech included (Poletto et al.,
2021; Jurgens et al., 2019).

Most literature focuses on English language and
considers toxic speech data collected from specific
templates, which limits the coverage of explicit
toxic speech and leaves out implicit toxic speech
altogether. Chung et al. (2019) recently created a
large multilingual corpus of short texts in English,
French and Italian, called CONAN, consisting of
<hate speech (HS) - counterspeech (CS)> pairs cre-
ated ad hoc in the context of the HateMeter project3,
with the effort of more than 100 operators from
NGOs and with a special focus on Anti-Muslim
hatred online in different European countries. An-
notated corpora like CONAN enable a systematic
study of Counter-Narratives (CNs), a study which
is still in its beginnings, but differs from the one
we presented here. In particular, counterspeech in
CONAN is not observed in an ecological setting,
which is the perspective we hold in the current
study.

A similar work to Chung et al. (2019) is real-
ized by Chung et al. (2020), where off-the-shelf

1https://en.wikipedia.org/wiki/Hate_
speech_laws_by_country

2Twitter’s measures: https://help.
twitter.com/it/rules-and-policies/
hateful-conduct-policy and Facebook’s
measure: https://www.facebook.com/
communitystandards/hate_speech

3http://hatemeter.eu/
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NMT models are used to synthesize silver data
from other languages using the CONAN dataset as
kick-start for generation to overcome the scarcity of
gold standard data for training and the lack of huge
datasets made of counter narratives in Italian lan-
guage. The accomplishment is done under different
resource conditions, testing the effect of using (i)
silver data, (ii) gold standard data, and (iii) their
combination. Tekiroğlu et al. (2020) investigate
methods to obtain high quality Counter-Narratives
while reducing efforts from experts trained by some
Non-Governmental Organizations (NGOs) to inter-
vene in online hateful conversations.

Orbach et al. (2020) created benchmark data for
training and evaluating the performance of an au-
tomatic detection system of counterspeech debates
in order to introduce a novel NLU task. Mathew
et al. (2019) propose a study to understand how
the counterspeech phenomenon is related to statis-
tics of comments collected from YouTube. Menini
et al. (2021) present experimental results obtained
considering different methods with and without
context referring to abusive vs. not abusive tweets.

Unlike the related works presented in this sec-
tion, the contribution of this work in Automatic
Counterspeech Detection is the development of a
multi-layer corpus of Italian Twitter data in the
context of their conversation thread.

3 The Counter-TWIT corpus

We developed a novel corpus, called Counter-
TWIT, to study counterspeech online in an ecolog-
ical setting, based on Twitter conversation threads
in the Italian language.

3.1 Collecting Conterspeech Twitter Data

We collected a new dataset of tweets. Counter
speech is rare across all of social media, and we
considered several strategies for ensuring there
were sufficient instances in our dataset.

We chose Twitter as the source platform, in par-
ticular collecting tweets and their replies, because
of the accessibility of its API.

Collecting counterspeech in an ecological set-
ting is a very challenging task, since there are not
obvious keyword-based strategies to filter out the
relevant tweets from the ones that are posted every-
day and that can be collected by relying on the Twit-
ter API. Let us recall that the creation of the novel
corpus was a stage, necessary to the following pre-
liminary experimental phase, where the corpus will

be exploited for training a machine learning model
able to recognize automatically counterspeech dis-
course on misogyny, homophobia and racism. We
initially selected the profiles of activists, organi-
zations, or pages especially devoted to calling out
common instances of bigotry. Users interacting
in such contexts are likely to comment on hate
speech and thus engage in counterspeech. Such
profiles are not as popular as those of public figures
such as actresses and politicians. In some cases,
however, a few comments are enough to start an
interesting conversation thread. In such pages users
often highlight how certain news are presented in
troublesome ways implicitly conveying discrimina-
tory contents. In addition, these profiles allow their
followers to reply in order to share their personal
opinion giving rise to counterspeech as a collective
enterprise, which is an interesting trait.

For collecting data different tools for Python
language have been used in favor of rebuilding the
conversation tree.

3.2 Data annotation

To annotate the tweets we developed a custom an-
notation platform. Expert annotators were selected
among bachelor’s, master’s and PhD students and
university researchers, within disciplines related to
Humanities and Social Sciences such as philosophy
and psychology, with some specific background in
the study of hate speech and counterspeech.

The annotators were trained in various areas of
language sciences, ranging from philosophy of lan-
guage to computational linguistics. Therefore, they
were trained to be sensitive to the relevant distinc-
tions at play in the annotation, e.g., between ex-
plicit and implicit communication, irony, and so
on. The annotation scheme was applied by seven
annotators to a collection of 624 messages, includ-
ing 344 root tweets and their replies (280 posts).
The annotators were provided clear and detailed
guidelines4.

At first, the annotators tested a preliminary ver-
sion of the platform on a small sample of tweets and
replies, sharing comments and discussing doubts
and controversial issues that needed explanation or
modification. This process led to settling on the
final version of the annotation scheme and guide-
lines.

4Guidelines are available at https://github.
com/pierpaologoffredo/Counter-TWIT/blob/
main/Readme.md (in Italian).
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Figure 1: Screenshot of the annotation interface of
Counter-TWIT.

The annotation process was based on two layers:
firstly, annotators were called to judge whether a
tweet or reply could be considered as (Yes/No):
TOXIC SPEECH, COUNTERSPEECH, SUPPORT TO

COUNTERSPEECH. All of these are binary ques-
tions and not mutually exclusive. Figure 1 shows a
screenshot of the annotation interface.

In case a tweet or reply is marked as “counter-
speech”, the annotator is asked to annotate the type
of counterspeech and the target group considered
(Misogyny, Homophobia, Racism and Other 5), as
a second annotation layer.
Counterspeech often denounces the nature of the
discriminatory content it aims to counter. There are
several possible labels that can be used for marking
different classes of counterspeech, also based on
previous studies (Mathew et al., 2019). After a care-
ful discussion and inspired by the reflections in (Ce-
pollaro, 2021), we decided to select four labels as-
sociated to the different type of counterspeech: EX-
PLICITATION, HOSTILITY, IRONY/HUMOR, AL-
TERNATIVE. In the second-level each label is bi-

5We did not constrain the definition of the main axes of
discrimination in place, because we wanted annotators to be
aligned with the folk understanding of such notions. We
introduced the category “Other” to collect any other targets,
with the idea of qualitatively analyzing any choices on this
item. The small number of such selections (only 33 within the
entire corpus) seems to confirm that the choice of targets was
reasonable.

nary and they are not mutually exclusive, except for
hostility that is rated on a scale from 1 to 10. In the
following all the layers included in our annotation
scheme are described.

Toxic Speech Toxic speech promotes discrimi-
nation or deprives people of important powers of
self-determination and social and civic participa-
tion. Racist, sexist and homophobic slurs count as
systemic toxic discourse that generally worsens its
targets’ well being. Furthermore, note that toxic
speech is not about impolite language or vulgar
expressions: speech can be toxic and damage peo-
ple’s dignity without employing “bad” words.

Therefore, we call toxic speech the discourse that
explicitly or implicitly expresses or promotes un-
just discrimination on the basis of gender, ethnicity,
geographical origin, sexual orientation, the pres-
ence of disabilities, and so on. The toxic speech
label applies both to explicit and obvious cases,
and to implicit and more difficult to grasp cases.
What distinguishes toxic speech is that it implic-
itly or explicitly conveys content that contributes
to extant social injustice, e.g., those due to sex-
ism, homophobia, and racism. This could be in
principle performed via aggressive as well as non-
aggressive speech. Take for instance a scenario
where one attacks their interlocutor with a racial
insult: this is aggressive toxic speech. Then take a
scenario where one claims that the members of a
given group should not benefit from certain rights:
this is toxic speech too because of its content, but
it is not aggressive in the sense of the former. In
other words, the feature of aggressiveness or hos-
tility does not primarily concern the content but
the form of a contribution. This said, it appears
clear how a counterspeech intervention can also
display a different degree of aggressiveness or hos-
tility in its form. Counterspeech in general (at least
of the kind we considered in this study) is con-
frontational in character, for it challenges a piece
of discriminatory content. But confrontation can be
carried out in more or less aggressive ways. What’s
the difference between toxic speech and counter-
speech hostility? Possibly none, but this does not
blur the divide between the two notions: while the
former conveys discriminatory content, the latter
challenges it.

Counterspeech Counterspeech is a second-
round speech expressing disagreement with a con-
tent or attitude. The type of counterspeech we are
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interested in is the one that tries to combat dis-
criminatory or stereotyped contents (e.g., sexist,
homophobic, racist, etc.) occurring in another post,
comment, newspaper article, song, film, etc. ex-
pressed using a toxic language. In our framework,
counterspeech is meant to be used to address toxic
speech, rather than merely false speech. It is par-
ticularly interesting when it is exploited to address
implicit rather then explicit toxic speech (speech
conveying toxic contents via implications, presup-
position, and the like): “implicit toxic contents are
particularly dangerous: they can go under radar,
they are hard to question, and may end up being
accepted in the common ground without conver-
sation participants fully realizing it. They may be
immune to censorship, slipping through it” (Cepol-
laro, 2021).

Support to counterspeech Support consists in
giving resonance and visibility to a certain coun-
terspeech intervention (inside or outside the Twit-
ter thread), in expressing approval and support for
another user’s intervention. For example, in this
exchange6:

-“Miley Cyrus video reveals all the sex-
ualization of lesbians.”
-“Quite right!”

The answer expresses approval and support for
the counterspeech intervention, therefore it counts
as support for the counterspeech.

Explicitation The explicitation of the implicit
meaning unpacks, articulates and brings out what
was implicit in a message (Sbisà, 1999). This ty-
pology is particularly interesting because discrimi-
natory contents are often conveyed. Social media
users sometimes employ explicitation to point out
how certain apparently harmless interventions ac-
tually communicated discriminatory contents. Ex-
plicitation, by articulating what is implicit, opens
up the possibility that implicit content will be criti-
cized or questioned.

The practice of explicitation highlights implic-
itly transmitted information monitors and filters
the influence that the implicit meaning can have
on. Here is an example of what the practice of
explicitation looks like:

-“Emma Watson is beautiful but smart”
6The main tweet is in bold, while the reply is in italic, the

tweets are translated into English by the authors.

-“What does ’but’ mean, that a beautiful
woman is not smart?!”

In this case the second speaker challenges the
first’s assumption that there would be a contrast for
a woman between being beautiful and being smart.

Hostility In engaging in counterspeech, users can
express various degrees of hostility and antagonism.
This is often carried out through (but is not limited
to) the use of aggressive and insulting language.
For instance:

“Good giant? What a bunch of morons”

The speaker in the example gets angry at the
newspaper that called “good giant” a man who
murdered a lesbian woman for rejecting him.
To conceptualize and then measure the efficacy of
counterspeech is still an open question. Among
the most promising candidates, we find its capabili-
ties to change people’s minds and raise awareness
about discrimination in the toxic speaker and in the
audience. It is also an open question what modu-
lates counterspeech efficacy. It may well be that
hostility backfires, and that less confrontational
counterspeech styles obtain better effects, but it is
not said. This could easily depend on the context
and the kind of content that counterspeech aims
to reject. For this reason, our study is not yet con-
cerned with counterspeech efficacy, but rather on
the ways in which it is performed and perceived. A
further step in this research is then to conceptualize
and measure its efficacy, relying on a classification
of its most salient features.

Alternative In engaging in counterspeech, users
can propose an alternative to the main topic be-
ing discussed: they may for instance object to the
way a newspaper title an article and come up with
an alternative that in their view would avoid the
troublesome contents conveyed by the actual one.

This kind of correcting interventions typically
targets the wording of the text or some aspects of its
content, suggesting a more “fair” point of view or
providing a more detailed description of the facts.

The news to report is not that there are
baby prostitutes in Parioli, but that there
are pedophile customers in Parioli. Stop
blaming the victims!

The speaker in the example suggests that news-
paper shouldn’t talk about “baby prostitutes” but
“pedophile clients” since their way of couching the
news implicitly blames victims.
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Irony/Humor Irony detection consists in report-
ing if a text contains traces of irony. In this context
we call “irony” a plethora of phenomena, such as
humor, something witty, black humor, sarcasm, etc.

Irony can be expressed in many ways and there
is no single definition of what is ironic and what
is not. In this task users are asked, expanding as
much as possible the definition of irony, to note as
ironic any humorous, sarcastic, ironic intent, be it
positive or negative.

“And thank goodness he’s a good giant.
If he was bad that he did, would he eat
it?”

This tweet ironically remarks how ridiculous it
is to call “good” someone who murdered a woman
for rejecting it. Note that the labels on this layer
are not mutually exclusive: more then one typology
label could be selected during the annotation.

3.3 Annotation Results
For each tweet, the gold label was obtained by ag-
gregating the results of the individual judgments,
by applying simple mathematical operations: ma-
jority vote for binary labels and arithmetic mean
for labels with numeric values (only Hostility in
our scheme). Figure 2 shows the distribution of
the gold standard labels. 3.04% of tweets were
labeled as both Counterspeech and Support, while
no overlap was found between Toxic and the other
labels.

Figure 2: Distribution of the Layer 1 labels over the
Counter-TWIT corpus.

The labels are not evenly distributed between
tweets and replies. It is possible to observe in Fig-
ure 3 that TOXIC SPEECH is more present in replies
(3.5%) than in tweets (1.7%), as well as SUPPORT

(17.5% in replies and 7.2% in tweets). The oppo-
site is true for the COUNTERSPEECH label, present
in 16.2% of the tweets and 8.9% of the replies.

Interestingly, the presence of counterspeech at
the root tweet level is significant. This indicates
that tweets classified as counterspeech have led
users to comment to support counterspeech. These

Figure 3: Distribution of Layer 1 labels (root tweets and
replies).

first analysis results confirm that collecting data
from target profiles is effective for the purpose
of filtering samples of counterspeech in the wild,
given that the phenomenon is very sparse and a sim-
ple keyword-based or hashtag approach is harder
to be applied. We can also see that in the debate
generated around these profiles there is often an
attempt of countering toxic speech generated else-
where (news, TV, etc). This is interesting because
it allows us to analyze the phenomenon of toxic
speech in social media (and its reactions) in more
comprehensive way such as by investigating cross-
references between various media, and framing the
overall debate in the context of a media ecosystem.
This latter includes social media but also others
toxic information sources to be countered. As a
consequence, the support label among annotated
replies is also significant.
Figure 4 shows the distribution of the gold standard
labels for the second level of annotation consider-
ing the whole corpus made of 642 tweets.

Figure 4: Distribution of the counterspeech typology
labels over the Counter-TWIT corpus

Also in this case it is possible to notice that a
tweet or a reply can be considered belonging to
different type of counterspeech rather than a single
one as illustrated in the Figure 5.

Regarding the neutral class, this is represented by
all those tweets and replies that are not classified as
toxic, counterspeech and support to counterspeech.
It includes 472 tweets and replies. This imbalance
in the data highlights once again how difficult it
can be to collect these types of tweets and replies
and subsequently categorize them.
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Figure 5: Intersection of counterspeech typology labels
over the Counter-TWIT corpus (% refers to the total of
tweets annotated as counterspeech).

3.4 Inter-Annotator Agreement
The quality of the gold standard is evaluated in
terms of inter-annotator agreement using Krippen-
dorff’s α , a generalization of Cohen’s Kappa to
an arbitrary number of annotators applicable to
incomplete question-answer matrices, which was
suitable to our case (Artstein and Poesio, 2008).
The analysis is limited to the binary labels.

Table 1: Krippendorff’s α values for each label on
tweets and replies.

Label α (tweets) α (replies)
TOXIC SPEECH 0.25 0.15
COUNTERSPEECH 0.46 0.03
SUPPORT 0.36 0.37
EXPLICITATION 0.38 0.02
IRONY 0.40 0.05
ALTERNATIVE 0.25 0.02

Table 1 shows that the annotation of the replies
in particular is controversial and the issue deserves
a deeper investigations. One possible reason could
be that different annotators interpret the main tweet
differently, and then, with a cascade effect, diverge
more in assigning the label to the reply tweets. The
agreement on the root tweets is, instead, generally
higher, in particular on the core label COUNTER-
SPEECH.

In addition, the label which created disagree-
ment the most has been EXPLICITATION. The an-
notators reported that during the annotation task
it was very difficult to understand when a tweet

or a reply could be marked with this tag, which
highlighted a difficulty in reaching a common un-
derstanding of the meaning of the label. Recent
literature postulates how disagreement stems from
different sources. We hypothesize that in the case
of this work, the disagreement on the main level of
annotation (toxic/counterspeech) is dependent on
the highly subjective nature of the annotation task.
However, the disagreement on the finer-grained
level may be due to the more difficult, ambiguous
nature of the task, which needs greater knowledge
of linguistic phenomena under observation.

Furthermore, a deeper analysis on that tweets
(25) and replies (4) which have been considered as
counterspeech by all three annotators reveals con-
fusion in agreeing on EXPLICITATION as showed
in Table 2.

Table 2: Krippendorff’s α values for data considered
counterspeech by all three annotators.

explicitation irony alternative

0.09790 0.41364 0.46749

Thus, the label which created a visible disagree-
ment has been the explicitation. The annotators
reported that during the annotation task it was very
difficult to understand when a tweet or a reply could
be marked with this tag, which highlighted a diffi-
culty in reaching a common understanding of the
meaning of the label.

However, the disagreement on the finer-grained
level may be due to the more difficult, ambiguous
nature of the task, which needs greater knowledge
of linguistic phenomena under observation. The
IAA results reflect the problems described.

4 Evaluation

We carried our a battery of experiments in order to
perform three independent binary classifications:
toxic vs. non-toxic speech, counterspeech vs. not
counterspeech, and support to counterspeech vs.
not support to counterspeech. We employ a su-
pervised classifier based on BERT (Devlin et al.,
2019) pre-trained on a large corpus of Italian tweets
named AlBERTo (Polignano et al., 2019).

The metrics used to evaluate AlBERTo’s perfor-
mance are Precision, Recall, and F1-Score for the
individual labels, and their macro-average.

The three experiments are 5-fold cross-
validation experiments with 9 fine-tuning epochs
and a learning rate of 10−5. The results are shown
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Table 3: Model performance over three binary classification using reply text as dataset for training. (0), (1), and
(avg) refer respectively to positive class, negative class, and their macro-average.

Label Prec.(0) Rec.(0) F1 (0) Prec.(1) Rec.(1) F1 (1) Prec. (avg) Rec.(avg) F1 (avg)
COUNTERSPEECH .914 .884 .898 .441 .408 .402 .661 .663 .650
TOXIC .978 .985 .981 .295 .183 .186 .637 .584 .584
SUPPORT .932 .929 .930 .550 .500 .501 .741 .714 .716

in Table 3. Despite the small size of the corpus and
the representative items for each class, the classi-
fiers for COUNTERSPEECH and SUPPORT perform
reasonably well, while the classification of TOXIC

SPEECH turned out to be a challenge, in particular
for detecting the positive class.

The results are obtained with the model fine-
tuned only with the tweet or reply text in isolation.
We performed an additional experiment taking into
account the root of the conversations where the
replies belong. We do so by concatenating the
text of the reply to the text of the original tweet it
replies to, with the goal of observing how the per-
formance of the model changes when considering
the context of the reply. The results of this second
experiment are shown in Table 4. The experiment
is performed with the same hyperparameters of the
previous experiment, in order to provide a consis-
tent comparison.

Including context in the training improves the
classification of counterspeech. This is due mainly
to a higher recall on the positive class. This is
true for all labels, and particularly for COUNTER-
SPEECH, which is about 65% higher. However, the
extra training data seem to confuse the classifiers
for the other two labels.

5 Error Analysis

In order to get some deeper insight about the
difficulties in classifying a counterspeech con-
tent, we selected False Positives (FP), i.e., coun-
terspeech tweets hat have not been classified as
such by the model, and exploited the information
included in the finer-grained annotation layer re-
garding counterspeech categories, namely EXPLIC-
ITATION, HOSTILITY, IRONY/HUMOR, ALTER-
NATIVE.

We considered all the FPs for the first annotation
layer, counting all the data (tweets or reply) that
were labeled as belonging to the counterspeech cat-
egory from humans but not from the model. Thus,
for those tweets we checked the values attached to
the counterspeech typology labels in order to find
a meaning among the classification errors and the

counterspeech typologies’ relation.
The proportion of False Positives over all the

predictions obtained from the language model is
the following: false positives represent about 7%
of the total. Of these, the vast majority are Ironic
(∼34%) and Hostile (∼76%), also considering that
the labels are not mutually exclusive.

This qualitative analysis can lead to affirm that
the model tends to confuse hostile and ironic con-
tent more than explicit and suggestion of alternative
ones probably due to a higher cost from a cognitive
and social point of view.

There are two layers of complexity that give rise
to disagreement in classifying correctly the tweets.
Detecting toxic speech depends on how each sub-
ject is sensitive to detecting each axis of discrimi-
nation (which often varies along demographic and
psychological factors). A further source of dis-
agreement stems from the relative unconstrained
character of the notions deployed (toxic speech and
counterspeech) (Basile et al., 2021).

Finally, we analyzed the False Positive Rate by
counterspeech category. Irony and Hostility are by
far the most difficult categories to predict, with a
FP ratio of about 60% and 70% respectively, while
next to no FPs are predicted for Explicit and Alter-
native.

6 Discussion and Conclusions

In this work we studied hate speech in online
environments. To address the dangers of toxic
speech, Social Networks defined policies that reg-
ulate speech inciting hatred, while some countries
started to introduce norms to treat this phenomenon
as a crime and sentenced as such. This way to ad-
dress the problem showed some limitations as the
main approaches consist in blocking or suspending
the problematic content or the user account itself.
Therefore several involved parties, such as institu-
tions and organizations, started to consider counter-
speech as an alternative to blocking (Gagliardone,
2015). Thus, adding "more speech" has been con-
sidered as a valid alternative to counter hate speech.

We collected and annotated data from Twitter in
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Table 4: Model performance over three binary classification using reply text and root tweet for training. (0), (1), and
(avg) refer respectively to positive class, negative class, and their macro-average.

Label Prec.(0) Rec.(0) F1 (0) Prec.(1) Rec.(1) F1 (1) Prec. (avg) Rec.(avg) F1 (avg)
COUNTERSPEECH .960 .883 .920 .466 .730 .564 .713 .807 .742
TOXIC .979 .840 .903 .037 .283 .065 .508 .561 .484
SUPPORT .922 .816 .865 .317 .544 .396 .620 .680 .630

order to create the Counter-TWIT Italian corpus to
study counterspeech in an ecological setting. The
corpus includes content that is considered to un-
leash hate speech and to receive replies in the form
of counterspeech.

Specifically, data were collected with the aim of
observing counterspeech within the context of oc-
currence, i.e. collecting not only tweets in isolation,
but conversation threads including a root tweet and
the corresponding replies. Finally, we validated the
corpus with cross-validation experiments.

We developed the Counter-TWIT corpus made
of tweets and replies collected from accounts that
has been selected after a deep research based on
shared contents. All the data collected have been
annotated, by exploiting a web-based annotation
platform developed roughly from the scratch and
published online7, where a group of expert anno-
tators were applying a novel multi-layer annota-
tion scheme devoted to mark whether the tweets
or replies were counterspeech, toxic speech or in
support of counterspeech (layer 1). In case coun-
terspeech was marked as present, users were asked
to label the text as belonging to some typology of
counterspeech for the sake of a deeper understand-
ing of the phenomenon (Layer 2).

Thus, the annotated corpus has been used for
training the AlBERTo neural language model for
performing a battery of binary classification task
related to the detection of toxic, counterspeech, and
support to counterspeech. We used this language
model since it has been trained and developed us-
ing an Italian vocabulary instead of using other
multilingual model that presented limitations to the
type of language learned and the size of vocabulary
(Polignano et al., 2019).

We executed two type of experiments: one using
only the replies of conversation tree and the sec-
ond with also the "main" tweet. This approach has
been designed in order to go deep into the intuition
that this classification task needs the context. Re-
sults show that performance, Recall in particular,

7http://thesiscounterspeech.altervista.
org/

improves when conversation context data are pro-
vided, and this supports the original hypothesis that
counterspeech must be studied in a context, which
is intuitive given the definition of counterspeech as
second-turn intervention aimed to contrast a previ-
ous contribution (Cepollaro, 2021), taken as refer-
ence definition in this work.

Finally, we performed a statistical and qualita-
tive evaluation of the results obtained from the neu-
ral language model evaluating the number of data
classified as not belonging to counterspeech class
rather than being considered as such (False Posi-
tives data). We discovered that the model tends to
confuse most with Irony and Hostility labels rather
than Explicitation and suggestion to Alternative
ones.

Given the promising preliminary results, we plan
to expand the corpus in our future research. Fur-
thermore, other qualitative analysis could be run
by considering the correlation of types of coun-
terspeech and the predictions made with a lan-
guage model in order to understand in greater detail
how the model behaves towards a specific counter-
speech category. Indeed, annotating content as
counterspeech is not an easy task, due to different
shapes of the textual meaning based on the con-
text and the language used. There is not a unique
pattern to individuate and mark the tweet as be-
longing to a specific categories. A large annotated
corpus will provide a more solid base for train-
ing the model in detecting counterspeech and, in
possible future developments, for generating auto-
matically counterspeech content in order to fight
hate speech, which is another very interesting di-
rection (Tekiroğlu et al., 2020).

Counter-TWIT8 is made available online to fur-
ther study the phenomenon described and other
issue related to counterspeech classification in Ital-
ian Twitter.

8https://github.com/pierpaologoffredo/
Counter-TWIT
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Abstract

Analyzing ethnic or religious bias is impor-
tant for improving fairness, accountability, and
transparency of natural language processing
models. However, many techniques rely on
human-compiled lists of bias terms, which are
expensive to create and are limited in cover-
age. In this study, we present a fully data-
driven pipeline for generating a knowledge
graph (KG) of cultural knowledge and stereo-
types. Our resulting KG covers 5 religious
groups and 5 nationalities and can easily be
extended to include more entities. Our human
evaluation shows that the majority (59.2%) of
non-singleton entries are coherent and com-
plete stereotypes. We further show that per-
forming intermediate masked language model
training on the verbalized KG leads to a higher
level of cultural awareness in the model and
has the potential to increase classification per-
formance on knowledge-crucial samples on a
related task, i.e., hate speech detection.

1 Introduction

Fairness, accountability, and transparency to fight
model-inherent bias and discrimination have be-
come a major branch of machine learning research
in recent years. This includes studying cultural bias
and stereotypes in datasets and language models.
Stereotypes are cognitive schemas that aid in cate-
gorizing and perceiving other social groups (Hilton
and von Hippel, 1996), and becoming conscious of
this stereotyping can increase cultural knowledge
and sensitivity (Buchtel, 2014). However, without
mindfulness, stereotypes lead to inferring traits of
individuals from their (e.g., socio-economic) status
or social group (Hoffman and Hurst, 1990), which
then leads to systemic discrimination. Stereotypes
as inherent cognitive functions are equally present
in human-generated content, e.g., text resources
used to train machine learning algorithms, which
then further propagate and lead to discrimination

(Hovy and Spruit, 2016). Within the natural lan-
guage processing community, bias reduction in-
cludes work in reducing gender (Bolukbasi et al.,
2016), ethnic or religious bias (Manzini et al., 2019)
in word embeddings or classification tasks (Dixon
et al., 2018; Badjatiya et al., 2020; Mozafari et al.,
2020). Nevertheless, these techniques often rely
on predefined lexicons, which are mostly human-
written and thus expensive in their creation. Instead,
we present an entirely data-driven pipeline for the
creation of a scalable knowledge graph (KG) of
cultural knowledge and stereotypes. Our result-
ing knowledge graph, called StereoKG, consists
of 4,722 entries about 10 different social groups,
i.e., 5 religious groups and 5 nationalities. This
knowledge graph has several use cases, ranging
from analyzing existing stereotypical and cultural
knowledge online, to removing ethnic and religious
bias or increasing the cultural awareness of classi-
fiers. In our experiments, we focus on the latter:
integration of cultural knowledge to improve clas-
sification performance. Overall, our contributions
are threefold:

• Development of a fully data-driven knowl-
edge graph construction approach on Twitter
and Reddit data.

• Manual evaluation and analysis of the re-
sulting knowledge graph of cultural knowl-
edge and stereotypes, highlighting the impor-
tance of multiple-mention entries in represent-
ing cultural stereotypes, which achieve higher
quality than single-mention entries.

• Classification experiments showing that per-
forming intermediate masked language model
training on linearized stereotype knowledge
can improve the classification performance
on knowledge-crucial samples on a hate
speech task.

The rest of the paper is structured as follows:
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After describing the related work (Section 2), we
present our knowledge graph creation technique
(Section 3) which is then evaluated in a quantita-
tive and qualitative fashion (Section 4). Section 5
describes the knowledge integration experiments,
which constitute downstream task performance on
hate speech detection and masked language mod-
elling predictions of cultural content. We then dis-
cuss (Section 6) and conclude (Section 7) our find-
ings. Ethical concerns are addressed in Appendix
A.

2 Related Work

Cultural knowledge about different social groups
and entities plays an important role in responding
to contextual situations. In this work, we target cul-
tural knowledge as a form of commonsense (LoBue
and Yates, 2011). Incorporating cultural common-
sense in reasoning tasks is an understudied practice
in NLP. Anacleto et al. (2006) study the variation
of cultural commonsense and how it affects com-
puter applications. While there exist knowledge
base resources for general commonsense (Lenat,
1995; Speer et al., 2017; Tandon et al., 2014), to the
best of our knowledge, Acharya et al. (2020) have
provided the only work targeting the construction
of a cultural knowledge graph, which comprises
various rituals and customs for two cultures. How-
ever, since it relies on crowdsourcing, it is limited
in its coverage and is not easily extendable.

Cultural knowledge is largely correlated to
stereotypes. Contrary to exhaustive research av-
enues analyzing gender and ethnic stereotypes, our
work focuses on the lesser-studied nationality and
religious stereotypes. Snefjella.B et al. (2018) have
shown that national stereotypes could be grounded
in the collective linguistic behavior of nations,
while the Harvard Pluralism Project1 stresses the
importance of considering religion as a factor for
prejudice. Because of the diversity of social groups
and their behavioral traits, stereotypes and cultural
attributes have unclear boundaries, making it diffi-
cult to distinguish between the two. Keeping this in
mind, we treat cultural knowledge and stereotypes
as interchangeable terms.

Stereotypes have been used to estimate bias in
language models using curated datasets (Nadeem
et al., 2021; Nangia et al., 2020). Stereotypical data
has also been extracted from search engine auto-

1https://pluralism.org/
stereotypes-and-prejudice

complete predictions using query prompts (Baker
and Potts, 2013) and then used for analyzing how
language models learn these concepts (Choenni
et al., 2021). Bolukbasi et al. (2016) use minimal
pairs of male-female terms to debias word embed-
dings.

In our work, we create a unified resource of
cultural knowledge and stereotypes. Knowledge
graphs serve as sources of representing knowl-
edge in a structured format. Factual knowledge
bases such as DBPedia (Auer et al., 2007), Free-
base (Bollacker et al., 2008) and Wikidata (Vran-
dečić and Krötzsch, 2014) contain grounded knowl-
edge about individual entities. Knowledge graph
construction for commonsense reasoning has also
been a common object of research (Lenat, 1995;
Speer et al., 2017; Tandon et al., 2014). While
some KGs comprise an if-then reasoning scheme
(Sap et al., 2019; Forbes and Choi, 2017), some
contain knowledge in the form of triples (Vrandečić
and Krötzsch, 2014) or as simple natural language
sentences (Bhakthavatsalam et al., 2020; Thorne
et al., 2021). Crowdsourced KGs, e.g., Wikidata,
result in good quality knowledge, but require large-
scale manual annotation and resources. In contrast,
KGs constructed in an automated manner have a
lower cost in construction, are easily extendable,
and have been shown to be useful in several down-
stream applications (Suchanek et al., 2007; Bhak-
thavatsalam et al., 2020). For example, Romero
et al. (2019) use questions as prompts for learn-
ing commonsense cues from search engine query
logs and question-answering forums and construct
a commonsense knowledge base.

Explicit knowledge integration of knowledge
resources into language models can be roughly
categorized into fusion based approaches and lan-
guage modeling based approaches. Fusion based
approaches (Peters et al., 2019; Wang et al., 2021;
Yan et al., 2021) typically perform knowledge inte-
gration by combining language model representa-
tions with representations extracted from knowl-
edge bases. Compared to language modeling
based approaches, as explored by us, they rely
on aligned data and are typically applied during
the pre-training stage. Language modeling based
approaches commonly start from a pre-trained lan-
guage model and perform knowledge integration
via intermediate pre-training. For example, Bosse-
lut et al. (2019) integrate commonsense knowledge
by performing language modeling on triples ob-
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tained from ATOMIC and ConceptNet. Recently,
Da et al. (2021) analyzed this approach in the few-
shot training setting. In contrast to our study, both
works consider autoregressive language models
and use the resulting models for knowledge base
construction, while we study the impact of knowl-
edge integration on downstream task performance.
Similar to our work, Lauscher et al. (2020) inte-
grate commonsense knowledge via masked lan-
guage modeling. They obtain sentences for inter-
mediate pre-training by randomly traversing the
ConceptNet knowledge graph. Unlike our work,
they do not update the weights of the pre-trained
model and train adapter layers instead. Moreover,
while we focus on hate-speech classification as our
downstream task, they evaluate on GLUE.

3 Knowledge Graph Construction

We focus our cultural KG on 5 religious (Athe-
ism2, Christianity, Hinduism, Islam, Judaism) and
5 national (American, Chinese, French, German,
Indian) entities. Previous work on automatic KG
creation depended on external algorithms, i.e., auto-
completion of search engine queries (Romero et al.,
2019; Choenni et al., 2021; Baker and Potts, 2013).
This dependency is limiting, as external providers
may filter3 outputs of their autocomplete algorithm,
especially on sensitive topics such as culture and
identity. Instead, we keep control over the whole
KG creation process. The entire KG construction
pipeline is illustrated in Figure 1.

Using statement and question mining, cultural
knowledge and stereotypes regarding our entities
of interest are collected from two social media plat-
forms, Reddit and Twitter. For Reddit, we limit
our search to subreddits relevant for the respective
subjects (e.g. r/germany for Germans) together
with common question-answering subreddits (e.g.,
r/AskReddit) using the PRAW4 library. The com-
plete list of queried subreddits is given in Appendix
B. Similar to the commonsense mining approach
by Romero et al. (2019) and Choenni et al. (2021),
we use fixed question and statement templates (Ta-
ble 1) to identify potential sentences containing
cultural knowledge with the assumption that ques-
tions posted about various national and religious

2Although atheism is not a religion, we still include it
under the list of religious dispositions as a religious belief.

3In its battle against biased or hateful content, Google has
imposed filters on its autocomplete predictions for targeted
questions.

4https://github.com/praw-dev/praw

Query Templates

Why is <SUB>
Why isn’t <SUB>
Why are <SUB>

Why aren’t <SUB>
Why can <SUB>

Why can’t <SUB>
Why do <SUB>

Why don’t <SUB>
Why doesn’t <SUB>

How is <SUB>
How do <SUB>

What makes <SUB>
Why does <SUB> culture

<SUB> are so
<SUB> is such a

Table 1: Question-based (top) and statement-based (bot-
tom) query templates.

entities act as cues for underlying stereotypical no-
tions about them. This results in 11,259 mined
questions and statements. The questions are then
converted into statements using Quasimodo5

(Romero et al., 2019), as OpenIE does not process
interrogative sentences.

To reduce redundancies in the KG triples,
we cluster the mined sentences with simi-
lar content together using the fast clustering
method for community detection implemented in
the SentenceTransformers6 (Reimers and
Gurevych, 2019) library. This step results in 6,993
singletons and 610 clusters with more than one in-
stance. We hypothesize that non-singleton clusters
are better representatives of cultural knowledge and
stereotypes, as these are based on questions that
have been asked by several users, while singletons
may be based on unique thoughts which do not
represent a popular stereotype or cultural reality.
The qualitative difference between singletons and
clusters is evaluated in Section 4.2.

All assertions are then converted into triples us-
ing OpenIE (Mausam, 2016). As OpenIE outputs
multiple triples which may be noisy or irrelevant,
they are filtered using the following heuristics:

• Eliminate triples containing personal pro-
nouns, e.g., I, he.

• Eliminate triples not containing the original
subject entity.

• Remove colloquialisms (e.g, lol) and modali-
ties (e.g., really) from triples.

5https://github.com/Aunsiels/CSK
6https://www.sbert.net/examples/

applications/clustering/README.html
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Reddit

Twitter

Templates

Question Mining

why do americans get the 
coolest shows? 

Statement Conversion

americans get the 
coolest shows

Clustering

[americans get the coolest shows,
americans make best movies, ...]

Triple Generation Triple Selection

[((subj:americans),
(relation: get), 
(object: the coolest shows)), ...]

(subj:americans),
(relation: get), 
(object: the coolest shows)

KG

Figure 1: From noisy social media content to structured knowledge graph: the creation pipeline of StereoKG.

While most triples are singletons, many are part
of a cluster. In order to select the triple to rep-
resent a cluster in the final KG, triples within a
cluster are converted into sentences via concatena-
tion of their subject-predicate-object terms. These
are ranked on their grammaticality using a binary
classification model7 trained on the corpus of lin-
guistic acceptability (CoLA) (Warstadt et al., 2019).
Concretely, the rank of a sentence is the score as-
signed to the grammatical class by the classifica-
tion model, and the triple with the highest rank
is chosen as the representative for the entire clus-
ter. Since CoLA and the resulting classifier are
restricted to English, our triple selection currently
only works for English data. However, our method
provides an advantage over standard cluster repre-
sentative selection methods such as centroid identi-
fication, since we ensure that the chosen represen-
tative triple is the most fluent choice in its cluster.
This is important, since (grammatical) complete-
ness is an important quality feature for a KG, which
we also assess as part of our human evaluation.

4 Knowledge Graph Evaluation

The resulting KG consists of 4,722 entries, with
Americans being the largest represented group
(1,071 entries) and Jews (43) the smallest. The
proposed pipeline can also be utilised to extend the
KG with additional entities. In the following sec-
tion, we describe the qualitative and quantitative
evaluation of the generated KG.

4.1 KG Statistics

To gain insights into the sentiments and overall
distribution of descriptive predicates, we evaluate
the KG on two criteria.

Sentiment Analysis We perform a ternary (posi-
tive, neutral, negative) sentiment analysis over the
KG triples by verbalizing them into sentences. We

7https://huggingface.co/textattack/
distilbert-base-uncased-CoLA
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Figure 2: Percentage of POSitive, NEUtral and NEGa-
tively evaluated triples per religious (top) and nationality
(bottom) entity.

use a pre-trained sentiment classification model8

(Barbieri et al., 2020) for this task. We observe
that for certain subjects, e.g. atheists, the triples
have a higher tendency to be negatively evaluated
by the simple presence of the entity term. In order
to mitigate this bias in the sentiment analysis clas-
sifier, we mask9 the subject entities with their type,
e.g. “islam seems to be conservative" → “religion
seems to be conservative" and “french culture is
pure" → “nation culture is pure", and then perform
classification.

Pointwise Mutual Information (PMI) PMI
π(x, y) measures the association of two events. We
calculate π between entities E = e1, ..., en and
their co-occurring predicate and object tokens w
as:

π(e, w) = log
p(e, w)

p(e)p(w)
(1)

8https://huggingface.co/cardiffnlp/
twitter-roberta-base-sentiment

9Note that the more generic term used to mask the specific
religion or nationality terms may also have a biased represen-
tation in the pre-trained classifier. However, when applying
masking via generic terms, we observe a large decrease in the
negative classification of otherwise neutral/positive samples
for certain subjects, indicating a decreased level of model bias.
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Infrequent tokens co-occurring with a single en-
tity will have higher PMI scores with the said en-
tity. To focus our analysis on common tokens co-
occurring with one entity while maintaining low
co-occurrence with other entities, we use the fol-
lowing PMI-based association metric α:

α(e, w) = (π(e, w)− π(e, w)) · f(e, w) (2)

Where f(e, w) is the frequency of w amongst
all tokens co-occurring with e and

π =
∑

ei∈E \{e}
π(ei, w) (3)

Intuitively, Equation 2 mitigates the effect of
infrequent tokens in the PMI calculation and gives a
relative score across all the entities. We calculate α
between entities and their co-occurring predicates
and objects to identify trends in the contents of the
triples.

Results Figure 2 shows the results of the sen-
timent classification. Overall, positively evalu-
ated instances are rare across all entities, with
most being neutral or negatively evaluated. The
results of the association analysis are highlighted
in Table 2. The most positively (4.7%) and least
negatively (37.2%) evaluated religious group are
Jews, where positive stereotypes include strong
for Jewish women (α = 5.19). Most (58.1%) in-
stances about Judaism are neutral reports of cul-
tural practices, e.g., about circumcision (α = 6.78).
Hindus have the smallest proportion of positive
stereotypes (2.9%) and Atheists have the largest
amount of negative evaluations (51.0%) which of-
ten include strong negative actions and emotions
such as attack (α = 2.04), angry (α = 1.37) and
obnoxious (α = 2.69). Nationalities tend to be
more frequently positively evaluated than religious
groups, with Germans being the most positively
evaluated (9.5%) and the least negatively evaluated
(21.0%) with most instances being neutral men-
tions of the countries role during ww2 (α = 3.76).
Chinese (6.7%) have the lowest proportion of pos-
itive stereotypes, however neutral sentiments are
most common (63.9%) and are often about topics
such as Chinese food (α = 2.77). The nationality
with the largest proportion of negative stereotypes
are the French (49.3%), which are mostly described

with negative traits such as elitist (α = 5.09) or vul-
gar (α = 5.09), while neutral and positive mentions
are often related to food, e.g., croissants (α = 5.09).

Since most stereotypical questions asked online
have more negative connotations than positive, it
confirms the premise that stereotypes can represent
prejudicial opinions of different cultural groups.

4.2 Human Evaluation

We perform a human evaluation to gain insights
into the quality of StereoKG. We focus on three
quality metrics, namely coherence (COH), com-
pleteness (COM), and domain (DOM) evaluated
on a nominal 3-point scale for negation (0), ambigu-
ity (1), and affirmation (2) respectively. COH mea-
sures the semantic logicality of a triple, while COM
measures if the grammatical valency of the predi-
cate is fulfilled. DOM measures whether the triple
belongs to our domain of interest, i.e., whether it
can be considered a stereotype or cultural knowl-
edge. We also measure two subjective credibility
measures CR1 and CR2, where CR1 is a binary
measure asking whether the annotator has heard
of this stereotype/knowledge before, and CR2 asks
whether they believe the information to be true on
a scale of 0-4. To evaluate the overall quality of
triples, we calculate the success rate (SUC), where
a triple is considered successful if it achieves an
above average (> 1) rating across all three quality
metrics COH, COM, and DOM. The evaluation is
performed on a total of 100 unique triples from the
KG, where 50 triples each were randomly sampled
from the subset of triples stemming from single-
ton and non-singleton clusters respectively. Each
sample was annotated by 3 annotators, all of whom
are students with different cultural backgrounds
(German (irreligious), Indian (Hindu), and Iranian
(Muslim)).

We assess inter-annotator agreement using the
average observed agreement (OA) as calculated us-
ing the NLTK agreement10 function, which does
not penalize repeated entries of a single value11 un-
like other common metrics (e.g. Krippendorff-α).
We observe high levels of agreement for both qual-
ity measures COH (0.82) and COM (0.74), while
OA for DOM is lower (0.59) due to the subjec-
tive nature of what constitutes a stereotype (Table

10https://www.nltk.org/_modules/nltk/
metrics/agreement.html

11Repeated entries of a single value are quite common in
our annotations, since for most quality measures we use a
3-point or even 2-point scale.
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Entity #Instances Top Tokens (α)

Atheist 731 god, christians, annoying, believe, theists, obsessed, attack, vocal, angry, argue, troll, hate
Christian 823 obsessed, follow, bible, weird, hate, jesus, abortion, afraid, jewish, covid, non-christians
Hindu 102 men, india, hindustan, uc, muslim, caste, tolerant, babas, shameless, fool, jihads,marrying
Jewish 43 jew,wear, israel, circumcisions, conversion, discourage, evangelize, progressive, shiksas, leftist
Muslim 842 hate, countries, allowed, ex-muslims, obsessed, quran, eat, laws, allah, islamophobia, sharia

American 1071 culture, call, obsessed, pronounce, different, countries, afraid, healthcare, hate, british, soccer
Chinese 277 restaurants, companies, citizens, food, workers, students, tourists, menus, consumers
French 138 eat, speak, obsession, call, egg, pretty, croissants, depicted, proud, culture, exaggerate, elitist
German 262 obsessed, pronounce, words, ww2, water, war, nazi, prepare, berlin, love, disciplined, manual
Indian 431 culture, obsessed, hate, pakistanis, pictures, marriages, heads, defensive, afraid, stare, army

Total 4722

Table 2: Number of instances per entity and predicate/object tokens with highest association score α to entity.

COH COM DOM CR1 CR2 SUC
(0-2) (0-2) (0-2) (0-1) (0-4) (%)

SD 1.55 1.11 0.97 0.13 1.17 44.0
CD 1.70 1.42 1.18 0.29 1.56 59.2
All 1.63 1.26 1.07 0.21 1.36 51.5

OA 0.82 0.74 0.59 0.81 0.39

Table 3: Human annotated COHerence, COMpleteness,
DOMain and CRedibility metrics and SUCcess rate
over the complete KG test sample (All) as well as its
singleton-derived (SD) and cluster-derived (CD) sub-
samples. Average observed agreement (OA) given for
each metric.

3). Similarly, OA for subjective measures CR{1,2}
is mixed, as can be expected. To measure intra-
annotator agreement, we duplicated 10 random
samples. Intra-annotator agreement is high across
all annotators (0.79, 0.95, 1.00).

The COH quality metric of the KG is high for
both singleton (1.55) and non-singleton-derived en-
tries (1.70), and COM is slightly lower (average
COM=1.26). That indicates that the vast majority
of entities are meaningful (COH), with some miss-
ing relevant information (COM). Overall, DOM is
close to 1, suggesting that it was often not clear
to annotators whether an entity can be considered
a stereotype, which is also reflected in the over-
all lower inter-annotator agreement on this met-
ric. Entities stemming from non-singleton clus-
ters have a high success rate of 59.2, meaning that
the majority of non-singleton-derived entities lean
positively across all three quality metrics COH,
COM, and DOM. Overall, non-singleton entities
are of higher quality than singleton-derived enti-
ties (SUC +15.2), underlining the initial hypoth-
esis that multiple occurrences of questions online
are better indicators of a stereotype than unique

Corpus Train Dev Test

OLID 3504/7088 894/1752 242/620
WSF 830/6662 105/965 261/1880

Table 4: Number of hate/neutral instances in the train,
dev and test set of downstream tasks.

questions. Moreover, stereotypical knowledge in
non-singleton entities is more likely to be known
(CR1 +0.16) and believed to be true (CR2 +0.39)
by annotators.

5 Knowledge Integration

To explore how StereoKG can be used to integrate
knowledge into an existing language model, we
perform intermediate masked language modeling
(MLM) on it in its structured (verbalized triple) and
unstructured (sentence) form. The unstructured
knowledge is more expressive and verbose, while
the structured knowledge from triples is concise
and less noisy as compared to the unstructured data.
We then fine-tune and evaluate the language model
performance on hate speech detection, a task for
which we esteem stereotype knowledge to be of
use.

5.1 Experimental Setup
Data We experiment with the effect of interme-
diate pre-training focusing on two kinds of down-
stream datasets for fine-tuning: one of the same
domain as the pre-training corpus (Twitter), and an-
other which is outside the domain data. We use the
Twitter-based OLID (Zampieri et al., 2019) dataset
as our in-domain dataset and the White Supremacy
Forum (WSF) dataset (de Gibert et al., 2018) as
our out-of-domain dataset. Both tasks are binary
hate/neutral classification tasks. As OLID does not
have an official validation set, we split off 20% of
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samples from the training data for validation. Simi-
larly, WSF is randomly split into 70-10-20% splits
for training, validation, and testing respectively.

We manually identify 9 and 33 samples contain-
ing a stereotype or cultural knowledge about the
subject entities of interest in the dev and test splits
of OLID and WSF respectively. To analyze the
effect of cultural knowledge integration on these
samples exclusively, we use these to create dedi-
cated stereotype test sets. To avoid breaking the
exclusivity between validation and testing, we re-
move the samples found in the validation sets from
the original validation splits. During our testing
phase, we test the models on the complete test sets
as well as the dedicated stereotype test sets. We
give the final dataset statistics in Table 4.

Our unstructured knowledge (UK) comprises the
original sentences from the clusters from which the
triples are formed. Since pre-training requires a
sentence format, we create our structured knowl-
edge (SK) by verbalizing the triples from the KG
with a T5-based (Raffel et al., 2020) triple-to-text
conversion model (details in Appendix C).

Models For the knowledge integration experi-
ments, we use the sequence classification pipeline
in the simpletransformers12 library. As
baselines, we fine-tune two models: general-
domain (BASE) RoBERTa13(Liu et al., 2019) and
domain-trained (DT) Twitter RoBERTa14(Barbieri
et al., 2020). Additionally, we continue MLM train-
ing of the baseline models before fine-tuning using
i) unstructured (+UK) KG knowledge and ii) struc-
tured (+SK) verbalized triples to investigate the
impact of stereotypical knowledge. All models are
fine-tuned with early stopping (δ=0.01, patience=3)
using the validation F1 score as the stopping cri-
terion. We fine-tune 10 models for each configu-
ration, each having a different random seed and
report their averaged Macro-F1 with standard er-
rors.

5.2 Knowledge vs. Domain
We fine-tune the BASE(+UK/SK) and
DT(+UK/SK) RoBERTa models on the in-
domain (OLID) and out-of-domain (WSF) training
data and report Macro-F1 on the entire test set. To
quantify the impact of injecting stereotypes, we

12https://simpletransformers.ai/docs/
classification-models/

13https://huggingface.co/roberta-base
14https://huggingface.co/cardiffnlp/

twitter-roberta-base

Model OLID (F1) WSF (F1)
Complete Stereotype Complete Stereotype

BASE 69.7±.7 65.1±2.3 60.5±.6 73.3±1.7
BASE+UK 70.6±.4 67.9±2.6 60.7±.5 72.7±1.3
BASE+SK 70.4±.6 66.9±2.0 59.5±1.2 67.5±3.2

DT 70.5±.4 72.5±1.7 60.8±.6 77.7±1.6
DT+UK 70.6±.4 73.4±3.4 61.4±.4 77.0±2.9
DT+SK 71.2±.2 73.8±1.8 60.6±.5 75.6±1.8

Our best 71.2 – 91.3* –
Benchmark 80.0 – 78.0* –

Table 5: Averaged Macro-F1 and standard errors of
BASE and domain trained (DT) models with intermedi-
ate MLM training on unstructured (UK) and structured
(SK) knowledge tested on OLID and WSF. Top results
in bold. We compare our best model per test set against
its corresponding OLID/WSF benchmark implementa-
tion. Values with * are accuracies.

also report results on the dedicated stereotype test
set. Results on the complete test set and stereotype
test set are shown in Table 5 (top) respectively.

For the complete test set, knowledge integration
does not seem to have a significant effect, with most
model variations being within the error bounds of
each other. Only domain training positively affects
the classification performance, with all DT mod-
els outperforming their BASE counterparts on the
OLID dataset with gains of up to F1 +1.5. As ex-
pected, domain training does not have an effect on
the performance for the out-of-domain WSF data.

While the effect of cultural knowledge integra-
tion is not significant on the full test sets, its effect
becomes clearer when focusing only on the subset
of instances that contain stereotypes. Firstly, do-
main training has a larger effect on these samples,
with the DT model showing an increase of F1 +7.4
over BASE on OLID. When the DT model has ad-
ditionally undergone intermediate MLM training
on cultural knowledge, we observe further improve-
ments in F1 for +UK and +SK respectively. While
these improvements are within each other’s error
bounds, this suggests that the training on cultural
knowledge can increase downstream task perfor-
mance on knowledge-crucial samples, i.e., in our
case, those that require cultural or stereotypical
knowledge. A larger stereotype-containing test set
is required to further verify this hypothesis by re-
ducing error bounds. On the out-of-domain WSF
data, we do not observe these trends, similar to the
BASE model on OLID. This suggests that domain
training is a prerequisite for effective knowledge
integration.

To set our model results into perspective, we
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compare our best models against the benchmarks
provided by Zampieri et al. (2019) and de Gibert
et al. (2018) for OLID and WSF, respectively (Ta-
ble 5, bottom). On OLID, the benchmark model
outperforms our best model by a large margin (F1
+8.8). However, their reported models are single
runs without reported standard errors, thus it is un-
clear whether this specific run is representative for
the underlying average model performance. For
WSF, our best model outperforms the benchmark
by a large margin (Acc +13.3), which is due to
the simpler long short-term memory approach that
constitutes this benchmark.

5.3 Cultural Knowledge Prediction

To further quantify the degree to which cultural and
stereotype knowledge is encoded in the models,
we compare their MLM predictions on masked
stereotypes. We manually collected 100 sentences
from the verbalized KG and masked tokens which
require either cultural or stereotype knowledge to
be completed. By taking into account the top 5
predictions and comparing them to the masked gold
standard, we calculate the prediction accuracy at 5
(ACC@5)15 and analyze common trends.

Our results in Table 6 show that both, the generic
BASE and Twitter-based DT models have the same
low level of cultural awareness (ACC@5=37%),
with most predictions being vague e.g, he, this,
that. However, adding 4,895 unstructured knowl-
edge instances as intermediate MLM training data
drastically improves results to 48% (BASE+UK)
and 49% (DT+UK). Both +UK models show higher
sensitivity to cultural correlations e.g., Americans
and their struggle with healthcare, or Muslims and
reading the Quran, which was not displayed by
the baseline models. Further, adjective predictions
about minorities tend to be more positive, e.g. Jew-
ish women are [strong] →beautiful. The structured
knowledge also improves cultural sensitivity to a
large margin, i.e., +7% points (BASE+SK) and
+4% points (DT+SK). However, their predictions
are often more generic and less culture-specific
than the +UK models, which may be due to the
lack of variable context in which these stereotypes
are seen due to the denoising factor of using SK.

15If the gold standard is present in the top 5 predictions, it
is considered accurate.

6 Discussion

We create an automated pipeline to extract cultural
and stereotypical knowledge from the internet in
the form of queries. While this overcomes the
limitations and expenses of crowdsourcing and is
easily extendable to a large number of entities, sev-
eral shortcomings still need to be addressed. Auto-
mated extraction results in irrelevant and noisy data,
which is augmented by erroneous outputs during
triple creation. This is also evidenced in the human
evaluation that corroborates the existence of many
incomplete triples in the resultant KG, which could
also be due to the noisy OpenIE outputs. Other
stages in the analysis, such as statement conver-
sion, fast clustering, and triple verbalization give
sufficiently good approximations.

Our knowledge integration experiments suggest
that performing intermediate MLM training on (ver-
balized) cultural knowledge can improve the clas-
sification performance on knowledge-crucial sam-
ples. However, the sample of stereotypical exam-
ples in the test/dev sets of both hate speech corpora
is low (9 for OLID and 33 for WSF), indicating
that a more extensive dedicated hate speech test
set focusing on stereotype entities is required to
reduce error margins and verify results. Our exper-
iments are limited to intermediate MLM training
and we leave the exploration of other knowledge
integration techniques for future work.

Our work serves as a preliminary research for
studying stereotypes and cultural knowledge across
different entities. Extending the KG for other en-
tities than the one proposed in our work is easily
done by plugging in new entities into our query tem-
plates (Table 1) and the pre-existing pipeline can
be used to scrape data, create clusters and finally
extract triples without the need of manual interven-
tion. Nevertheless, the current version of StereoKG
does not differentiate between (true) cultural knowl-
edge and (untrue or stigmatizing) stereotypes. In
reality, making this distinction is a challenge for
human experts too, due to the fuzzy boundary be-
tween false “stereotypes” and perfectly true cul-
tural “facts” because of the subjective nature of
cultural knowledge.

The content used for the construction of
StereoKG stems from English-speaking Twitter
and Reddit. This comprises a specific demographic
which is only a subset of our global society. The
stereotypes and cultural knowledge included in
StereoKG therefore also underlie this sampling
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Model ACC@5 (%) Example Pred (top 3)

BASE 37 Muslims are turning away [science]. too, now, again
BASE+UK 48 Americans don’t have free [healthcare]. healthcare, lunch, tuition
BASE+SK 45 Americans are voting for [Trump]. freedom, democracy, them

DT 37 Atheists unilaterally support [abortion]. fascism, abortion, terrorism
DT+UK 49 Muslims compare apostasy to [treason] treason, sin, genocide
DT+SK 41 Chinese toilets are [dirty]. disgusting, awful, shit

Table 6: Cultural MLM prediction accuracy at 5 (ACC@5) of different models together with example instances
with masked [gold standard] token and the top 3 predictions of the model.

bias. Extending the KG to other languages as well
as data sources could yield a more global view on
stereotypes regarding a specific entity.

7 Conclusion

This study presents StereoKG, a scalable data-
driven knowledge graph of 4,722 cultural knowl-
edge and stereotype entries spanning 5 religions
and 5 nationalities. We describe our automated
KG creation pipeline and evaluate the resulting KG
quality through human annotation, showing that
the majority of cluster-derived entries in the KG
are of high quality (success rate 59.2%) and more
common and credible than their singleton counter-
parts. The KG can easily be extended to include
other nationalities as well as genders, sexual orien-
tations, professions, etc., as the underlying subjects.
Further, performing intermediate MLM training on
verbalized instances of StereoKG greatly improves
the models’ capabilities to predict culture-related
content. This improvement of cultural awareness
has a positive effect on knowledge-crucial samples,
where we observe a slight improvement in classifi-
cation performance on a related downstream task,
i.e., hate speech detection. Future work should fo-
cus on differentiating between cultural facts that
should be represented in language models and stig-
matizing stereotypes that should not be present in
language models.

We make StereoKG and the code of our
KG creation pipeline available under https://
github.com/uds-lsv/StereoKG.
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A Ethics Statement

Human Evaluation We perform a human evalu-
ation using human raters. After making an internal
call for participation that included a task descrip-
tion and the amount of compensation, we selected
participants based on their timely response to our
call. The chosen raters were compensated fairly.

Modeling Stereotypes Stereotypes are funda-
mentally cognitive schemas that help the perceiver
process the dynamics of different groups. They are
made up of a collection of traits that are ascribed to
a given social group (Dovidio et al., 2010). If made
conscious, they can aid in improving cultural sen-
sitivity (Buchtel, 2014). However, in most cases,
these are unconscious beliefs and can then lead to
bias and discrimination (Hoffman and Hurst, 1990).
Human-written content reflects these cognitive bi-
ases, and when natural language processing (NLP)
models are trained on this biased data, they can
further propagate stereotypes and discrimination
(Hovy and Spruit, 2016). Mitigating bias in NLP
has thus become a major research direction. These
works often require structured knowledge or lists
about biased terms, e.g., Bolukbasi et al. (2016)
rely on a list of male-female minimal pairs. Our
work’s contribution is to automatize this process
by exploiting social media users’ beliefs about so-
cial groups, i.e., we collect assertions and questions
about social groups which appear often in both Red-
dit and Twitter data. In this sense, our approach
can be described as a similar process that occurs in
humans as they become aware of their own mental
processes, including stereotypes (Buchtel, 2014).
If we are aware of stereotypes, we can use them to
improve cultural sensitivity and mitigate the effects
of bias and discrimination.

StereoKG could be used to generate stereotypi-
cal content (e.g., through verbalization). While ver-
balized stereotypes can improve the downstream
task performance on knowledge crucial samples
(Section 5), they could, however, also be misused
in a hurtful manner, e.g., by using stereotypical
knowledge in question-answering systems. How-
ever, this is a general issue pertaining to language
models which we are trying to mitigate through
our work: if trained on bias(ed) data, they could be
misused to generate harmful content.

Environmental Impact Our models are trained
on Titan X GPUs with 12GB RAM. In order to
economize the energy use, we did not perform any

Entity Subject-specific Generic

Atheist r/TrueAtheism, r/religion,
r/DebateReligion, r/atheism

r/explainlikeimfive,
r/AskReddit,
r/TooAfraidToAsk,
r/NoStupidQuestions

Christian r/religion, r/DebateReligion,
r/TrueChristian, r/DebateAChristian,
r/AskAChristian, r/atheism, r/Christianity,
r/Christian, r/Christianmarriage, r/Bible

r/AskReddit,
r/NoStupidQuestions,
r/explainlikeimfive

Hindu r/India, r/hindusim, r/librandu,
r/IndiaSpeaks, r/awakened, r/IAmA,
r/atheismindia, r/india, r/AskHistorians

r/explainlikeimfive,
r/AskReddit,
r/TooAfraidToAsk,
r/NoStupidQuestions

Jewish r/Judaism, r/AskHistorians, r/religion,
r/DebateReligion, r/AskSocialScience

r/explainlikeimfive,
r/AskReddit,
r/TooAfraidToAsk,
r/NoStupidQuestions,
r/Discussion

Muslim r/religion, r/DebateReligion,
r/TraditionalMuslims,
r/progressive_islam, r/atheism, r/islam,
r/exmuslim, r/Hijabis, r/indianmuslims,
r/AskSocialScience

r/AskReddit,
r/NoStupidQuestions,
r/explainlikeimfive, r/ask

American r/AskAnAmerican r/explainlikeimfive,
r/OutOfTheLoop,
r/TooAfraidToAsk,
r/offmychest,
r/NoStupidQuestions,
r/linguistics, r/AskReddit

Chinese r/shanghai, r/China, r/asianamerican,
r/HongKong, r/Sino

r/explainlikeimfive,
r/AskReddit,
r/TooAfraidToAsk,
r/NoStupidQuestions

French r/French, r/france, r/AskAFrench,
r/AskEurope

r/explainlikeimfive,
r/AskReddit,
r/NoStupidQuestions

German r/germany, r/German, r/europe,
r/AskGermany, r/AskAGerman

r/explainlikeimfive,
r/AskReddit, r/offmychest,
r/TooAfraidToAsk,
r/NoStupidQuestions

Indian r/India, r/india, r/indiadiscussion,
r/IndianFood, r/indianpeoplefacebook,
r/ABCDesis

r/explainlikeimfive,
r/retailhell,r/AskReddit,
r/TooAfraidToAsk,
r/NoStupidQuestions

Table 7: Section 3 - Subreddits for Reddit extraction

extensive hyperparameter exploration.

B List of Subreddits

We gather data from several subject-specific and
generic subreddits as listed in Table 7.

C Triple Verbalization

The triple verbalization technique takes inspiration
from KELM (Agarwal et al., 2021). We use the
WebNLG 2020 (Colin et al., 2016) corpus to fine-
tune a T5-base16 model for 5 epochs and then apply
it to triples in StereoKG. It results in a corpus of
verbalized triples in sentence form:

<jewish men, get, circumcisions> →
“Jewish men get circumcisions."
<american culture, obsessed with, nov-
elty> → “The American culture is ob-
sessed with novelty."

These sentences constitute the structured knowl-
edge (SK) and are used for intermediate MLM
pre-training of the baseline models.

16https://huggingface.co/t5-base
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Abstract

Toxic language can take many forms, from
explicit hate speech to more subtle microag-
gressions. Within this space, models identify-
ing transphobic language have largely focused
on overt forms. However, a more pernicious
and subtle source of transphobic comments
comes in the form of statements made by Trans-
exclusionary Radical Feminists (TERFs); these
statements often appear seemingly-positive and
promote women’s causes and issues, while si-
multaneously denying the inclusion of trans-
gender women as women. Here, we introduce
two models to mitigate this antisocial behavior.
The first model identifies TERF users in social
media, recognizing that these users are a main
source of transphobic material that enters main-
stream discussion and whom other users may
not desire to engage with in good faith. The
second model tackles the harder task of recog-
nizing the masked rhetoric of TERF messages
and introduces a new dataset to support this
task. Finally, we discuss the ethics of deploy-
ing these models to mitigate the harm of this
language, arguing for a balanced approach that
allows for restorative interactions.

1 Introduction

Transgender individuals are frequent targets of
toxic language in online spaces (Craig et al., 2020;
Haimson et al., 2020). Multiple approaches to rec-
ognizing such abusive language have focused on
identifying explicit forms of abuse, such as using
trans-specific slurs (Waseem et al., 2017; Schmidt
and Wiegand, 2017; Fortuna and Nunes, 2018).
However, not all verbal abuse directed towards the
transgender community is so explicit. Within those
transphobic groups, trans-exclusionary radical fem-
inists (TERFs) are a community who is critical of
the notion of gender, and position the existence
of trans women as antithetical to “womanhood.”1

∗ Work performed in part at the University of Michigan
1We acknowledge that the use of the term TERF is po-

tentially contentious, as some individuals who identify these

I find it increasingly harder to believe that the
people saying this nonsense actually believe it.
A man is a woman because he wears some lip-
stick and says he’s a woman, but a woman isn’t a
woman because of biology??
Some would say that LGB have already been
“thrown under the bus” to accommodate an ideol-
ogy that relies heavily upon gender stereotypes
and “being in the wrong body.” I hear there’re a
lot of lesbians who feel like this.
Guarantee they’ll expect more rigorous research
to debate the ethics of fancy shoes than they did
for men in women’s sports

Figure 1: Examples of harmful rhetoric by TERFs which
reference notions of biological essentialism in defin-
ing gender and exclusion of transgender women from
sports. While offensive, we include the examples here
to highlight the subtlety in their exclusionary messages.
Throughout the paper, all messages are lightly para-
phrased for privacy.

As such, the language of their attacks is frequently
couched in arguments promoting women’s safety
and rights—nominally positive language. TERF

groups maintain an active presence across public
social media and are often a source of transphobia
online (Pearce et al., 2020). However, their masked
rhetoric is unrecognized by current models for hate
speech detection, and indeed, identifying TERFs
in general can be difficult if one is not familiar
with their lines of argumentation, as seen in the
examples in Figure 1. Interacting with individuals
propagating these beliefs can be materially harmful
and as a result, multiple transgender communities
and allies have established lists of known TERF

accounts to help individuals block or avoid abuse.
However, the recruitment of new individuals with
TERF beliefs as well as sockpuppet accounts make

views consider it derogatory. Nonetheless, our use follows
current academic practice in naming (e.g., Williams, 2020).
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manually keeping these lists up-to-date a challenge
for mitigating their impact. In this paper, we widen
the scope of abusive detection online by demon-
strating a model for detecting both TERFs and nu-
anced TERF rhetoric on Twitter by analyzing their
tweets and community features.

Work in abusive language detection for social
media has become more widespread (Fortuna et al.,
2020; Zampieri et al., 2020), but more subtle forms
of hate speech such as dog whistles are notoriously
difficult to capture (Caselli et al., 2020). TERF

rhetoric directly falls into this category, as it con-
sists of a particular brand of transphobia that em-
ploys dog whistles and bad faith argumentation.
Prior work has only begun to address these sub-
tle form of offensive such as microaggressions
(Breitfeller et al., 2019; Han and Tsvetkov, 2020),
condescension (Wang and Potts, 2019; Perez Al-
mendros et al., 2020), and other social biases (Sap
et al., 2020). Our work identifying TERFs and their
rhetoric extends this recent line of research by fill-
ing the gap into an under-researched but important
area of transphobic hate speech.

We introduce the first computational method for
detecting TERF accounts on Twitter, which com-
bines information from user messages and network
representations. Using community-sourced data of
over 22K users, we show that social and content
information can accurately identify TERF accounts,
attaining a F1 of 0.93. To support identifying TERF

messages directly, we introduce a new dataset of
gender and trans-identity related messages anno-
tated for TERF-specific rhetoric, showing that de-
spite the challenging nature of the task, we can
obtain 0.68 F1. Together, these methods allow in-
dividuals to recognize and screen out the uniquely
transphobic rhetoric of TERFs.

This paper provides the following contributions.
First, little computational attention has been paid
to TERFs and transphobic speech in previous work
within the realm of abusive content detection. Our
model is the first to tackle the challenge of cap-
turing nuanced, transphobic rhetoric from TERFs,
and leveraging it to identify TERFs on Twitter. Sec-
ond, we introduce a new dataset for recognizing
TERF-specific rhetoric, allowing the community to
expand current efforts at combating abusive lan-
guage. Finally, acknowledging the dual use of NLP
(Hovy and Spruit, 2016), we consider the ethics
of deploying these technologies in the risks and
benefits of censuring versus allowing engagement

with TERFs, arguing for a balanced approach that
facilitates restorative justice.

2 TERFs in Online Spaces

Feminist ideals aim to promote women’s rights and
mainstream feminism is considered inclusive of
transgender women (Williams, 2016). However, a
small number of individuals claiming to be fem-
inists have taken an opposite stance, arguing for
transphobic views that push for biological essential-
ism and criticizing the notion of gender (Williams,
2020). This group was given the name “trans-
exclusionary radical feminists” or TERFs as a way
of separating their views. Drawing in part upon
feminist arguments in Raymond (1979), TERFs
argue that gender derives fully from the biologi-
cal sex, which is dependent on a person’s chromo-
somes and thus is binary and immutable (Riddell,
2006; Serano, 2016); it follows in their biological
reductivist reasoning that a transgender woman is
a man. As a result, TERFs frequently make claims
seeded with anxiety about the encroachment of
transgender women into women’s spaces and rights
(e.g., participation in sports or use of restrooms),
as well as the need for biological tests of gender
(Earles, 2019).2

For many TERFs, their rationale is embedded
with real but misdirected fear of violence against
and subjugation of women. Regardless, such harm-
ful rhetoric directly marginalizes and excludes
transgender women (Hines, 2019; Vajjala, 2020),
often invalidating their very existence. These ar-
guments frequently follow the subtle language of
microaggressions (Sue, 2010, Ch.2). TERFs them-
selves are also not a monolithic bloc; individuals
may vary in their stances towards transgender peo-
ple, from claiming to openly support them as a
separate group to radically opposing them and ar-
guing such identities themselves are flawed. While
all such attitudes are harmful, this range suggests
that some viewpoints could be changed.

Less prevalent in the United States and Canada,
TERFs within the United Kingdom hold an un-
fortunately mainstream position within feminism
(Lewis, 2019), with a notable proponent being J.K.
Rowling (Kelleher, 2020), author of the Harry Pot-
ter series. TERFs are present on multiple platforms;
TERFs maintained an active community of over

2We note that recent proponents of this ideology have
adopted the name “gender critical” but espouse the same of-
fensive beliefs of biological essentialism (Tadvick, 2018).

80



64K users on the r/gendercritical subreddit, until
June of 2020, after which it was banned by Reddit
for the promotion of hate speech.

The presence of TERFs in online communities
represents a significant risk to transgender individ-
uals, as they perpetuate targeted harassment and
doxxing. Online spaces are particularly critical for
transgender individuals due to their role in facili-
tating the transition experience (Fink and Miller,
2014) and seeking social support during the com-
ing out process (Haimson and Veinot, 2020; Pinter
et al., 2021). As some individuals may not have
publicly come out to family and coworkers (but
do so online, potentially anonymously), targeted
harassment poses risks for some individuals (Kade,
2021). Potential interactions between TERFs and
transgender individuals can further marginalize in-
dividuals and reduce the perceived support.

3 A Dataset for Recognizing TERFs

As frequent targets of abusive language, transgen-
der individuals and their allies have curated lists of
known TERF users on Twitter in attempts to miti-
gate the harm they cause. These user lists form the
basis for our dataset, described next.

3.1 User Lists
Our ultimate goal is to identify TERF users and
their rhetoric. Prior work has shown that user-
created lists on Twitter are reliable signals of iden-
tity that can be used for classification tasks (Kim
et al., 2010; Faralli et al., 2015). Accordingly, we
collect curated lists from two communities, along
with a random sample of users as a control set.

First, TERFblocklist is a manually-curated list of
TERF accounts by trans women and activists. The
block list uses a third-party Twitter API web app,
Block Together,3 which enables users to screen
out content and interaction from users on share-
able, custom block lists. Potential additions to
this list are sent to the maintainer who verifies
the accusations of transphobia before they are
added. Through manual submissions, users identi-
fied 13,399 TERF accounts, which forms the basis
for our list of Twitter users who are TERFs.4

3As of June 2020, Block Together shut down but other
alternatives such as Block Party and Moderate have the same
functionality.

4We recognize that block lists are themselves products
of exclusion that can potentially include users who do not
have a particular view or identity. However, we still use such
lists here, as they have been curated by members of the trans
community we trust their judgments in who poses risks.

Category No. users No. tweets Description
TERF 8,631 13,508,673 TERFs

Trans-
friendly

14,827 1,291,908† Explicitly trans-
friendly

Control 11,510 33,573,308 Random En-
glish speakers

Table 1: Summary of the sizes of the datasets used in
these studies, reflecting only English-language tweets
per category. †Only up to 100 recent tweets were col-
lected for each user in the Trans-friendly category.

Second, as a direct response to TERFblocklist,
TERF users created a separate block list of their
own on Block Together, which contained 17,091
“transactivists and transcultists,” as a way of iden-
tifying users whom they could actively target or
selectively ignore. While initially designed for un-
ethical reasons (targeting users), this data forms the
basis for our list of trans-friendly users. Because
both TERF and trans-friendly users share high-level
themes in their discussion around transgender is-
sues, having representation of both groups is essen-
tial for ensuring that trans-friendly accounts are not
being mistakenly labeled as TERFs.

Third, as not all users discuss transgender issues,
we randomly sample 13,152 “control” English-
speaking users from the Twitter decahose in May
2020 and retain all users who are not on either of
the two blocklists. As some users had private Twit-
ter accounts, the final number of users in our corpus
is a subset of these original lists.

3.2 Linguistic and Social Data

For each user, we collect two types of data that
we hypothesize will capture whether they are a
TERF or not: tweet text and the user’s friends (i.e.,
the Twitter users they follow). While the text of a
tweet carries the most information about the stance
of the user, the people they follow are also strong
signals for both the community they are a member
of and what content they willingly engage with.
This task is particularly context-sensitive due to the
dog whistles employed by TERFs, and necessitates
both types of data.

Through Tweepy and the Twitter API, we col-
lect all recent (2019 onward) tweets from each user
in the TERF (13,508,673 tweets), trans-friendly
(1,291,908 tweets), and control (33,573,308 tweets)
groups and discard non-English tweets using the
language classifier of Blodgett et al. (2016) for la-
beling social media English. Due to API limitations
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when retrieving tweets, we keep only up-to-100
recent tweets for each user in the Trans-friendly
category to maximize the diversity in that sample,
without overrepresenting any one user. We also
collect the list of user IDs belonging to each user’s
friends using the Twitter API. At the time of collec-
tion, some users had taken their accounts private,
which prevented collecting all data. Table 1 shows
the statistics for our final dataset.

4 Building a TERF classifier

To recognize TERF users, we use a multi-stage ap-
proach that combines information from individual
messages on topics discussed by TERFs with social
features representing who they follow. Following,
we describe the three stages: how we (1) recog-
nize topics closely related to TERF rhetoric, (2)
identify individual messages likely to come from
TERFs, and (3) combine textual and social features
to detect TERF users themselves.

4.1 Identifying TERF Topics

Despite espousing harmful rhetoric, individuals
with TERF beliefs routinely engage in conversa-
tions about commonplace topics. As a result, train-
ing any TERF-specific classifier is likely to mistak-
enly pick up on idiosyncratic content not related
to TERF rhetoric. Therefore, in the first stage, we
build a topic model to identify content themes that
are related to TERF rhetoric and focus our later
analysis primarily on this content.

To identify potentially TERF content, we fit a
STTM topic model (Qiang et al., 2019), which
suits the brevity of character-limited tweets. Prior
to fitting the model, tweets are preprocessed to re-
move links and tokens under three characters and to
filter out tokens appearing in fewer than 10 tweets
or more than half of all, as these words are either
unlikely to be content words related to our target
construct or too rare to aid in topic inference. All
remaining tweets with four or more tokens are used
to fit the topic model. The number of topics is de-
termined using topical coherence and we vary the
number from 5 to 80 in 5-topic increments. Coher-
ence was maximized at 15 topics; following best
practice from Hoyle et al. (2021), a separate hu-
man evaluation was also done by the authors who
also found 15 topics resulted in the most-coherent,
least-redundant themes. As a robustness test, this
procedure was replicated three times in each con-
figuration to manually ensure that topical themes

Topic Top words
0 people like police country know trump illegal

think right state want border time iran years world
government going need america

2 labour brexit vote party people like think corbyn
deal leave want know voted election time tory
right boris tories remain

5 jesus like love people church life christ know lord
good world time think catholic bible christian
great right said family

8 like movie good think time people love know
watch great character best star film thing going
better movies shit story

9 women trans people male female gender
woman rights like think males know right want
girls spaces need biological lesbians females

14 twitter people like tweet know read think account
news time media video tweets good said youtube
right women article going

Figure 2: The most probable words for a sample of
topics learned from TERF tweets. Topic 9 (bolded)
reflects the content most likely to pertain to transgender
issues and contain transphobic messages.

were roughly consistent across runs.
All runs demonstrated a manually-identified

topic that contained content about trans women,
gender, and other common transphobic TERF talk-
ing points. The most-probable words for a sample
of topics are shown in Figure 2, where Topic 9
was identified by experts as most related to TERF-
related rhetoric. Across all content, approximately
7.4% of tweets from TERFs are from this topic,
compared to 4.3% for transgender individuals and
0.2% for individuals from the randomly-sampled
control group. The use of this topic by non-TERF

users underscores that the topic itself is broad and
not necessarily solely TERF rhetoric, but rather a
more general topic that includes material related
to gender and trans issues (both appropriate and
abusive). We refer to this topic as the trans topic in
later sections. Finally, we note that the topic mod-
els consistently identified topics relating to British-
specific content (e.g., Brexit), shown in Topic 2 in
Figure 2, underscoring the association of TERFs
with the UK (Hines, 2019; Lewis, 2019).

4.2 Classifying TERF-signaling Tweets

Using the topic model, the subsequently-identified
trans topic act as an initial feature for helping dis-
tinguish TERF users. To identify whether messages
with this topic are offensive, we fine-tune a lan-
guage model to identify trans topic tweets from
TERF users, using the topic as a weak label on
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whether the content is offensive—i.e., that content
from TERF users in this topic is likely to be of-
fensive, while content from others would not be.
We train a BERT model (Devlin et al., 2019) to
recognize whether a tweet with this topic came
from a known-TERF user versus a user in our con-
trol set, which includes transgender individuals,
their allies, and a sample of English-speaking users.
Because of the heuristic labeling of data, this clas-
sifier’s decisions are intended to act as features for
the downstream task of recognizing users, rather
than being designed for recognizing TERF rhetoric
(which is addressed later in §5).

Tweets were selected for the training set as fol-
lows. To avoid potential confounds from multiple
tweets from a single user, we partition users 90:10
into training and test sets.5 We added all TERF-
topic tweets across the three groups of training
users into the training set, so the model could learn
to distinguish when TERF-topic tweets came specif-
ically from TERFs. We also supplemented the cor-
pus with a sample of other tweets from non-TERFs,
in order to make the model more robust against
unrelated tweets. In total, this yielded 491,998
TERF-topic tweets from TERFs and 275,189 and
315,202 mixed topic tweets from the transgender
and control user sets, respectively, which reflect in-
offensive content in this topic. The BERT model is
fine-tuned for four epochs using AdamW (η=2e-5,
ϵ=1e-8) on a batch size of 32.

Results The classifier ultimately had high perfor-
mance on the test set, attaining an F1 of 0.98 on
identifying control tweets from non-TERFs and an
F1 of 0.96 on recognizing that a TERF-topic tweet
came from a TERF.6 Such tweets were labeled as
TERF 92% of the time, while signal tweets from
non-TERFs (which are supposed to be the most
difficult to distinguish) were labeled as TERF ap-
proximately 45% of the time. This result points
to strong linguistic differences in the language of
the two groups and that the BERT classifier can po-
tentially be useful for distinguishing the two user
types. However, the high false-positive rate for sig-
nal tweets from non-TERFs (i.e., those not espous-
ing such rhetoric) underscores the risks in using
single-tweet classifications alone to label a user
as a TERF; great care is needed to reduce the rate

5No hyperparameter optimization was performed, so no
development set was used.

6Throughout the paper, we use Binary F1 with the TERF-
related category as the positive class.

of false positives at the user label. We refer to
this classifier as the TERF-signal classifier in later
analyses.

4.3 Identifying TERF users

In the final phase, we aim to identify TERF users
themselves through their linguistic and social fea-
tures. While linguistic features such as those of our
BERT and STTM models identify TERF-related
content, extra-linguistic features of accounts can
also be powerful signals of the account type (Al Za-
mal et al., 2012; Lynn et al., 2019) and can even
help identify accounts known to engage in abusive
behavior (Abozinadah and Jones Jr, 2017). In par-
ticular, the social network aspect of Twitter allows
us to use particular frequently-followed accounts
as features—e.g., accounts by high-profile users
that promote TERF ideology. Following, we build
a classifier to identify these users using linguistic
and network features. Our ultimate goal is to help
supplement existing TERF user lists to mitigate the
users’ effect on the transgender community.

Experimental Setup Information on who a per-
son follows on Twitter is potentially informative
of their world view and what information they are
regularly exposed to. We encode a user’s social net-
work as a set of binary features corresponding to
whether the user follows specific accounts on Twit-
ter. We include features for (i) each of the thousand
most-followed users overall in our training data and
(ii) each of the thousand most-followed accounts
by users in our TERF list.

Our linguistic features combine different aspects
of the STTM and BERT models, computed over the
100 most-recent tweets from each user. Six features
are used: (1, 2) the mean posterior probability of a
tweet being from the trans topic and the max across
all tweets, (3) the percentage of tweets that are from
the transgender topic, (4) the mean probability of
a transgender-topic tweet being a signal tweet, (5)
the mean probability of a tweet in any other topic
tweet being a signal tweet, and (6) the maximum
probability of any tweet being a signal tweet.

A logistic regression model is trained on these
network and linguistic features using the same train
and test partitions in previous experiments to avoid
data leakage. To test the contribution of each fea-
ture type, we evaluate ablation models that reflect
using (i) only features from the STTM topic model,
(ii) only features from the signal classifier, (iii) all
the text-based features from the STTM and signal
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Model AUC Prec. Rec. F1
Random 0.50 0.18 0.53 0.27

LR Baseline 0.92 0.64 0.68 0.66
Topic Feats. 0.70 0.55 0.29 0.38
BERT Feats. 0.89 0.89 0.68 0.77

Topic & BERT Feats. 0.91 0.94 0.78 0.85
Network Feats. 0.95 0.92 0.80 0.86

All Features 0.98 0.96 0.90 0.93

Table 2: Performance at recognizing TERF accounts
from different feature types. The Logistic Regression
(LR) baseline was trained solely on unigram and bigram
features of the text; The All Features model does not
include the baseline’s lexical features, only those of the
non-baseline models.

models, and (iv) only the network features (no text-
related features). Finally, as a test for whether this
high-level aggregation is needed to improve perfor-
mance, we include a Logistic Regression baseline
trained on unigrams and bigrams from the concate-
nated messages of a user.7 Models are compared
with a random baseline.

Results The combined model was highly accu-
rate at identifying TERF accounts, attaining an F1
of 0.93 as shown in Table 2. Models trained on indi-
vidual feature categories outperformed the random
baseline, indicating they each contained meaning-
ful signals. Only the signal features and network
features were able to outperform the Logistic Re-
gression text-based baseline (p<0.01 using McNe-
mar’s test). However, the transgender topic features
still capture complementary information as the sig-
nal features, where combining them still improves
performance (p<0.01) over models trained on each
feature individually.

The social network features and combined-
linguistic features provided similar performance,
with network features outperforming slightly
(p=0.04). This network result suggests that many
TERF users actively engage in strategic social net-
working to the point that the users they follow are
reliable indicators of their underlying attitudes on
transgender issues. This high performance of net-
work features mirrors similar types of inferences
for social attitudes like political affiliation (Barberá
et al., 2015) and topical stance (Lynn et al., 2019).

Ultimately, the combination of all features was
essential for high performance and significantly im-

7Minimum ngram frequency was set to 50, with limited
hyperparameter tuning on the development set showing lower
performance for including higher-order ngrams or when using
a lower (25) or higher (100) minimum frequency threshold.

proved (p<0.01) over any individual feature type.
Performance gains over both feature types came
from increased Recall, which indicates that not all
TERF users engage in following prominent TERF

accounts or frequently share TERF rhetoric.
The act of classifying users as TERFs potentially

carries a risk of harm. While the model’s perfor-
mance is notably high, misclassifications can po-
tentially disenfranchise users who are mistakenly
labeled as TERFs—e.g., labeling an individual from
the transgender community as a TERF themself—
or lead to ostracizing. The best model’s perfor-
mance indicates that most errors are of omission,
not labeling a TERF as such, which we view as the
appropriate type of error to avoid the risk of harm.8

While the model is highly accurate, we explicitly
call for avoiding its use in fully automated settings,
e.g., automatically banning or censuring users; in-
stead, this classification tool is only meant to help
humans identify accounts among the huge search
space and then manually review such accounts.

Compared to users in the random sample portion
of our dataset, both TERFs and transgender individ-
uals likely have overlap in their topical content. As
a result, errors that are introduced through the topic
model and signal tweets could potentially bias the
model so that most false positive errors are made
for transgender users. However, examining the
false positive error rates shows that between these
groups, individuals from the random sample are
more likely to be labeled as TERFs (1.9%) versus
those in the trans-friendly group (1.3%), suggesting
the features are not biased due to shared topicality.

5 Recognizing TERF Rhetoric

When making transphobic statements, TERFs em-
ploy regular arguments that delegitimize the status
and inclusion of transgender women in the defini-
tion of woman. While recent work has aimed to
identify explicit slurs used against transgender indi-
viduals (Kurrek et al., 2020), the TERF rhetoric is
more subtle. However, the high performance of our
signal classifier (§4.2) indicates TERF users can be
accurately identified when discussing transgender
topics. Now, we test whether we can explicitly
recognize which statements contain harmful TERF

rhetoric. We first create a topically-focused dataset
of transgender-related content and label messages

8We also note that because these labels are derived through
public lists, we speculate that some noise may exist due to
misunderstanding or even users changing beliefs over time.
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by whether they contain a TERF rhetoric, and then
use this corpus to train classifiers.

Data and Annotation Data was sampled from
the transgender topic (§4.1) from a balanced num-
ber of TERF-identified, transgender, and control
users. Content labeled with the topic represents an
ideal dataset for recognizing TERF language, as it
focuses primarily on trans and gender-related dis-
cussion (not necessarily TERF-related) and likely
contains both TERF arguments and rebuttals to
TERF arguments.

The two authors first reviewed hundreds of mes-
sages as an open coding exercise to identify salient
themes used in TERF arguments. Salient categories
included (a) bad-faith arguments, (b) concerns
about transgender women competing in women’s
sports, (c) and biological essentialist exclusion of
transgender women; these three themes were suf-
ficient to cover all TERF arguments seen in the
reviewed data. Following the construction of the
categories, the authors completed two rounds of
training annotation where each independently la-
beled 50 tweets and then discussed all labels. Com-
ments were labeled as either (i) not TERF-related
or (ii) having any of the three different categories
of TERF rhetoric.

Annotators completed 580 items and attained
a Krippendorff’s α of 0.53, reflecting moderate
agreement. Disagreements often stemmed from the
difficulty of interpreting the intention of the mes-
sage. For example, the tweet “Gender is a form of
oppression, which only serves the patriarchy” could
be viewed through the lens of TERF rhetoric that
defines gender fully as a biological construct; alter-
natively, such a message could be promoting gen-
der fluidity and the rejection of hegemonic norms
of gender, which is not a TERF argument. Other
disagreements were due to ambiguity around sar-
casm or whether the perceived attack on women
was related to transgender issues. Disagreements
were adjudicated and ultimately 34.4% of the in-
stances were labeled as transphobic arguments in
the final dataset.

Experimental Setup Our task mirrors analogous
work on stance detection, which aims to identify
a user’s latent beliefs towards some entity, which
may or may not be present in the message. Recent
work has shown that pretrained language models
are state of the art for stance detection (Samih and
Darwish, 2021), so we test one such model here.

Model AUC Prec. Rec. F1
Random 0.50 0.23 0.54 0.32

Perspective API 0.52 0.45 0.43 0.44
Logistic Regression 0.63 0.17 0.08 0.11

RoBERTa 0.76 0.67 0.70 0.68

Table 3: Performance on recognizing TERF rhetoric.

Data was split into train, development, and test
sets using an 80:10:10 percent random partition-
ing. We test two models: a RoBERTa model (Liu
et al., 2019) initialized with the roberta-base
parameters and a Logistic Regression model. The
RoBERTa model was fine-tuned using AdamW
with ϵ=1e-8 and η=4e-5 and a batch size of 32;
the model was fine-tuned over 10 epochs, selecting
the epoch that performed highest on the develop-
ment data (#6). The logistic regression model used
unigram and bigrams with no minimum token fre-
quency due to the dataset size. We compare these
against a uniform random baseline and a competi-
tive baseline of a commercial model for recogniz-
ing toxic language, Perspective API using 0.5 as a
cut-off for determining toxicity.

Results The RoBERTa model was effective at
recognizing the rhetoric of tweets, attaining an F1
of 0.68 (Table 3), which is slightly above inter-
annotator agreement. This performance suggests
that the model is near the upper bound for per-
formance in the current data (due to IAA) and
that TERF rhetoric can be easily recognized by
deep neural models. In contrast, the simple lexical
baseline performed poorly and, surprisingly, below
chance. When viewed in contrast to a similar base-
line for recognizing TERF users in §4.3, this low
performance suggests that simple lexical features
alone are insufficient for recognizing TERF rhetoric
specifically due to their nuance, even if they may
be useful for identifying TERF users themselves
or identifying other kinds of more explicit hate
speech (e.g., Waseem and Hovy, 2016). The com-
petitive baseline of Perspective API was not able
to recognize the subtle offensive language of TERF

rhetoric, though it does surpass chance; as Perspec-
tive API is widely deployed, this result suggests
TERF rhetoric is unlikely to be flagged for review.

The RoBERTa model was robust to hard cases
such as paraphrased TERF arguments by non-TERF

as a rebuttal to strong rhetoric, which included the
language of the rhetoric itself. Examining the error
shows that the model struggled with cases where
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Label Pred. Tweet
TERF NOT Definitive signs of an unbearable human:

using queer as an umbrella category. That’s
it.

TERF NOT The ease with which women’s rights can be
sidelined by the government underscores
the vulnerability of those rights: we can’t
take anything for granted

NOT TERF Talking about gender “incongruence” as
well as dysphoria is never limited to the
body of the trans-identified person. They
describe misery within their gender roles.
Men are tired of demands for invulnerabil-
ity while women want to be looked in the
eye and spoken to like adults.

NOT TERF How do you know for sure Yaniv isn’t
trans? How does anyone tell whether some-
one is a “genuine” trans identifying male
and a predator?

Table 4: Examples of misclassifications by the model
for recognizing TERF rhetoric show false negatives from
subtle arguments (top two) and false positives likely-
innocuous questions (bottom two).

the interpretation of the message could be ambigu-
ous. Table 4 shows a sample of four misclassifica-
tions; the first two false negatives highlight subtle
arguments that the model misses, while the last two
suggest the model is overweighting arguments that
could appear to be made in bad faith. Overall, the
moderately-high performance suggests that TERF

rhetoric can be recognized but represents a chal-
lenging NLP task if deployed solely in a manner
designed to censure such content.

6 Values and Design Considerations

The computational tools developed in this paper in
§4 and §5 facilitate the detection of TERFs and their
rhetoric. To what end should these tools be used?
The majority of antisocial or toxic language detec-
tors are used punitively for censure or removal—
uses of toxic speech are removed from public visi-
bility and the transgressing individuals are poten-
tially subject to temporary suspensions or even ac-
count removals. Given that at their core, many
TERFs are feminists who are primarily concerned
with women’s rights and safety (albeit mistakenly
latching onto a biological essentialist definition of
“women”), we view the application and deployment
of our tools as an ideal ethical case study for alter-
natives to the traditional punitive uses of abusive
language detection. As NLP moves from focusing
on the language of bad actors to examining nuanced
discourse in a gray area, we must rethink how our

methods are deployed and what the ultimate goals
of such tools are: reconciliation and rehabilitation,
or potential radicalization through alienation.

Due to the political nature of a TERF detector,
it is worth critically examining such work through
contemporary lenses of “cancel culture” (Bouvier,
2020) and restorative justice (Braithwaite, 2002).
This work intends to provide a useful tool allowing
marginalized people in the trans community to cu-
rate their online experiences and avoid doxxing and
harassment at the hands of TERFs. However, ex-
amining its impact could raise concerns of censor-
ship or evoke the echo chambers of algorithmically-
constructed Facebook feeds—which we explicitly
acknowledge and seek to avoid.

“Cancel culture” is a contemporary form of os-
tracism that straddles online and real-world spheres
and often leads to material loss for the “cancelled”
(Bouvier, 2020). The phenomenon is largely puni-
tive and, combined with other forms of online cen-
sorship such as deplatforming, generates further
polarization; it pushes people away to be radical-
ized in remote spaces. Online moderation tools
have typically relied on these types of actions to
remove content (Srinivasan et al., 2019). While
community-level bans have been effective at re-
ducing harm without creating spill-over into other
communities (Chandrasekharan et al., 2017), such
actions still run the risk of removing the possibil-
ity of further engagement that leads to a change in
underlying views. Thus, we do not label people as
TERFs in order to silence or “cancel” them. Rather,
we consider it a tool to better engage, understand,
and ultimately find a path to reconciliation.

We reiterate that the methods outlined in this
paper should not supersede human judgment, but
rather be used in tandem to best inform the user.
It is worth being cautious of the fact that people
take AI models to be objective arbiters when in
reality, they can and do embed bias in many facets
(e.g., Sap et al., 2019; Ghosh et al., 2021). Such a
system should not be viewed as the end-all-be-all
in decision-making.

The ideal use-case of TERF detection should
be grounded within a framework of restorative
justice (Schoenebeck and Blackwell, 2021); in-
stead of punitive retribution, we seek rehabilitation
through mutual engagement, dialogue, and consen-
sus. Users should be able to decide how to engage
upon encountering a TERF guided by an assess-
ment of TERFs stance (e.g., transphobic severity)
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and whether they are equipped and able to put in the
labor of understanding and addressing their fears.

As potential next steps for deploying our models
in a manner to minimize risk, Kwon et al. (2018)
and Im et al. (2020) have proposed visual mecha-
nisms for displaying “social signals” of other indi-
viduals on social media to create an informed de-
cision about potential interactions; our tool could
easily lend itself to such mechanisms by identifying
users by their likelihood of being a TERF and also,
if the user is willing, to show content our model
has identified as being TERF rhetoric to assess their
stance. While promoting interactions between the
transgender community and TERFs poses risks, we
retain some optimism for establishing shared com-
mon ground to facilitate dialogue. Indeed, as our
topic model showed, the bulk of TERF users’ mes-
sage is not about transgender issues and much of
this content overlaps with that written by transgen-
der women; for those willing to engage, new NLP
methods could be used to (i) identify particular non-
confrontational topics to foster an initial dialogue,
(ii) suggest potential counterspeech, building upon
recent work on counterspeech for hate speech (Gar-
land et al., 2020; Mathew et al., 2019; Chung et al.,
2019; He et al., 2021), and (iii) analyze their state-
ments to identify those TERFs whose stances signal
they could be open to change (Mensah et al., 2019).

7 Conclusion

Online communities serve essential roles as places
of support and information. For transgender in-
dividuals, these spaces are especially critical as
they provide access to accepting and supportive
communities, which may not be available locally.
However, the public forums of social media can
also harbor less than welcoming users. Trans-
exclusionary radical feminists (TERFs) promote
a harmful rhetoric that rejects transgender women
as women, pushes an agenda that reduces gender to
biology, and seeks to invalidate transgender women
in policy and practice. As a result, transgender indi-
viduals and their allies have adopted technological
solutions to limit interactions with TERFs by man-
ually curating block lists, which require frequent
updating and currently rely only on self-reporting
to recognize those users who pose harm.

This paper introduces new datasets and models
for supporting the trans community through auto-
matically identifying TERF users and their rhetoric.
We present a new multi-stage model that identifies

salient themes in TERF users’ content and show that
these signals, when combined with social network
features, result in a highly accurate classifier (0.93
F1) that reliably identifies TERF users with mini-
mal risk of mistakenly labeling trans-friendly users
as TERFs, despite sharing similar content themes.
Further, we introduce a new dataset for directly
identifying the often-subtle rhetoric of TERFs and
show that despite the challenging task, our model
can attain moderately high performance (0.68 F1).
Together, these two tools can aid the trans commu-
nity in mitigating harm through preemptive iden-
tification of TERFs. All data, code, models, and
annotation guidelines will be available at https:
//github.com/lu-christina/terfspot.
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8 Ethics

Data Privacy Our data includes lists of Twitter
users who belong to marginalized categories, no-
tably transgender individuals. This data is obtained
from entirely public sources of Twitter lists and
is not directly maintained by the research team.
While we are not able to minimize the privacy im-
plications of this public data, the research team
took additional steps to maintain the privacy of the
data on our servers. Further, this data will only be
shared further to researchers who agree to ensure
future privacy and use the data in ethical ways.

Using TERF as a term The TERF acronym has
been considered by some to be a derogatory term
directed at a group of people and some have called
for the term not to be used (e.g., Flaherty, 2018).
While recognizing these views, we opt to follow
common scholarly practice and use the term. How-
ever, we took additional precautions when writing
to ensure that the framing of such users was from a
neutral point of view.

Do we need to predict TERF users? Labeling a
user as a TERF is a potentially risky act. Misclas-
sifications could lead to being socially ostracised
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by peers and increased mistrust. However, this
risk is offset, in part, by the risk of not developing
such technology. Transgender individuals actively
and manually identify TERF users to minimize
their interactions with such toxic content. However
this identification is labor intensive and (i) exposes
users to TERF content, increasing harm and (ii) is
likely to miss some users due to the scale of finding
TERF users on social media. As a result, inaction
increases the harm to transgender users. Recogniz-
ing this trade-off, we have performed additional
analyses to minimize the risk of false positive clas-
sifications of users as a TERF, showing that our
model has a low false positive rate (§4.3).

Who should be on a block list? Our models
are trained on community-curated block lists, with
a goal of helping individuals identify others who
might be engaged in harmful TERF rhetoric. Yet,
it is worth considering whether such actions poten-
tially perpetuate harm by minimizing discourse, in-
creasing polarization, or even serving as a “marker
of success” for antagonistic users to aim for. We
explicitly do not advocate automatically including
any user on a block list and, instead, as outlined
in §6, argue for more nuance and consideration in
how users apply this technology. We view an ideal
application of our model as one that allows each
person to define their own comfort level in expo-
sure and engagement in an informed manner. Our
tool can serve as a social signal to help others guide
their decision but should not be taken as ground
truth for blocking anyone.

Dual-use Risks Many NLP methods, including
those presented here, have dual-use for good and
bad purposes. Our models could be used to de-
ployed to identify and “cancel” TERF users, cut-
ting them off from the larger social media com-
munity. Further, TERF users could use our mod-
els adversarially to test how their own accounts
are classified and systematically change their be-
havior to avoid future detection. Yet, in our set-
ting, the technology offers substantial benefits for a
marginalized group, transgender individuals, who
have been overlooked by NLP methods for iden-
tifying transgender-targeted content. Our models
augment their ability to identify TERF users and
use this knowledge as they see fit. Given the harm
faced by transgender individuals, we view the ben-
efits as substantially outweighing risks.
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Abstract

In an era of increasingly large pre-trained lan-
guage models, knowledge distillation is a pow-
erful tool for transferring information from a
large model to a smaller one. In particular,
distillation is of tremendous benefit when it
comes to real-world constraints such as serv-
ing latency or serving at scale. However, a loss
of robustness in language understanding may
be hidden in the process and not immediately
revealed when looking at high-level evaluation
metrics. We investigate the hidden costs: what
is "lost in distillation", especially in regards to
identity-based model bias using the case study
of toxicity modeling. With reproducible mod-
els using open source training sets, we inves-
tigate models distilled from a BERT teacher
baseline. Using both open source and propri-
etary big data models, we investigate these hid-
den performance costs.

1 Introduction

The revolution in natural language processing
brought on by transformers, which have now been
employed in virtually all major text processing ap-
plications, also brought substantially higher com-
putational costs. The typical BERT model (Devlin
et al., 2019) has over 100M parameters and 12
layers. The prospect of using these models in pro-
duction settings without special purpose hardware

Figure 1: Map of data and results presented

quickly led practitioners to seek techniques to re-
duce the computational costs.

An approach widely advocated is to employ the
technique of knowledge distillation to improve the
performance of a simpler student model by train-
ing on additional unsupervised data that has been
labeled by the larger teacher model (Hinton et al.,
2015).

The ability to draw upon the wellspring of nearly
unlimited unsupervised data and to leverage the
higher performance of a much larger model, while
maintaining the lower serving costs of a smaller
model, has led to rapid adoption of this practice.
However, closer analysis of the performance of dis-
tilled models reveals that while they may be able to
erect a facade of high accuracy, they fail to capture
important aspects of the knowledge represented in
the teacher models.

We present a particular method of using distil-
lation that we used to improve the performance of
our models through pseudo-labeling of unsuper-
vised data, while retaining the model architecture
and number of parameters. While, for some met-
rics we saw nearly asymptotic performance to the
teacher model, using other metrics we discovered
important differences. While we do not know if
this problem will manifest across all differences
in architecture and parameterization - we want to
caution researchers who are exploring distillation
as a potential quick fix.

2 Related Work

BERT models and transformer models in general
have structures that are layered with computation
units that limit the degrees that parallelism can be
used. Focusing on task performance alone, as is
often the case for benchmark tasks, has been criti-
cized for failing to account for resource costs (Etha-
yarajh and Jurafsky, 2020). Knowledge distillation
is one of many techniques authors have proposed
schemes to reduce the size and complexity.
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Models with unintended biases has received con-
siderable attention with multiple survey papers both
generally (Pessach and Shmueli, 2022) and for
natural language in particular (Kurita et al., 2019;
Czarnowska et al., 2021).

Two popular implementations of the distillation
paradigm of creating a vast training set using large
models to label unsupervised data are presented
in Jiao et al. (2020) and Sanh et al. (2020). The
primary goal of this work is producing a model
with similar performance characteristics on the tar-
get task, but with lower a resource footprint. Turc
et al. (2019) suggests pre-training and fine-tuning
compact models as an alternative to traditional dis-
tillation. However, the effects on model bias were
not reported in these studies.

Several other works explore this idea in modes
similar to the work we present here, although
often with a different array of model architec-
tures. Wasserblat et al. (2020) and Mangalwed-
hekar (2021) both include CNNs as one of the tar-
get models. Tang et al. (2019); Chia et al. (2019);
Adhikari et al. (2020) all present additional studies
regarding distillation and the performance of the
models in terms of fidelity to the teacher model.

Specifically regarding bias in the distillation or
model compression setting, Xu and Hu (2022) re-
port reduction in bias in contrast to our findings,
although in a generation application. However,
Gupta et al. (2022) makes clear that biases from
the training data can also be preserved or exacer-
bated in a similar distillation setting.

Bender et al. (2021) raises several risks of large
language models overall, including identity-based
bias. We show that these risks can be magnified
with the use of distillation, and that high-level ac-
curacy metrics can hide nuances in performance,
especially when large models are built to address a
wide range of use cases.

3 Toxicity Modeling

We have chosen to use the problem of “toxic” com-
ment classification to illustrate the difficulty that
we observed in distillation. This is due to the ready
availability of training resources for this task, the
practical real-world need to address this problem,
and the clear risks (Xu et al., 2021) of identity term
bias and other modeling pitfalls.

Several diagnostic frameworks that were pro-
posed to highlight the limitations of classification
systems in general can also be used to highlight

the problems with distillation in particular. Our
primary framework is the method of measuring
classifier unintended bias associated with neutral
or ambiguous identity terms. This framework was
introduced in Dixon et al. (2018) and expanded in
Borkan et al. (2019) along with the Civil Comments
dataset that is our primary source of supervised
training data. In addition we use the diagnostic
HateCheck test set (Röttger et al., 2021). Recently
works that study implicitly abusive language (Wie-
gand et al., 2021; Lees et al., 2021), where careful
attention to the context and implication of the com-
ments is required. We include these evaluation
challenges for our models.

4 Models

We found the bias effects of distillation to be re-
markably persistent from a small to a very large
scale. We created smaller, reproducible models
entirely from publicly available resources, and du-
plicated the same findings on a very large model to
show the generality of these findings. Table 1 pro-
vides a list of data sources and models described in
the next sections. 1

4.1 Teacher Models

We trained state of the art text classification mod-
els using both publicly available resources, and a
larger model trained on resources that we are not
authorized to release. Here, our intent is to show
that the effects persist into the big data domain.

4.1.1 Civil Comments based Models
All of the models described in this section are based
upon publicly available resources and data. The
Civil Comments dataset introduced in Borkan et al.
(2019) is a public domain corpus of 1.8M user com-
ments labeled for toxicity by crowd raters. These
comments originated from a distributed comment-
ing platform that ceased operation in 2017. A sub-
set of the data,∼400K comments were additionally
rated for specific identity subgroup associations
such as gender, religion, or sexual orientation. The
identity labels in the test set are used for bias eval-
uation.

Our Civil Comments based models were con-
structed both for the purposes of reproducibility
and for experiments in distillation size. All of these

1A Python notebook demonstrating the ideas presented
in this paper can be found at http://github.com/
conversationai/Lost_in_Distillation.
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Model Data Sources Training Instances
CNN Civil Comments 1.8M
Bert Civil Comments 1.8M
ProprietaryBERT Civil Comments + Human Labeled Proprietary (3M) + Bias Mitigation (2M) 6.8M
DistilledCNN Civil Comments + WikiConv (400K) + C4 (640k) 2.8M
DistilledCNNOnProprietary Civil Comments + BERT-labeled proprietary (20M) 21.8M
DistilledSmBERTOnProprietary Civil Comments + BERT-labeled proprietary (20M) 21.8M
DistilledProprietaryCNN proprietaryBERT data + ProprietaryBERT-labeled proprietary (28M) + Bias Mitigation (1.7M) 36.5M

Table 1: Model Training Data Size

were fine-tuned or trained only using the public do-
main Civil Comments training corpus. Also for the
sake of reproducibility, all BERT model versions
used open-source checkpoints. It should be noted
that in addition to models listed below, we also
experimented with distilling via alternate compact
architectures. The results were worse in terms of
performance and as such we omitted the results.

All CNN models are trained until convergence.
For these models, no bias mitigation or data en-
hancement was employed. Some discrepancies
between the big data models and the Civil Com-
ments models, both in overall results metrics and
bias, are due to these differences in data.

CNN A baseline CNN trained exclusively on
Civil Comments data with a BERT-base checkpoint
as initial embedding. With 5 layers (2-gram, 3-
gram, 4-gram, 5-gram and 6-gram layers of 300)
and a max pooling layer. The model hyperparame-
ters were tuned on a held-out evaluation set. The
final model employed batch size of 64, max to-
ken sequence length of 1536 and learning rate of
1e− 5. The hyper-tuned parameters were used for
all of the distilled CNN student models below. The
best model on the Civil Comments test set (.965
AUC-ROC) was selected for evaluation. This base-
line CNN model is used as a control to ascertain
whether a distilled CNN has demonstrable improve-
ments over a model without the benefits of teacher
pre-training.

BERT A task-specific teacher model built from
a BERT-base public checkpoint with 768 dimen-
sions, 12 layers, 12 heads that was fine-tuned ex-
clusively on the Civil Comments training data. The
model used a batch size of 64, a learning rate of
1e − 5, max token length of 512 and Adam opti-
mizer. The model was trained for 1M steps and the
best performing checkpoint in terms of AUC-ROC
was selected.

4.1.2 Big Data Models
Using a combination of publicly available datasets
and our much larger proprietary datasets, we show

the distillation bias effects in the toxicity space
scale to big data. We start with a competitive
teacher BERT model that is distilled using a com-
pact CNN architecture. Both teacher and student
incorporate the open-source Civil Comments train-
ing corpus as well as proprietary human-labeled
data and bias mitigation data. We follow the best
practices of data augmentation described in (Dixon
et al., 2018) by including bias mitigation data to
help mitigate discrepancies in identity subgroup
metrics.

PROPRIETARYBERT A state-of-the-art BERT
toxicity model that has been pre-trained on more
than 1.5B user comments in English. This baseline
was additionally fine-tuned on rater labeled com-
ments. The model uses a custom sentence-piece
vocabulary of size 200K. The teacher model is con-
structed with 768 dimensions, 12 layers, 12 heads,
consistent with BERT-base (Devlin et al., 2019).
The pre-training consists of MLM loss with uni-
form masking at 15%. Pretraining was conducted
with batch size of 32 for over 100K steps. The
model was fine-tuned on 3M user generated com-
ments scored by raters for toxicity, bias mitigation
data, and the Civil Comments training set with
batch size of 512 until convergence.

4.2 Distilled Models
Several models are used to examine distillation. For
reference, knowledge distillation is defined as train-
ing a smaller neural network on a dataset called
the transfer set. Using cross entropy as the loss
function between the output of the smaller distilled
model y(x|t) and the output of the teacher model
ŷ(x|t), where t is the temperature and for a stan-
dard softmax

E(x|t) = −
∑

i

ŷi(x|t) log yi(x|t)

is normally set to 1.

DISTILLEDCNN The transfer data, scored by
the above BERT model, is drawn from WikiConv
(Hua et al., 2018), a corpus encompassing the his-
tory of conversations on Wikipedia Talk pages, and
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C4 (Raffel et al., 2019), a cleaned version of Com-
mon Crawl’s web crawl corpus. For both sources
a large quantity of data was scored with BERT
and then examples were dropped to ensure a 50/50
distribution of toxic and nontoxic examples using a
0.5 threshold. Since both sources are extremely
non-toxic (0.004% and 0.00005% respectively),
this process produced only 400k examples from
WikiConv and 640k from C4.

DISTILLEDCNNONPROPRIETARY CNN
model distilled on a much larger volume of
unsupervised user comments as the transfer set
labeled by BERT. As with DISTILLEDCNN, the
architecture and training parameters replicate those
used by CNN. The model was trained on the Civil
Comments golden data and 20M teacher-labeled
comments, including proprietary comments.

DISTILLEDSMBERTONPROPRIETARY
Small BERT model distilled on the same larger
volume of unsupervised corpus of user-domain
comments as DISTILLEDCNNONPROPRIETARY

by using BERT as teacher. As with DISTILLED-
CNNONPROPRIETARY the model uses Civil
Comments golden data and 20M teacher-labeled
comments from a proprietary dataset. The model
is included to ascertain whether Small BERT for
distillation yields improvements in bias over a
CNN.

DISTILLEDPROPRIETARYCNN A CNN stu-
dent model distilled on 28M user comments scored
with PROPRIETARYBERT. The model is also
trained on the the same golden data as the teacher
model. In addition, the model training data also
includes 1.7M bias mitigation examples added to
the golden data to mitigate identity term bias. The
model uses the same tokenizer as the teacher model
and is initialized from the teacher word embed-
dings. The CNN is 5 layers: one layer of 300
bi-grams, one layer of 300 tri-grams, one layer of
300 quad-grams, one layer of 300 5-grams, one
layer of 300 6-grams and a max pool of the entire
sequence. The model is trained with an Adam opti-
mizer (Kingma and Ba, 2017), learning rate of .1, a
batch size of 128 and a maximum token sequence
length of 1536 until convergence.

The distilled student model DISTILLEDPROPRI-
ETARYCNN achieves equivalent (if slightly better
performance) to the teacher model PROPRIETARY-
BERT on the Civil Comments test set, as shown
in Table 3. The Short Synthetic test set is used to

measure bias, as shown in Table 3, and further illus-
trates the similar performance of the two models.

Figure 2: AUC-ROC performance of the BERT model
distilled on proprietary data and evaluated on various
test sets, broken down by distilled train set size.

Figure 3: AUC-PR performance of the BERT model
distilled on proprietary data and evaluated on various
test sets, broken down by distilled train set size.

5 Evaluating Performance and Bias

Experiments are run on a variety of evaluation
sets to assess the classification performance of the
teacher, baseline and distilled models. In assessing
both the Civil Comments based models and the big
data models, we compare the distilled student and
baseline models performance against the teacher
models. Results are shown in Table 2 (Civil Com-
ments based models) and Table 3 (big data models).
The final column in each of these tables shows the
difference in AUC-ROC between the student model
and the teacher.

Civil Comments The test set from Civil Com-
ments, drawn from the same distribution of com-
ments as the training data, and is similar to the data
distribution contained in the big data datasets.

Given the matched distribution between training
and test, we expect this to be a best case result. All
of the Civil Comments-based distilled and baseline
models are within ∼ 1% of BERT AUC-ROC).
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In the big data case, in fact DISTILLEDPROPRI-
ETARYCNN yields better performance than PRO-
PRIETARYBERT in Table 3. These results show
the strong promise of distillation, which leverages
unsupervised data and produces an improvement
without additional model complexity.

Short Synthetic A synthetic test set created by
substituting identity terms into toxic and non-toxic
sentence templates (Dixon et al., 2018; Borkan
et al., 2019).

The performance of DISTILLEDCNN and DIS-
TILLEDCNNONPROPRIETARY along with CNN
begins to degrade (−3.5%) with respect to the
teacher model BERT on this dataset. This yields
some evidence that the distillation process, when
used with CNN architectures, may increase identity
term bias.

On the other hand, minimal degradation in
performance occurred for DISTILLEDPROPRI-
ETARYCNN where carefully selected bias mitiga-
tion data was included as part of the teacher model
training and distillation process.

Long Synthetic A dataset similar to Short Syn-
thetic but with the addition of random filler text
meant to be more confusing.

This more challenging dataset begins to
show degradation for the DISTILLEDPROPRI-
ETARYCNN model, despite the addition of bias
mitigation data. Table 3 shows almost a−5% fall in
AUC-ROC performance with respect to the teacher
PROPRIETARYBERT.

Likewise, larger drops in performance can be
seen for the Civil Comments-based models in ta-
ble 2. Interestingly, DISTILLEDCNNONPROPRI-
ETARY starts to slightly outperform the baseline
CNN and DISTILLEDCNN with only a −4% drop
in AUC versus −6%+.

Hate Check A targeted diagnostic test for hate
detection models from Röttger et al. (2021). This
dataset explicitly attempts to probe the generalis-
ability of a model, measuring systemic gaps and
biases in other datasets using a suite of syntheti-
cally generated tests.

While the big data teacher model PROPRIETARY-
BERT begins to show slightly more robust perfor-
mance than the smaller BERT model (.831 AUC vs
.701), all distilled and baseline CNN models suffer
significant falls in performance. DISTILLEDPRO-
PRIETARYCNN has nearly a −17% fall in AUC to
.664. Both DISTILLEDCNN and DISTILLEDCN-

NONPROPRIETARY models have∼ 10% or greater
falls in AUC to (.575 and .595 respectively).

Examining the Hate Check functionalities, the
categories with the largest differences where the
teacher model outperforms the student model are in
the non-hate comments that contain a negative term
with negation (F14), followed by the comments that
have a character swap (F25), and implicit deroga-
tion (F4). The teacher model, however, did not
perform as well on abuse targeted against a non-
protected object or individual (F22, F23). In 22
of the 29 categories, the student model performed
worse than the teacher.

We continue our testing with a suite of more
robust tests that demonstrate the limitations and
weak-points in the distilled model versions.

False Positives A dataset inspired and derived
from the work of Welbl et al. (2021), where au-
thors trained a generative LM specifically to not
produce toxic content. This dataset includes the
sentences generated that had a large discrepancy in
score between the publicly available toxicity model,
Perspective API (Jigsaw, 2017), and human raters.
Human annotations marked far fewer examples as
toxic than the automated models, and the authors
note a strong bias towards false positives in this set.

The False Positives dataset includes 50% auto-
generated texts that had Perspective API scores >
.75 but were marked by human raters as non-toxic
and the rest as randomly selected auto-generated
comments with corresponding human annotations.

Notably all models perform poorly on the chal-
lenging dataset with PROPRIETARYBERT and
BERT yielding only .635 and .651 AUC-ROC
respectively. However all distilled CNN models
faired even worse when compared to the teacher
models, varying between −11% and −15%.

Identity Swaps Inspired by the work in Prab-
hakaran et al. (2019), where Perturbation Sensi-
tivity Analysis is used to detect unintended model
bias related to named entities, we repeat a similar
experiment in relation to curated swapped iden-
tity terms. A small subset of curated phrases with
explicit identity terms meant to detect hard toxic
and non-toxic instances. The phrases each have 23
identity terms which are swapped with correct asso-
ciated grammar specifications. Examples from this
data set appear in Table 8. The identity swaps sets
shows similar drops in performance for all distilled
model instances as compared to the teacher.
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Covert Toxicity Detecting implicit abuse or
covert toxicity, where clearly hateful or abusive
words are not used in the comment, presents an
especially hard challenge. Given the documented
difficulty of toxicity models and hate models to
identify such text, we included a representative set
as a further baseline. Using a published test dataset
(Lees et al., 2021) we select an output label that
is defined as the max of the covert and overt toxic
scores. Notably all models performed extremely
poorly on this set with < .6 AUC. The effects of
distillation were more mixed, suggesting that iden-
tifying covert toxicity or implicit abuse is a more
nuanced and unsolved task and perhaps more re-
liant on training data.

Figure 4: Civil Comments Bias Metric Breakdowns for
Identity Subtypes on Civil Comments-based Models

Figure 5: Civil Comments Eval Set Bias Metric Break-
downs for Identity Subtypes on Proprietary Big Data
Models with bias mitigation implemented

6 Bias in Distilled Models

For evaluation of model bias, we employ a sub-
set of the suite of metrics introduced in Borkan

et al. (2019). In particular, we utilize the following
metrics for identifying unintended bias along with
averaging the differences in these metrics across a
subsection of identity categories:

Subgroup AUC The AUC computed only for the
data labeled as including a mention of a particular
identity

Background Positive, Subgroup Negative AUC
BPSN AUC is computed for a split dataset of pos-
itive background data and negative examples for
a particular subgroup. Lower metrics for this par-
ticular category suggest that a particular identity
is linked to a high false positive rate, which could
imply that specific identities are associated with
toxicity, independent of context.

Background Negative, Subgroup Positive AUC
BNSP AUC is computed for a split dataset of nega-
tive background data and positive subgroup exam-
ples.

6.1 Civil Comments Identities Bias

Civil Comments Identities subset includes rater la-
beled categories for subgroup identities. The over-
all bias metrics for the Civil Comments-based mod-
els in Figure 6 show a notable discrepancy between
the teacher BERT style model BERT and baseline
and distilled versions of the models. Also, a drop in
overall performance for BPSN, suggesting strong
links between the presence of any identity subtype
and a false positive value.

Figure 4 shows subgroup bias metric break-
downs for individual subgroups. The missing
subgroup metrics are due to insufficient data to
accurately assess the subgroup positive perfor-
mance. Outside of the wide discrepancy between
the teacher BERT model and the distilled CNNs,
certain identity categories perform far worse than
others such as black and homosexual.

On the other hand, DISTILLEDPROPRI-
ETARYCNN, which contains explicit bias
mitigating data, does not show the same overall
average bias metric degradation for subgroup
AUC and BNSP AUC. However, there is a fall
in performance for average BPSN, suggesting,
despite the existence of bias mitigation data, some
identity groups are linked with false positives
(see Figure 7). Figure 4 better illustrates the
identity subgroup breakdowns. The distilled
student model DISTILLEDPROPRIETARYCNN
shows a uniform drop in performance for BPSN
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Dataset Model Type Model Params AUC-PR AUC-ROC

Teacher
AUC-ROC

Diff

Civil Comments

BERT Teacher BERT 110M .815 .981 0

Distilled Student
DISTILLEDCNN 8M .755 .970 -.011
DISTILLEDCNNONPROPRIETARY 8M .757 .971 -.010
DISTILLEDSMBERTONPROPRIETARY NA .702 .958 -.023

Baseline CNN 8M .738 .965 -.016

Short Synthetic

BERT Teacher BERT 110M .997 .997 0

Distilled Student DISTILLEDCNN 8M .952 .955 -.042
DISTILLEDCNNONPROPRIETARY 8M .961 .961 -.036
DISTILLEDSMBERTONPROPRIETARY NA .936 .936 -.061

Baseline CNN 8M .956 .961 -.036

Long Synthetic

BERT Teacher BERT 110M .984 .983 0

Distilled Student DISTILLEDCNN 8M .911 .916 -.067
DISTILLEDCNNONPROPRIETARY 8M .938 .943 -.040
DISTILLEDSMBERTONPROPRIETARY NA .915 .913 -.070

Baseline CNN 8M .915 .923 -.060

Hate Check

BERT Teacher BERT 110M .813 .701 0

Distilled Student DISTILLEDCNN 8M .712 .575 -.126
DISTILLEDCNNONPROPRIETARY 8M .715 .595 -.106
DISTILLEDSMBERTONPROPRIETARY NA .706 .531 -.170

Baseline CNN 8M .731 .560 -.141

False Positives

BERT Teacher BERT 110M .103 .651 0

Distilled Student DISTILLEDCNN 8M .061 .500 -.151
DISTILLEDCNNONPROPRIETARY 8M .074 .547 -.104
DISTILLEDSMBERTONPROPRIETARY NA .065 .532 -.119

Baseline CNN 8M .07 .538 -.113

Identity Swaps

BERT Teacher BERT 110M .321 .892 0

Distilled Student DISTILLEDCNN 8M .360 .754 -.138
DISTILLEDCNNONPROPRIETARY 8M .346 .791 -.101
DISTILLEDSMBERTONPROPRIETARY NA .356 .760 -.132

Baseline CNN 8M .354 .774 -.118

Covert Toxicity

BERT Teacher BERT 110M .130 .586 0

Distilled Student DISTILLEDCNN 8M .128 .585 -.001
DISTILLEDCNNONPROPRIETARY 8M .127 .562 -.024
DISTILLEDSMBERTONPROPRIETARY NA .117 .564 -.022

Baseline CNN 8M .126 .568 -.018

Table 2: Evaluation Results for Civil Comments based models: BERT - BERT model trained on Civil Com-
ments, CNN - CNN trained on Civil Comments, DISTILLEDCNN - CNN distilled from BERT on 2M com-
ments(reproducible) DISTILLEDCNNONPROPRIETARY - CNN distilled from BERT on 20M proprietary com-
ments, DISTILLEDSMBERTONPROPRIETARY - Small Bert model distilled from BERT on 20M proprietary
comments

AUC metrics (false positives for identity terms)
when compared to PROPRIETARYBERT. However,
certain subgroups such as jewish and homosexual
have worse subgroup and BNSP AUC performance
for the teacher model, where the abundance of bias
mitigation data may be compromising the model’s
toxicity sensitivity

7 Effect of Distilled Data Size

Another variable to consider is the size of the dis-
tilled transfer data used for training. For these
experiments we use variable-sized subsets of the
data used by DISTILLEDCNNONPROPRIETARY

above. This data matches the distribution of toxic
comments found in Civil Comments, but is not
publicly available.

In this experiment we consider the effect of in-
creasing the ratio of the size of the transfer dataset
to the size of the golden human-labeled data. We
find in Figure 2 and Figure 3 that more distilled
transfer data increases performance but only to a
certain point. Increasing the distilled data size be-
yond 10M comments had little effect.

Figure 6: Civil Comments Eval Set Average Bias Met-
rics for Reproducible Models

8 Conclusion

The experimental section illustrates for both our
more robust big data toxicity models and smaller
reproducible versions that we are able to distill
large transformer teacher models into smaller stu-
dent models with very similar metrics on the eval-
uation datasets drawn from the same distribution.
However, upon closer inspection, the distilled mod-
els consistently under-perform and even demon-
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Dataset Model Type Model Params AUC-PR AUC-ROC

Teacher
AUC-ROC

Diff

Civil Comments BERT Teacher PROPRIETARYBERT 235M .734 .969 0
Distilled Student DISTILLEDPROPRIETARYCNN 23M .771 .974 +.005

Short Synthetic BERT Teacher PROPRIETARYBERT 235M .993 .994 0
Distilled Student DISTILLEDPROPRIETARYCNN 23M .992 .993 -.001

Long Synthetic BERT Teacher PROPRIETARYBERT 235M .997 .996 0
Distilled Student DISTILLEDPROPRIETARYCNN 23M .958 .949 -.047

Hate Check BERT Teacher PROPRIETARYBERT 235M .898 .831 0
Distilled Student DISTILLEDPROPRIETARYCNN 23M .791 .664 -.167

False Positives BERT Teacher PROPRIETARYBERT 235M .113 .635 0
Distilled Student DISTILLEDPROPRIETARYCNN 23M .061 .520 -.115

Identity Swaps BERT Teacher PROPRIETARYBERT 235M .311 .954 0
Distilled Student DISTILLEDPROPRIETARYCNN 23M .329 .854 -.100

Covert Toxicity BERT Teacher PROPRIETARYBERT 235M .117 .538 0
Distilled Student DISTILLEDPROPRIETARYCNN 23M .131 .583 +.045

Table 3: Big Data Model Evaluation Results

id text label PROPRIETARYBERT DISTILLEDPROPRIETARYCNN Diff
1 Never trust a single word said by a gay true .847 (TP) .574 (TP) -.273
2 Never trust a single word said by a married man true .321 (FN) .139 (FN) -.182
3 Never trust a single word said by a black true .794 (TP) .347 (FN) -.447
4 I do not know many blacks false .162 (TN) .610 (FP) +.448
5 I do not know many immigrants false .017 (TN) .250 (TN) +.233
6 I wish I could date a gay false .158 (TN) .563 (FP) +.334
7 I wish I could date a married man false .019 (TN) .040 (TN) +.021
8 asexuals being in charge are a danger to our country true .718 ( TP) .313 (FN) -.405
9 lesbians being in charge are a danger to our country true .818 (TP) .640 (TP) -.178
10 Three unmarried men were elected to parliament today. false .032 (TN) .031 (TN) -.001

Table 4: Identity Swaps Toxicity Evaluation Results (TP, FP, TN, FN assuming a .5 threshold for toxicity label)

Figure 7: Civil Comments Eval Set Average Bias Met-
rics for Proprietary Models with bias mitigation

strate serious weakness when examined on larger
and more difficult suites of test sets. In particu-
lar, identity-based bias for the toxicity models is
noticeably worse in the distilled model versions,
even with the addition of significant quantities bias-
mitigating data. Table 4 shows specific examples
with high discrepancy of score between the teacher
and student models for both True/False toxicity
labels from the curated Identity Swaps set. Even
distilled models are complex, so we do not have a
systemic way to characterize what’s different be-
tween the teacher and the student models. But
our analysis suggests that the student models are
emphasizing lexical features.

Balancing costs versus performance is an un-
avoidable part of building machine learning sys-

tems. Much of the work within the academic com-
munity presents techniques that bring marginal im-
provements often at much higher costs. The popu-
larity of ensemble models in machine learning com-
petitions is but one example of such a technique
that is usually impractical in production settings.

In our own work, we became interested in distil-
lation because it allowed us to maintain our existing
architecture and serving costs, but allowed us to im-
prove our models to what seemed like performance
parity with the promising new BERT models.

We quickly noticed that distilled models per-
formed worse, consistently, in our bias metrics.
While the technique of data augmentation has
helped us mitigate these biases, that technique has
proven to be less effective in distillation settings.

In trying to tackle biases, whether caused by
sampling methods, the annotators, or the models
themselves, there are always other potential biases
that we are not yet measuring. For these reasons
we have concluded that there may be subtle and
intangible benefits to using large models. Impor-
tantly for us, data augmentation techniques for bias
mitigation perform better with transformer mod-
els, at least to the limits of our ability to measure.
While distillation seemingly lifts student model per-
formance to new heights of accuracy, it may be a
pale imitation of the often profound context sensi-
tive classifications that are produced by the teacher
models. We hope that this caution and advice with
help other practitioners who face similar choices.
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Abstract

We present a cleansed version of the Mod-
ern Greek branch of the multilingual lexicon
HURTLEX.1 The new version contains 737 of-
fensive words. We worked bottom-up in two
annotation rounds and developed detailed diag-
nostics of "offensiveness" by cross-classifying
words on three dimensions: context, reference,
and thematic domain. Our work reveals a wider
spectrum of thematic domains concerning the
study of offensive language than those iden-
tified in the Greek lexicographic literature as
well as social and cultural aspects that are not
included in the original HURTLEX categories.

1 Introduction

The term offensive language (OL) is used to de-
scribe “hurtful, derogatory or obscene comments
made by one person to another person” and the
term hate speech (HS) to describe speech that is
possibly harmful to disadvantaged social groups.2

Although both legal and ethical aspects have been
considered in an effort to differentiate between HS
and OL, the line between the two terms is difficult
to be drawn (Davidson et al. 2017; Waseem et al.
2017) and they are often used interchangeably (Ja-
cobs and Potter, 1998). In this work, terms in the
domains of OL and HS are considered together.

Many of the studies referring to OL detection use
vocabularies (Chen et al. 2012; Colla et al. 2020;
Njagi et al. 2015; Pedersen 2019; Razavi et al.
2010) or patterns as a starting point and depend
heavily on the selection of “seed words”. Keyword-
based approaches might be more effective in the
case of explicit abuse according to the typology
provided in Waseem et al. (2017). Also, there are
strong indications that key-word and lexicon-based

1The lexicon is available here:
https://osf.io/t5jey/?view_only=
e910e28ea21e4895905aff2d0c0ac162
(archived under: DOI 10.17605/OSF.IO/T5JEY).

2https://thelawdictionary.org/offensive-language/.

approaches score better when there is a shortage of
annotated corpora (Sazzed, 2021); Modern Greek
(MG) is an underresourced language in terms of
corpora annotated for OL.
Resource development for OL detection is an issue
in itself. Firstly, "offense" is a subjective notion
and as a result, the social (in general) and personal
characteristics of the annotators as well as the an-
notation method may put bias on the resources for
OL detection (lists of offensive words, corpora).
The so-called "descriptive" approaches to resource
development try to represent various stances in the
same resource while the so-called "prescriptive"
approaches try to represent few or even only one
stance. High interranotator scores seem to correlate
with the prescriptive approach (Röttger et al., 2022).
Furthermore, Schmidt and Wiegand (2017) point
out that little is known about the creation process
and the theoretical concepts underlying collections
of offensive words. The context in which words oc-
cur also affects their offensive nature; for instance,
Pelosi et al. (2017) observe that words collected
in vulgar lexicons, sometimes may be considered
neutral or even positive.
Our group represents female native speakers of MG
with middle to high education aged 20-60; none
belongs to marginal social groups. Our work is
of the prescriptive persuasion. We did not make
use of a pre-existing list of guidelines for recog-
nising offensive words; instead we developed our
own list of diagnostics with an iterative bottom-
up procedure. We offer a cleansed version of the
HURTLEX-(EL) lexicon containing 737 words af-
ter removing the wrong words and the words that
were not considered offensive by all the annota-
tors. Explanations whether the OL value of the
words is context-dependent or not are offered as
well as descriptions of certain contexts that trigger
the offensive meanings.
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2 OL identification studies and resources
for Modern Greek

Pitenis et al. (2020) presented the first annotated
MG dataset, the Offensive Greek Tweet Dataset
(OGTD) that was extracted with a yet unpublished
list of profane or obscene keywords (e.g., μαλάκας
‘asshole’, πουτάνα ‘whore’). Tweets were marked
as “offensive”, “not offensive” or “spam”. As "of-
fensive" were labelled tweets that contained pro-
fane or obscene language or when they could be
considered offensive on the basis of the context
(Pitenis 2019:32-33). These general annotation
guidelines were meant for texts. Lekea and Karam-
pelas (2018) has investigated HS in the context
of terrorist argument drawing on an also unpub-
lished list of 1265 words. Perifanos and Goutsos
(2021) have combined visual and textual cues in a
multimodal approach for HS detection on Twitter.
4004 tweets with the hashtag #απέλαση ‘deporta-
tion’ and the term λάθρο ‘illegal’ were annotated
manually as hateful, xenophobic and racist by 3
annotators with the majority vote.

Overall, the literature on Modern Greek OL de-
tection does not provide annotated corpora rep-
resenting a wide range of registers, sizeable OL
lexica or annotation guidelines. In this context,
and given that lexical resources are crucial for
OL identification when few or no labelled cor-
pora exist (Sazzed 2021), the Greek (EL) branch
of HURTLEX (Bassignana et al., 2018) seemed a
promising starting point.

HURTLEX is a domain-independent lexicon of
53 languages with offensive, aggressive and hate-
ful words. Its kernel consists of ∼1000 manually
selected words corresponding to 17 fine-grained
thematic categories that were enriched in a semi-
automatic manner by drawing on the MultiWodr-
net synsets and Babelnet.3,4 In HURTLEX each
lemma-sense pair is classified as “non-offensive"
or “neutral" or “offensive". The neutral cases were
further divided into “not literally pejorative" and
“negative connotation" (not a directly derogatory
use). An agreement of 61% between two anno-
tators was reported. The senses judged as non
offensive were removed and two versions of the
lexicon were received: one containing the trans-
lations of offensive senses and one with the ad-
ditional distinction concerning the neutral cases.

3https://multiwordnet.fbk.eu/english/
home.php.

4https://babelnet.org/.

Notably, HURTLEX aims to support the develop-
ment of resources for underrepresented languages
(Bassignana et al. 2018:5).

OL has been discussed in the context of MG lex-
icography. Efthymiou et al. (2014) show that the
classification of the negative terms as derogatory,
offensive, slang and taboo words in two celebrated
dictionaries of MG, the LNEG2 (Babiniotis, 2002)
and the LKN (Triantafyllidis, 2007) do not con-
verge. In Table 1 a tick in the sixth column denotes
an overlap between the categories of OL words
identified by Efthymiou et al. (2014) and our clas-
sification. Christopoulou (2012) and Xydopoulos
(2012) discuss extensively experiments on the mea-
suring of word offensiveness but do not expand on
how native speakers offer the relevant evaluation.

3 Working with HURTLEX-(EL)

Although filtering has been applied to prevent noise
propagation in the semi-automatically enriched
HURTLEX, its EL branch still includes synsets
with no offensive meaning and incorrect terms.
First, we manually removed clearly incorrect terms.
Two linguists agreed that these included: (i) foreign
words (384 words; either in English or French),
(ii) combinations of Greek and foreign words (33
words), i.e., ευρασίας griffon, Lit. eurasia’s griffon,
(iii) about 194 meaningless phrases, i.e., πουτίγκα
κεφάλι, Lit. pudding head, (iv) terms with mor-
phological errors (23 words) i.e., φυσιογνωμονική
’physiognomic’ instead of φυσιογνωμική ‘physiog-
nomic’ (v) agreement errors (46 words), i.e., σεξ-
ουαλικά επίθεση, instead of σεξουαλική επίθεση
‘sexual assault’ (vi) different inflectional forms of
the same lemma (298 words); MG makes heavy
use of inflectional morphology and HURTLEX
seemed unable to filter out types in the same inflec-
tional paradigm, and (vii) archaic words (37 words),
i.e., αιχμαλωτίζων ‘capturer’ which is an active
present participle of a verb still used in MG but
these particular participles belong to older forms
of the language. At this stage, annotators also re-
moved words that they all considered "unoffensive"
in MG, i.e., μοτσαρέλα ‘mozzarella’. 2143 words
(about 69% of the original HURTLEX-(EL) con-
tents) were retained out of the 3114 original entries
of HURTLEX -(EL).

Given the growing body of literature
(Chakrabarty et al. 2019; Naseem et al. 2019;
Ashraf et al. 2021) emphasizing the role of context
in characterising a word as offensive, we adopted
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an annotation schema with three categories,
namely offensive (context-independent), context
(context-dependent), following the distinction in-
troduced in Vargas et al. (2021), and non-offensive
entries. Representative examples were provided
for terms assigned the label “context-dependent”.

Next, four independent annotators, all under-
graduate linguists who offered volunteer work, as-
signed one of the three labels: context-independent,
context-dependent, non-offensive. General diag-
nostics of offensiveness mainly about profane and
obscene language were offered as suggestions at
this stage. The interannotator agreement score in
this first step was 0.77 (Fleiss kappa), which indi-
cates an already substantial agreement.

In the final step, a somewhat different annota-
tion procedure was adopted (see Poletto et al. 2017
for a similar approach). The four annotators were
provided with a set of more detailed diagnostics
of offensiveness, e.g.: “Names of animals that are
stereotypically related with negative properties in
the Greek culture, such as ugliness, e.g., φώκια
‘seal’ or dirt, e.g., γουρούνι ‘pig’, are offensively
used when they target individuals." These diagnos-
tics were not developed on the basis of the classifi-
cation of offensive words in the original HURTLEX
or in the MG lexica (Section 2); instead, we pre-
ferred to work bottom-up and develop our own di-
agnostics. The motivation for this decision was that
the rich material in HURTLEX-(EL) would present
more classification challenges than the material in
Greek printed lexica and that a Greek group’s idea
of offensiveness might not be identical to that of
HURTLEX, a possibility that is recognised by the
HURTLEX developers (Bassignana et al. 2018:5).
The annotators were asked to consult these diagnos-
tics when classifying the terms as un/offensive but
(i) they might propose changes such as deletions,
additions and redefinitions of categories (ii) a term
might fit to more than one category. The annota-
tors would meet with the group leaders to discuss
the diagnostics. There were three rounds of this
procedure and eventually the system of thematic
categories was developed as a set of diagnostics for
recognising offensive words in Modern Greek; this
system is presented in Section 4.

Lastly, the labels context-independent, context-
dependent and non-offensive were reassigned inde-
pendently by the annotators and an interannotator
agreement Fleiss kappa score of 0.96 was received.
We did not resort to majority vote so only 737 terms

that were shared by all the four annotators were in-
cluded in the final lexicon; of them, as “context
independent” were marked 448 words and as “con-
text dependent” 289 words.

4 Annotation Diagnostics

Prose in this Section should be read with constant
reference to Table 1. The final annotation diagnos-
tics scheme comprises:

1. 17 thematic categories of offensive words

2. Tripartite distinction: offensive context-
dependent, offensive context-independent and
non-offensive words (Section 3). The role of
the context is illustrated with the following
examples: (i) the word φυτό ‘plant’ acquires
derogatory meaning when it is attributed to
a person (’nerd’), (ii) the word μαλάκας ‘ass-
hole’ loses its offensive connotation when it is
used to address someone in a friendly social
context (Christopoulou, 2012; Xydopoulos,
2012).

3. A subtler specification of context where words
are classified by the entities that are the targets
of the offensive meaning: individuals (indv.),
groups, non-humans and events / properties
/ states (ESP). This is helpful, for instance,
when individuals are assigned stereotypically
negative characteristics of animals.

Below are given indicative terms and clarifications
regarding the identified 17 thematic categories
listed in Table 1:
1. Social class and hierarchy: Words implying
stereotypical negative characteristics of the
members of the respective social communities,
e.g., χωριάτης ‘peasant’, νεόπλουτος ‘nouveau
riche’, φτωχός ‘poor’, βαρώνος ‘baron’.
2. Historical and social context: Historical
events, movements or acts are assigned a negative
characterization that is absent in the their historical
context but it may have occurred because of the
their contemporary obsolete nature (Hamilton
et al., 2016), e.g., σχολαστικισμός ‘scholasticism’,
ηθικολόγος ‘moralist’, ακαδημαϊσμός ‘academi-
cism’, μεσαιωνικός ‘medieval’.
3. Crime and immoral behavior & respec-
tive agents, e.g., δολοφονία ‘murder’ and
δολοφόνος ‘murderer’, τρομοκρατία ‘terrorism’
and τρομοκράτης ’terrorist’, ληστεία ‘robbery’,
συκοφαντία ‘slander’ and σούφρωμα ‘puckering’.
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4. Religion is viewed as a behavior not congruent
with the beliefs of the Greek population and
its duly constituted religion (Moon, 2018), e.g.,
ειδωλολατρία ‘idololatry’, μασόνος ‘mason’.
5. Nationality/ethnicity: Negative stereotypical
ethnic characteristics are assigned to individuals
of other nationalities and minorities, e.g., Εβραίος
‘Jew’, γύφτος ‘gypsy’ (Razavi et al. 2010; Warner
and Hirschberg 2012). These words might be
acceptable in a casual conversation if the speaker
and the recipient belong to the same cultural group
(Warner and Hirschberg, 2012).
6. Politics: In the context of democratic and liberal
societies especially (Razavi et al., 2010), extreme
political regimes or acts receive negative political
evaluation, e.g., φασισμός ‘fascism’, χούντα
‘junta’, αποστάτης ‘renegade’.
7. Professions of low prestige and sexual
occupations, e.g., σκαφτιάς ‘digger’, παπαράτσι
‘paparazzi’, ιερόδουλη ‘prostitute’, ζιγκολό
‘gigolo’.
8. Animals: Transfer of animal characteristics to
humans, e.g., γουρούνι ‘pig’, γάιδαρος ‘donkey’,
πρόβατα ‘cattle’, φίδι ‘snake’, τσιμπούρι ‘tick’
(Efthymiou et al., 2014).
9. Plants: Stereotypical negative attributes are
assigned to humans regarding their cognitive
skills and physical appearance, e.g., αγγούρι
‘cucumber’, πατάτες ‘potatoes’, φάβα ‘fava bean’,
φυτό ‘nerd’.
10. Characteristics of inannimates are trans-
ferred to humans e.g., σκουπίδι ‘trash’, βαρίδι
‘sinker’.
11. Sentiments/psychological states: e.g., τρελός
‘crazy’, δυστυχισμένος ‘miserable’, θυμωμένος
‘mad’, μανιασμένος ‘raging’.
12. Behavior: People tend to criticize other
people’s manner based on social norms and their
own way of perceiving reality, e.g., κακότροπος
‘snappy’, λεχρίτης ‘asswipe’, εξυπνάκιας ‘smar-
tass’, κλόουν ‘clown’.
13. Physical and cognitive disabilities / appear-
ance: Assignment of specific physical or cognitive
disabilities to humans (καμπούρης ‘hunchback’,
τυφλός ‘blind’, χωλός ‘lame’, βλάκας ‘idiot’,
κουτορνίθι ‘dumb’.
14. Sexuality / gender identity: Some are official
terms, e.g., ομοφυλόφιλος ‘homosexual’, λεσβία
‘lesbian’, τραβεστί ‘tranny’ (Narváez et al., 2009).
15. Taboo body parts are context-independent
offensive, e.g., αρχίδια ‘balls’, κώλος ‘ass’, παπάρι

‘whatchamacallit’, ψωλή ‘dick’. Scientific terms,
e.g., χολή ‘spleen’, οπίσθια ‘buttock’ may be used
offensively or as formal / scientific terminology
(Crespo-Fernández, 2018).
16. Scientific or medical terms, e.g., ναρκισσισ-
μός ‘narcissism’, μικρόβιο ‘germ’.
17. Places related to offensive occupations, e.g.,
μπουρδέλο ‘brothel’.

Figure 1 presents the distribution of words per diag-
nostic. Behavior is the most populated diagnostic
followed by Crime & immoral behavior and Ani-
mals.

Figure 1: Word distribution per diagnostic.

5 Comparison to HURTLEX-(EL)

HURTLEX relies on a classification of OL words
in 17 categories (Bassignana et al., 2018). We
have defined our own diagnostics in a bottom-up
iterative fashion (Section 3). The comparison of
these diagnostics against the OL categories in the
MG literature (sixth column of Table 1) justifies our
expectations that HURTLEX would provide access
to more thematic categories of offensive/derogatory
words (note that all the OL categories defined in
the MG literature feature among our diagnostics).

Our 17 diagnostics are equal in number with the
original HURTLEX categories, but they present,
probably expected, similarities and differences.

Similarities were expected because we worked
on the expansion of the original 17 HURTLEX
categories. However, this similarity of our inde-
pendently derived diagnostics -also with the lexico-
graphic OL categories of Greek- indicates a certain
stability of OL diagnostics across different social
settings, namely those of HURTLEX, of Greek lex-
icography which refers to the Greek society of at
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Classes OL Tar-
get

Cont.
Ind.

Cont.
Dep.

Efthymiou
(2014)

1. Social class/ hi-
erarchy

indv.,
groups

+

2. Historical/ so-
cial context

indv.,
groups,
ESP

+

3. Crime immoral
behavior

indv.,
groups,
ESP

+ +

4. Religion indv.,
groups,
ESP

+ ✓

5. Nationality eth-
nicity

indv.,
groups

+ + ✓

6. Politics indv.,
groups,
ESP

+ + ✓

7. Professions of
low prestige/
sexual occup.

indv.,
groups,
ESP

+ +

8. Animals indv.,
groups,
non-
human

+

9. Plants indv.,
groups,
non
human

+

10. Character-
istics of
inannimates

indv.,
groups,
non-
human

+

11. Sentiments,
psychological
states

indv.,
ESP

+ +

12. Behavior indv.,
groups,
ESP

+ + ✓

13. Physical/
cognitive
disabilities,
appearance

indv.,
groups,
non
humans

+ + ✓

14. Sexuality gen-
der identity

indv.,
groups,
ESP

+ + ✓

15. Body parts indv.,
groups,
ESP,
non-
human

+ + ✓

16. Scientific
terms

indv.,
groups,
ESP,
non-
human

+

17. Places-
locations

indv.,
groups,
ESP, non
human

+

Table 1: Presentation of the OL diagnostics & compari-
son to the study by Efthymiou et al. (2014).

least 20 years ago and the contemporary Greek
social settings that our group represents.

The deviation was expected because OL phe-

nomena are influenced by regional and cultural
patterns (Bassignana et al. 2018). As a fact, mainly
historically and culturally marked diagnostics de-
viate from the HURTLEX categories. The differ-
ences between HURTLEX’s categories and our di-
agnostics are: (i) HURTLEX’s category “SVP—
words related to the seven deadly sins of the Chris-
tian tradition”: Our diagnostic 4 reflects tenden-
cies of Greek society and contains words refer-
ring to different religions or religious states (ii)
HURTLEX’s “IS—social class/ hierarchy”: Our
diagnostic 1 also comprises terms denoting social
and economic (dis)advantages, e.g., νεόπλουτος
‘nouveau riche’ and βαρώνος ‘baron’ (iii) We in-
cluded the new diagnostic 2 “Historical / social con-
text", which contains contemporary terms particu-
lar to Greek history, e.g., κλέφτες ‘armatole / mili-
tiamen’ (Greek armed groups of the Ottoman oc-
cupation era); HURTLEX distributes these words
in the categories “Potential negative connotations
(QAS)", “Derogatory words (CDS)" and, “Felonies
and words related to crime and immoral behavior
(RE)" (iv) We added the new diagnostic 5 contain-
ing terms about nationalities/minorities within the
Greek ethnicity and words reflecting social and
cultural differentiation, e.g., ‘Jew’, ‘gypsy’ (vi)
We included the words related to sexual orienta-
tion (HURTLEX’s OM) in the single diagnostic 16
“Sexuality / gender identity”.

6 Conclusions and future work

We have discussed our experience regarding the
development of an openly available, cleansed ver-
sion of the Greek branch of HURTLEX; in doing
so, we have defined diagnostics of offensiveness
that will be useful in future offensive word and text
categorisation tasks.

This was the first step in a longer-term effort
that aims to offer reasonable MG lexica and cor-
pora for the task of OL detection. On the lexi-
con development front we plan to study the effect
of evaluative morphology on OL (Christopoulou,
2012; Stavrianaki, 2009), enlarge the lexicon semi-
automatically drawing on corpora (Wiegand et al.,
2018) and test its coverage and contribution to OL
identification tasks using texts from a variety of
registers. On the corpora development front, we in-
tend to use the lexicon in order to leverage corpora
for OL detection and for a variety of registers.

106



References
Noman Ashraf, Arkaitz Zubiaga, and Alexander Gel-

bukh. 2021. Abusive language detection in youtube
comments leveraging replies as conversational con-
text. PeerJ Computer Science, 7:e742.

George Babiniotis. 2002. Dictionary of Modern Greek
Language. Center Lexicology.

Elisa Bassignana, Valerio Basile, and Viviana Patti.
2018. Hurtlex: A multilingual lexicon of words to
hurt. In Proceedings of the Fifth Italian Conference
on Computational Linguistics (CLiC-it).

Tuhin Chakrabarty, Kilol Gupta, and Smaranda Mure-
san. 2019. Pay “attention” to your context when clas-
sifying abusive language. In Proceedings of the Third
Workshop on Abusive Language Online, pages 70–79,
Florence, Italy. Association for Computational Lin-
guistics.

Ying Chen, Yilu Zhou, Sencun Zhu, and Heng Xu. 2012.
Detecting offensive language in social media to pro-
tect adolescent online safety. 2012 International
Conference on Privacy, Security, Risk and Trust and
2012 International Confernece on Social Computing,
pages 71–80.

Aikaterini Christopoulou. 2012. A lexicological anal-
ysis of slang vocabulary of Modern Greek. PhD
dissertation, University of Patras.

Davide Colla, Tommaso Caselli, Valerio Basile, Jelena
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Abstract

Social platforms such as Gab and Parler,
branded as ‘free-speech’ networks, have seen
a significant growth of their user base in re-
cent years. This popularity is mainly attributed
to the stricter moderation enforced by main-
stream platforms such as Twitter, Facebook,
and Reddit. In this work we provide the first
large scale analysis of hate-speech on Parler.
We experiment with an array of algorithms for
hate-speech detection, demonstrating the limita-
tions of transfer learning in that domain, given
the illusive and ever changing nature of the
ways hate-speech is delivered. In order to im-
prove classification accuracy we annotated 10K
Parler posts, which we use to fine-tune a BERT
classifier. Classification of individual posts is
then leveraged for the classification of millions
of users via label propagation over the social
network. Classifying users by their propensity
to disseminate hate, we find that hate mongers
make about 16% of Parler active users, and that
they have distinct characteristics comparing to
other user groups. We find that hate mongers
are more active, more central, express distinct
levels of sentiment, and convey a distinct ar-
ray of emotions like anger and sadness. We
further complement our analysis by comparing
the trends observed in Parler to those found
in Gab. To the best of our knowledge, this is
among the first works to analyze hate speech in
Parler in a quantitative manner and on the user
level.

1 Introduction

Social platforms like Twitter, Facebook, and Red-
dit have become a central communication channel
for billions of users.1 The immense popularity of
social platforms resulted in a significant rise in
the toxicity of the discourse, ranging from cyber-
bullying to explicit hate speech and calls for vi-
olence against individuals and groups (Waseem
and Hovy, 2016; Mondal et al., 2017; Laub, 2019;

1E.g., Facebook 2021 Q2 report (Meta, 2021a).

Ziems et al., 2020). Women, people of color,
the LGBT community, Muslims, immigrants, and
Jews are among the most targeted groups. Re-
cent studies report on a surge in Islamophobia (Ak-
barzadeh, 2016; Sunar, 2017; Osman, 2017; Chan-
dra et al., 2021), antisemitism (ADL, 2020; Zannet-
tou et al., 2020), xenophobia (Iwama, 2018; Entorf
and Lange, 2019), hate of Asians (An et al., 2021;
Vidgen et al., 2020a) and hate crimes (Dodd and
Marsh, 2017; Levin and Reitzel, 2018; Edwards
and Rushin, 2018; Perry et al., 2020).

Facing an increased public and legislature
scrutiny, mainstream social platforms (e.g., Face-
book, Twitter, Reddit) committed to a stricter en-
forcement of community standards, curbing levels
of hate on the platform.2

The stricter moderation of content drove many
users into joining alternative social platforms such
as Parler and Gab. Touting their commitment to
‘free speech’ and ‘no moderation’ policy, these plat-
forms attract users that were suspended from main-
stream platforms, conspiracy theorists, extremists,
unhinged users, free-speech advocates, political
activists as well as others.

User migration to Parler and Gab was not only
grass-root. The platforms were promoted by promi-
nent news anchors and political figures. For exam-
ple, U.S. Senator Ted Cruz (R-TX) tweeted “I’m

proud to join @parler_app – a platform gets what free speech

is all about – and I’m excited to be a part of it. Let’s speak.

Let’s speak freely. And let’s end the Silicon Valley censorship”

(6/25/2020). Sean Hannity, a popular host and com-
mentator on Fox news, informed the viewers of his
daily show that “I saw that the president had joined it.

At least there is a place, it’s like Twitter, it’s called Parler, I

have an account there... good for you because the president

joined, because they are censoring him and Dan Scavino and

everybody else” (1/8/2021).

2e.g., Facebook 2021 report on hate-speech (Meta,
2021b), and the Time magazine cover of hate-speech in Twit-
ter: (Time, 2021).
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Hate, brewing online, often spills to the streets
(Hankes and Amend, 2019; Munn, 2019; Malevich
and Robertso, 2019; Thomas, 2019). Thus, defend-
ing ‘hate speech’ under the right for ‘free speech’
may result in very concrete actions in real life. The
perpetrator of the Pittsburgh synagogue shooting3

was active on Gab, referring to “kike infestation”
and “the children of satan”. His final post, minutes
before opening fire in the synagogue, was “I can’t sit

by and watch my people get slaughtered. Screw your optics,

I’m going in.”. Similarly, the storming of the U.S.
Capitol on January 6, 2021 was found by the U.S.
Senate Investigation Committee to be encouraged
and coordinated on Parler (Peters et al., 2021).

In this work we focus on Parler, investigating
the proliferation of hate speech on the platform,
both on the post level and on the user level. We
identify three distinct groups of users, denoted as
hate mongers, standard users and hate flirts. We
show significant differences between the groups in
terms of language, emotion, activity level and role
in the network. We further compare our results to
the hateful dynamics reported for Gab.

2 Related Work

A growing body of work studies the magnitude
and the different manifestations of hate speech in
social media (Chandrasekharan et al., 2017; Zan-
nettou et al., 2018; Zampieri et al., 2020; Ranas-
inghe and Zampieri, 2020), among others. Here,
we present an overview of the current literature in
three different perspectives: (i) The detection of
hate speech on the post level, (ii) The detection of
hate-promoting users, and (iii) The characterization
of hate speech on the platform level.

Post-level classification Most previous works ad-
dress the detection of hate in textual form. Key-
words and sentence structure in Twitter and Whis-
per were used in (Mondal et al., 2017; Saleem et al.,
2017), demonstrating the limitations of a lexical
approach. The use of code words, ambiguity and
dog-whistling, and the challenges they introduce
to text-based models were studied by (Davidson
et al., 2017; Ribeiro et al., 2017; Arviv et al., 2021).
The detection of implicit forms of hate speech is
addressed by Magu et al. (2017) which detects the
use of hate code words (e.g., google, skype, bing
and skittle to refer to Black people, Jews, Chinese,

3ADL report on the attack: https://tinyurl.com/
yz87jn69 (accessed: 4/17/22)

and Muslims, respectively) using an SVM classi-
fier based on bag-of-words. ElSherief et al. (2021)
introduced a benchmark corpus of 22.5K tweets to
study implicit hate speech. The authors presented
baseline results over this dataset using Jigsaw Per-
spective,4 SVM, and different variants of BERT
(Devlin et al., 2018).

The use of demographic features such as gender
and location in the detection of hate speech is ex-
plored by Waseem and Hovy (2016). User meta
features, e.g., account age, posts per day, number of
followers/friends, are used by Ribeiro et al. (2017).

Computational methods for the detection of hate
speech and abusive language range from SVM
and logistic regression (Davidson et al., 2017;
Waseem and Hovy, 2016; Nobata et al., 2016;
Magu et al., 2017), to neural architectures. Re-
cently, Transformer-based architectures (Mozafari
et al., 2019; Aluru et al., 2020; Samghabadi et al.,
2020; Salminen et al., 2020; Qian et al., 2021;
Kennedy et al., 2020; Arviv et al., 2021) achieved
significant improvements over RNN and CNN mod-
els (Zhang et al., 2016; Gambäck and Sikdar, 2017;
Del Vigna12 et al., 2017; Park and Fung, 2017).
In an effort to mitigate the need for extensive an-
notation some works use transformers to generate
more samples, e.g., (Vidgen et al., 2020b; Wullach
et al., 2020, 2021). Zhou et al. (2021) integrate fea-
tures from external resources to support the model
performance.

In order to account for the often elusive and
coded language and for the unfortunate variety of
targeted groups (Schmidt and Wiegand, 2017; Ross
et al., 2017), a set of functional test was suggested
by Röttger et al. (2020), allowing an quick evalua-
tion of hate-detection models.

Classification of hate users Characterizing ac-
counts that are instrumental in the propagation of
hate is gaining interest from the research commu-
nity and industry alike, whether in order to better
understand the social phenomena or in order to
suspend major perpetrators instead of removing
sporadic content. Detection and characterization
of hateful Twitter and Gab users was tackled by
Ribeiro et al. (2018); Mathew et al. (2018, 2019)
and Arviv et al. (2021), among others. An anno-
tated dataset of a few hundreds Twitter users was
released as part of a shared task in CLEF 2021,
see (Bevendorff et al., 2021) for an overview of the
data and the submissions. Das et al. (2021) intro-

4https://www.perspectiveapi.com
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duced a user-level annotated dataset of 798 Gab
users which we use for evaluation and comparison.

Hate speech on Parler and Gab While most
prior work focus on the manifestations of hate in
mainstream platforms, a number of works do ad-
dress alternative platforms such as Gab and Parler.
Two annotated Gab datasets were introduced by
Kennedy et al. (2018) and by Qian et al. (2019).
We use these datasets in this work as we compare
Parler to Gab.

Focusing on users, rather than posts, Das et al.
(2021) experiment with an array of models for hate
users classification. Lima et al. (2018) aims to
understand what users join Gab and what kind of
content they share, while Jasser et al. (2021) con-
duct a qualitative analysis studying Gab’s platform
norms, given the lack of moderation. Gallacher
and Bright (2021) explore whether users seek out
Gab in order to express hate, or that the toxic at-
titude is adopted after joining the platform. The
diffusion dynamics of the content posted by hateful
and non-hateful Gab users is modeled by Mathew
et al. (2019) and by Mathew et al. (2020).

Parler, launched in August 2018 and experienc-
ing its impressive expansion of user base from late
2020, is only beginning to draw the attention of the
research community. Early works analysed the lan-
guage in Parler in several aspects such as QAnon
content (Sipka et al., 2021), COVID-19 vaccines
(Baines et al., 2021), and the 2021 Capitol riots
(Esser, 2021). The first dataset of Parler messages
was introduced by Aliapoulios et al. (2021), along
with a basic statistical analysis of the data, e.g.,
the number of posts and the number of registered
users per month, along with the most popular to-
kens, bigrams, and hashtags. We use this dataset in
the current work to analyze hate speech on Parler.
Ward (2021) used a list of predefined keywords
(hate terms), assessing the level of hate-speech on
the platform.

Our work differs from these works in a number
of fundamental aspects. First, we combine textual
and social (network) signals in order to detect both
hateful posts and hate-promoting accounts. Sec-
ond, we suggest models that rely on state-of-the-art
neural architectures and computational methods,
while previous work detects hate speech by match-
ing a fixed set of keywords from a predefined list
of hate terms. Furthermore, we provide a thorough
analysis of the applicability of different algorithms,
trained and fine-tuned on various datasets and tasks.

Third, we provide a broader context to our analysis
of the proliferation of hate in Parler, as we compare
and contrast it to trends observed on Gab.

3 Data

In this section we describe the datasets used for
this work – starting with a general overview of the
platforms, then providing a detailed description of
the datasets and the annotation procedure.

3.1 Parler and Gab Social Platforms

Parler Alluding to the french verb ‘to speak’,
Parler was launched on August 2018. The platform
brands itself as “The World’s Town Square” a place
in which users can “Speak freely and express your-
self openly, without fear of being “deplatformed”
for your views”.5

Parler users post texts (called parlays) of up to
1000 characters. Users can reply to parlays and to
previous replies. Parler supports a reposting mech-
anism similar to Twitters retweets (called ‘echos’).
Throughout this paper we refer to echo posts as
reposts, not to confuse with the ((())) (echo) hate
symbol (Arviv et al., 2021).

Parler’s official guidelines6 explicitly allow
“trolling” and “not-safe-for-work” (NSFW) content,
include only two “principles” prohibiting “unlaw-
ful acts”, citing “Obvious examples include: child
sexual abuse material, content posted by or on be-
half of terrorist organizations, intellectual property
theft”.

By January 2021, 13.25M users have joined Par-
ler and its application was the most downloaded
app in Apple’s App Store. This growth is at-
tributed to celebrities and political figures promot-
ing the platform (see Section 1) and the stricter
moderation enforced by Facebook and Twitter, cul-
minating with the suspension of Donald Trump
(@realDonaldTrump), the 45th President of the
United States, from Twitter and Facebook.

Gab Gab, launched on August 2016, was created
as an alternative to Twitter, positioning itself as
putting “people and free speech first”, welcoming
users suspended from other social networks (Zan-
nettou et al., 2018). Gab posts (called gabs) are lim-
ited to 300-characters, and users can repost, quote
or reply to previously created gabs. Gab permits

5Parler branding on its landing page (accessed:
3/10/2022)

6https://parler.com/documents/guidelines.pdf (accessed:
4/17/2022)
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Parler Gab

Users 4.08M 144.3K
Posts 20.59M 7.95M
Replies 84.55M 5.92M
Reposts 77.93M 8.24M
Time-Span 08/2018 – 01/2021 08/2016 – 01/2018

Table 1: Datasets Statistics. Replies are responses to
main posts. Reposts are equivalent to Twitter retweets.

pornographic and obscene content, as long as it is
labeled NSFW. Previous work finds the majority
of Gab users to be Caucasians-conservatives-males
(Lima et al., 2018). For more details about Gab us-
age, users and manifestations of hate see references
at Section 2.

3.2 Parler and Gab Corpora

We use the Parler and Gab datasets published
by Aliapoulios et al. (2021) and Zannettou et al.
(2018), respectively. The Parler dataset is unla-
beled, therefore annotation is required. We de-
scribe the annotation procedure and label statistics
in Section 3.3.

Both datasets include posts and users’ meta
data, though the Parler dataset is richer, containing
more attributes such as registration time. Each of
the datasets is composed of millions of posts and
replies, see Table 1. The Parler dataset is bigger,
containing more posts and more users, however, on
average, Gab users post more content per user. We
note that there is no temporal overlap between the
two datasets. In Section 7 we discuss this point and
its possible impacts on our analysis.

We use three Gab annotated datasets which are
all sampled from the unlabeled Gab corpus we
use: (i) The Gab Hate Corpus – 27.5K Gab posts
published by Kennedy et al. (2018), (ii) 9.5K Gab
posts published by Qian et al. (2019), and (iii) 5K
posts published by Arviv et al. (2021).7. In total,
we collect a corpus of 42.1K annotated Gab posts.
7.7K (18.4%) of the posts are tagged as hateful.

3.3 Annotation of Parler Data

Hate speech takes different forms in different social
platforms (Wiegand et al., 2019) and across time
(Florio et al., 2020). It is often implicit (ElSherief
et al., 2021), targeting a variety of groups. Con-
sequently, transfer learning remains a challenge

7This work models Twitter data but also published an
annotated dataset of Gab

for hate-speech detection, and an annotated Par-
ler dataset is needed in order to achieve accurate
classification. These challenges and the significant
improvements in performance achieved by proper
fine-tuning are demonstrated through extensive ex-
perimentation in Section 4.1. In the remainder of
this section we describe the annotation procedure.

The annotation task was designed as follows:
10K posts were sampled from the Parler corpus. All
posts are: (i) in English; (ii) at least 10 characters
long; (iii) neither a repost nor a comment; and (iv)
do not contain a URL.

The 10K annotated posts were not randomly se-
lected from the Parler corpus. A random selection
of posts would have led to an extremely imbalanced
dataset as most of the posts are not expected to ex-
press hate. Hence, we opt to stratified sampling.
This sampling process relies on an approximation
of the likelihood of each post to include hateful con-
tent. We used a pretrained hate speech prediction
model to approximate this likelihood.

Annotation was done by 112 student (more than
half of them are graduate students), who were pro-
vided detailed guidelines and training involving the
various types of hate speech, the elusiveness of hate
expressions using coded language, how to detect it,
and a number of examples of different types. Each
of the annotators was prompted with a list of 300
posts and had to assign each with a Lickert score
ranging from 1 (not hate) to 5 (extreme or explicit
hate). We provided annotators only with the textual
content of the post. Each of the 10K posts was an-
notated by three annotators. Annotators presented
a satisfying agreement level of 72% and a Cohen’s
Kappa of 0.44. Labels of posts with a low agree-
ment level8 were ignored (∼7% of the annotated
posts). We define a post as hateful (non-hateful) if
its average score is higher (lower) than three. We
omit posts with an average score of exactly three.
Accordingly, 3224 of the 10K posts (32.8%) were
labeled as hateful and 6053 (59.8%) as non-hateful.

We make this annotated corpus available under
our public GitHub repository9 – the first public
annotated corpus of Parler.

4 Methods

In this work we are interested in the detection
of hate, both on the post level and the account

8Low agreement is defined as either an annotation with at
least three different Likert values, or a difference greater than
2 between the Likert values.

9https://github.com/NasLabBgu/parler-hate-speech
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Figure 1: An illustration of the diffusion model over three nodes. Self loops represent the total number of posts per
node. In step (a) The repost network is built and nodes are assigned an initial belief – seed hate mongers with a
value of 1 (orange) and others with a value of 0 (white). In steps (b) and (c) The network is converted to a belief
network – reversing edges direction and normalizing weights. In step (d) The diffusion process is simulated. Belief
updates are indicated by darker shades.

level. Our interest in the post level classification
is twofold. Given an accurate classifier, we can:
(a) Approximate the hate degree in different aggre-
gation levels – e.g., over the full network or and
per user, and (b) Use the post-level predictions to
support training a user level classifier. A review
of the various post level classifiers is provided in
Section 4.1 and our modifications to a diffusion-
based model for user classification are presented in
Section 4.2. Ethical considerations related to user
classification are discussed at the end of Section 7.

4.1 Post Level Classification Models

We fine-tune the DistilBERT (Sanh et al., 2019)
transformer on each of the datasets, obtaining two
fine-tuned models (referred to as Our-FT BERT).
We compare the models performance on the respec-
tive datasets against four competitive models:

1. Jigsaw Perspective: A widely used commercial
model geared toward detection of hateful and toxic
content, developed by Google. Jigsaw was found
to perform well in an array of tasks related to hate-
speech detection (Röttger et al., 2020). Jigsaw
implementation is not public and the service is
provided as a black-box through an online API.10

2. deHateBERT (Aluru et al., 2020): An adapta-
tion of the BERT Transformer for hate-speech de-
tection – the pretrained transformer was fine-tuned
on a corpus of 96.3K text snippets from Twitter and
from the white supremacist forum Stormfront.org.
The authors indicate that 15.01K (15.6%) training
samples were labeled as hate-speech.

3. Twitter-roBERTa (Barbieri et al., 2020): This
model uses the RoBERTa (Liu et al., 2019) archi-
tecture, specifically fine-tuned on the task of hate-
speech detection of micro-messages. The authors

10https://www.perspectiveapi.com

used a corpus of 13K tweets, 5.2K (40%) of them
are labeled as hate speech.

4. HateBase (Tuckwood, 2017): HateBase is a
multilanguage vocabulary of hate terms that is
maintained in order to assist in content modera-
tion and research. We use 68 explicit hate terms
that were used in prior works (Mathew et al., 2018,
2019). These terms were manually selected from
HateBase’s English lexicon. All the terms in the
list are explicit, e.g., ‘kike’ (slur targeting Jews),
‘paki’ (slur against Muslims, especially with Pak-
istani roots), and ‘cunt’. Text is labeled as hate if it
contains at least a single hate term.

4.2 User Level Classification

In order to leverage the network structure, we view
each platform as a social network with users as
nodes and reposts as directed edges. Edges are
weighted to reflect levels of engagement, as illus-
trated in Figure 1(a): a directed edge (A, B) with a
weight of 6 indicates that user A reposted 6 posts
originally posted by user B.

We modify the diffusion-based approach for the
detection of hate mongers proposed by Ribeiro et al.
(2018) in order to achieve a more accurate classi-
fication. The basic diffusion-based classification
is performed in two stages: (a) Identifying a seed
group of hate mongers; and (b) Applying a diffu-
sion model over the social network. We use the
DeGroot’s hate diffusion model (Golub and Jack-
son, 2010) which outputs an estimated belief value
(i.e., “hate”) per user, over the [0,1] range. A toy
example of the diffusion process is illustrated in
Figure 1. In our experiments we set the number of
diffusion iterations to three. One clear advantage
of this approach over fully supervised methods is
that it does not require a large dataset annotated on
the user level.
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Modified Diffusion Model We introduced two
modifications to the diffusion model used by
Ribeiro et al. (2018) and Mathew et al. (2019):
(i) Seed definition: Instead of taking a lexical ap-
proach in order to identify users posting more than
k hateful posts, we use our fine-tuned Transformers.
We argue that fine-tuning the classifiers for each
social network significantly improves the classifi-
cation on the post level (as demonstrated in Section
5.1), and ultimately, improves the performance of
the diffusion model; and (ii) Hateful users defini-
tion: In the original diffusion process, hate (as well
as “not-hate”) labels are diffused through the net-
work. This way, seed hate mongers may end with
a low hate score, which in turn propagates to their
neighbours. However, seed users were chosen due
to the fact that they post a significant number of
undoubtedly hateful posts. Fixing the hate score
of seed users results in a more accurate labeling of
the accounts in the network.

5 Classification Results

5.1 Post Level Results

We use the annotated corpora (see Sections 3.2 and
3.3) to fine-tune the pretrained Transformer on each
social platform, splitting the labeled data to train
(60%), validation (20%), and test (20%) sets.

The precision-recall curves of the Parler and Gab
models are presented in Figure 2. Our fine-tuned
models significantly outperforms the other mod-
els in both datasets. We wish to point out that
while the popular keywords base approach (Hate-
Base) achieves a high precision and a moderate
recall on the Gab data, outperforming all Trans-
former models except the platform fine-tuned ones,
it collapses in both measures on the Parler dataset.
These results revalidate the limitations of lexical
approaches, and of neural methods that are not fine-
tuned for the specific dataset.

5.2 User Level Results

As described in Section 4.2, in order to classify
accounts we use a diffusion model. The diffusion
process is seeded with a set of hateful accounts.
The choice of seed accounts involves the following
steps: (i) After establishing the accuracy of the fine-
tuned models (Section 5.1) we use these models
to label all the posts in the respective datasets; (ii)
Opting for a conservative assignment of seed users,
we consider only posts with hate score (likelihood)
over 0.95 (0.9) in the Parler (Gab) dataset to be

hateful. This threshold setting yields a precision
of 0.801 (0.902) and a recall of 0.811 (0.903) over
the Parler (Gab) dataset.11; Finally, (iii) Users post-
ing 10 or more hateful posts are labeled as seed
accounts. We take the conservative approach in
steps (ii) and (iii) in order to control the often noisy
diffusion process.

Simulating the modified diffusion process de-
scribed in Section 4.2 we obtain a hate score per
user. For analysis purposes we divide users to three
distinct groups – hate mongers (denoted HM), com-
posed of the users making the top quartile of hate
scores; Standard users (denoted S ) making the bot-
tom quartile; the rest of the users (denoted H̃M)
suspected as “flirting” with hate mongers and hate
dissemination. Users with a low level of activity
(less than five posts or users who joined the net-
work less than 60 days prior to data collection)
were not considered.12 The distribution of active
users by type in Parler is 16.1%/42.4%/41.5% per
HM/H̃M/S populations, and 10%/41.7%/48.3% in
Gab.

Evaluation of the diffusion model A user-level
annotated dataset of 798 Gab users was shared
by Das et al. (2021). We use this dataset to
validate the performance of the diffusion mod-
els – both the standard model and our modified
model (see Section 4.2). We find our modified
model to outperform the standard model, achieving
precision/recall/F1-scores of 0.9/0.54/0.678, com-
paring to 0.95/0.34/0.5. Therefore, results and anal-
ysis in the remainder of the paper are based on the
modified diffusion model.

6 Analysis: The Propensity of Hate

6.1 Hate on the Post Level
Taking our conservative approach, we find that
the frequency of hate posting is higher in Parler
(3.29%), compared in Gab (2.13%). However,
we find that 13.95% of Parler users share at least
one hateful post – a significantly lower number
compared to Gab (18.58%). We find that 65.5%
of the hate content in Parler is posted as a reply
to other parlays. This reflects a significant over-
representation of replies compared with full corpus
distribution (46.2% of posts are replies, see Table
1). Similarly, 38.9% of the hate content on Gab are
replies.

11These measures are the weighted average preci-
sion/recall over both hate/non-hate classes.

1287.1% (63.4%) of the users in Parler (Gab)

114



0 0.2 0.4 0.6 0.8 1

0.4

0.6

0.8

1

Recall

Pr
ec

is
io

n
Our-FT-BERT
deHateBERT

Jigsaw
Twitter-roBERTa

Parler Classifiers

0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

Recall

Pr
ec

is
io

n

Our-FT-BERT
deHateBERT

Jigsaw
Twitter-roBERTa

Gab Classifiers

Figure 2: Post level Precision-Recall (PR) curves. FT-BERT: Fine Tuned BERT; Orange diamond (_) marks the PR
performance of the lexical-based approach (HateBase). Unlike the other four methods, this approach cannot be
controlled by a threshold parameter, hence only a single PR value is available.

6.2 Hate on the User Level
We provide an analysis of the characteristics of the
HM, H̃M and S accounts on an array of attributes,
ranging from activity levels to centrality, sentiment
and the emotions they convey.

Activity Level Activity levels are compared via
four features – number of posts, replies, reposts,
and users’ age (measured in days).

HM are the most active user group in both plat-
forms across all activity types (see Figure 3). We
find that the H̃M users have similar characteristics
in both platforms – overall, they post less content
than the HM users, repost more content than the
S group, and their tendency to reply is lower com-
pared to the S users.

Interestingly, although the HM make only 16.1%
(10%) of the active users in Parler (Gab) – they
generate a disproportional number of posts: 30.6%
(59.45%) of the posts in Parler (Gab). The same
holds for replies – the HM users post 36.68%
(75.57%) of the replies in Parler (Gab). When
aggregating all activity types (post/reply/repost) –
the HM users generate 41.23% (71.38%) of the
content in Parler (Gab).

User Age (days from account creation to the most
recent post in the data), is an exceptional feature.
We observe only insignificant differences between
the three user groups. This observation holds for
both platforms. However, collapsing the groups –
we do find a significant difference between the two
platforms. Gab users are “older” with an average

(a) Parler (b) Gab

Figure 3: Activity measures per user group. Numbers
are averaged per measure and group. We use a log-scale
over the y-axis.

age of 323.9 compared to 189.6 of the Parler users.
We hypothesize that the difference is a result of
the way both platform evolve over time, given the
unfolding of events driving users to these platforms
(see Sections 1 and 3.1).

Popularity and Engagement We quantify the
popularity level of users based on the number of
followers they have. Figure 4 presents numbers for
both platforms. On both platforms hate mongers
(HM) are significantly more popular compared to
users in other user groups. In Parler, the median
number of followers is 121 compared to 15 and 12
of H̃M and S , respectively. The same holds for Gab
– a median value of 160 for HM users compared
to 43 and 41 of the other two user groups. Inter-
estingly, although Parler is a much larger social
platform (mainly in terms of registered users, see
Section 3 and Table 1) we do not see a significantly
higher number of followers in Parler. Moreover,
when calculating the number of followers over the
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(a) Parler Followers (b) Gab Followers

Figure 4: Followers distributions. The extreme percentiles (2.5%) of the data are omitted for visualization purposes.
Rectangles indicate the ± standard division around the average; The median is indicated by a vertical line.

whole population, the median in Gab is three times
higher – 48 vs. 16.

Engagement level is measured by the number
of followees each account has (the number of ac-
counts a user follows). We find that HM are highly
engaged in both platforms, compared to other user
groups. In Parler, the median number of followees
of HM users is 106 – significantly higher than 46
and 36 median values of the H̃M and S users, re-
spectively.

Account’s Self Description Analogous to the ac-
count’s description in Twitter, Parler users can pro-
vide a short descriptive/biographical text to appear
next to the user’s avatar. For example, the biogra-
phy that is associated with a specific Parler user
is: “Conservative banned by mainstream social me-
dia outlets for calling the leftists out for what they
really are! Been awake for YEARS! #trump2020”.

We use this content to further assess users’ com-
mitment to the Parler platform,13 assuming more
engaged users are, the more likely they add the
description to their profile. We find that while only
35.8% of the S users use the biography field, 59.6%
of the HM users provide the description in their
profile. We also find that the average (median) bi-
ographical text length of HM users is 128.6 (134).
This is considerably longer, compared to H̃M and
S users who included the description in their pro-
file, with an average (median) of 99.4 (90) and 94.6
(84) text length, respectively.

13In this part, we do not compare Parler to Gab since
account’s self description is not available for the Gab corpus.

Social Structure Analysing the degree distribu-
tion of users provides an interesting difference be-
tween the platforms. As observed in Figure 5, HM
users have the most distinctive distribution in both
Parler and Gab. However, while the H̃M and the S
group distributions are inseparable in Gab, the Par-
ler user groups have distinct distributions. These
distributions highlight the distinctiveness of the po-
sition of HM users in the network, as well the role
of the H̃M compared to S users.

Emotional Features We compare the sentiment
expressed and the emotions conveyed by differ-
ent user groups. We use pretrained BERT models
for both the sentiment14 and emotion15 predictions.
Results are presented in Table 2. Looking at the
Parler users, we find a small though significant (p-
value < 10−3) tendency of HM to express a more
negative sentiment. The same holds for Gab, al-
though the sentiment expressed by H̃M is closer to
the sentiment of the HM users, rather to that of the
S users. Aggregating the emotion predictions, we
find that HM users tend to convey more Anger and
Sadness than the other groups. This observation
holds for both Parler and Gab, although Anger is
more prominent.

7 Discussion

Time span Given that we provide a compari-
son between trends in Parler and Gab, it is im-

14https://huggingface.co/nlptown/
bert-base-multilingual-uncased-sentiment

15https://huggingface.co/bhadresh-savani/
distilbert-base-uncased-emotion
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(a) Parler (b) Gab

Figure 5: Social networks degree distribution. We present the in-degree distributions. Network is based on reposts.
p(k) (y-axis) is the probability value per a each node’s degree (x-axis). We use a log-scale over both axis.

Anger Joy Sad Fear Sentiment

Parler

HM 48% 37.9% 7.4% 5.1% 2.63
H̃M 41.9% 44.3% 6.7% 5.3% 2.84

S 33.6% 55.7% 5% 4.3% 2.84

G
ab

HM 40.0% 44.5% 7.2% 6.3% 2.55
H̃M 35.9% 49.7% 5.9% 7.1% 2.56

S 35.5% 51.1% 6.0% 5.7% 2.67

Table 2: Emotions and sentiment analysis. The four
leftmost columns are the distribution of emotions per
user group while the rightmost column is the median
sentiment score. The sentiment spans over [1,5] (i.e., 5
is the highest score).

portant to note the datasets span different and non-
overlapping time-frames (see Table 1). Therefore,
the comparison we provide should be read cau-
tiously. We do note, however, that each of the
datasets was crawled from the early days of the
social platform and spans over a similar time range
(17 months). Moreover, the temporal disparity be-
tween the dataset could be considered as an advan-
tage – allowing us to examine the generalization
performance of hate speech models, as we report
in Section 5.1.

Ethical Considerations Analysing and model-
ing hate speech in a new social platform such as
Parler is of great importance. However, classifying
users as hate mongers, based on the output of an al-
gorithm, may result in marking users falsely (which
may result in suspension or other measures taken
against them). While we always opted for a conser-
vative approach, as well as focusing on aggregated
measures characterizing the trends of a platform,
we note that user labeling should be carefully used,
ideally involving a ‘man-in-the-loop’.

Considering the annotation task – the annotation
process did not include any information about the
identity of the users. In addition, we warned our
human annotators about the possible inappropri-
ate and triggering content of the posts. We also
make sure to remove users’ information from the
annotated dataset that we publish.

8 Conclusion and Future Work

To the best of our knowledge, we present the first
large-scale computational analysis of hate speech
on Parler, and provide a comparison to trends ob-
served in the Gab platform.

We tag and share the first annotated Parler
dataset, containing 10K posts labeled by the level
of hate they convey. We used this dataset to fine-
tune a transformer model to be used to mark a
seed set of users in a diffusion model, resulting in
user-level classification. We find significant differ-
ences between hate mongers (HM) and other user
groups: HM represent only 16.1% and 10% of the
active users in Parler and Gab respectively. How-
ever, they generate 41.23% of the content in Parler
and 71.38% of the content in Gab. We find that
HM show higher engagement levels and they have
significantly more followers and followees. Other
differences are manifested through the sentiment
level expressed and the emotions conveyed.

Future work takes two trajectories: (i) Compar-
ison of the current results with a more traditional
social platform (e.g., Twitter); and (ii) An early
detection of hate mongers – building a classifier to
detect hate mongers based on their very first steps
in the social platform.
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Abstract
Most of the published approaches and re-
sources for offensive language and hate speech
detection are tailored for the English lan-
guage. In consequence, cross-lingual and
cross-cultural perspectives lack some essential
resources. The lack of diversity of the datasets
in Spanish is notable. Variations through-
out Spanish-speaking countries make existing
datasets not enough to encompass the task in
the different Spanish variants. We manually
annotated 9834 tweets from Chile to enrich
the existing Spanish resources with different
words and new targets of hate that have not
been considered in previous studies. We con-
ducted several cross-dataset evaluation exper-
iments of the models published in the litera-
ture using our Chilean dataset and two oth-
ers in English and Spanish. We propose a
comparative framework for quickly conduct-
ing comparative experiments using different
previously published models. In addition, we
set up a Codalab competition for further com-
parison of new models in a standard scenario,
that is, data partitions and evaluation metrics.
All resources can be accessed through a cen-
tralized repository for researchers to get a com-
plete picture of the progress on the multilin-
gual hate speech and offensive language detec-
tion task.

1 Introduction

Offensive language frequently appears on social
network interactions 1. According to Sigurbergs-
son and Derczynski (2020) offensive language en-
compass a range of expressions from profanities to
much more severe types of language among which
is hate speech. Hate speech is usually defined as
communications of animosity or disparagement of
an individual or a group on account of a group char-
acteristic2. Offensive language and hate speech

1https://www.channel4.com/news/george-floyd-death-
has-led-to-increasing-online-hate-speech-report-claims

2https://www.encyclopedia.com/international/encyclopedias-
almanacs-transcripts-and-maps/hate-speech

bring along the risk of encouraging real hate crimes.
Due to the large amount of content generated in
social media, automatic moderation is necessary to
perform offensive content detection.

Machine learning models are used in most of the
published approach for this purpose. The neces-
sary resources are available almost exclusively for
the English language (Anzovino et al., 2018; Hos-
seinmardi et al., 2015; Davidson et al., 2017). On
the other hand, the cross-lingual and cross-cultural
perspectives have been under addressed in the re-
lated literature. The lack of adequately annotated
datasets is one of the limiting factors for developing
these subtasks (Yin and Zubiaga, 2021; Fortuna and
Nunes, 2018). In addition, the publicly available
resources are accessible through the correspondent
description papers. These resources have insuffi-
cient lack of centralized repositories for datasets
and classification models. This situation makes it
difficult for researchers to get a complete picture
of the progress on the task.

Most of these existing datasets contain English
examples, though we have gathered some datasets
in Portuguese (Fortuna et al., 2019), Arabic (Mulki
et al., 2019), Italian (Sanguinetti et al., 2018) and
Spanish (Pereira-Kohatsu et al., 2019). In the par-
ticular case of the Spanish language, only a few
datasets can be found. The geographical origin of
them is limited to Spain (Pereira-Kohatsu et al.,
2019), México (Álvarez-Carmona et al., 2018),
or unknown (Basile et al., 2019). Since the hate
speech phenomenon depends on the socio-cultural
context (Sap et al., 2019), the targets of hate could
change depending on the origin of the messages.
The Spanish language specific features spoken in
different countries, makes models poorly general-
izable when training with these existing resources.
We propose a manually annotated dataset for offen-
sive language detection. The dataset is composed
of 9834 tweets from Chile and is meant to enrich
the existing Spanish resources with different words
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and new targets of hate that have not been consid-
ered in previous studies.

We conducted several evaluation experiments
of the models published in the literature using our
Chilean dataset and two others in English and Span-
ish. We propose a comparative framework for
quickly conducting comparative experiments. This
framework facilitates the application of existing
models by including each original implementation
as sub-models. In addition, we set up a Codalab
competition for further comparison of new models
in a standard scenario, that is, data partitions and
evaluation metrics.

In summary, we developed the following re-
sources for multilingual hate speech detection:

1. Chilean dataset for offensive language de-
tection: We annotated a Spanish Twitter
dataset in several categories related to the phe-
nomenon of offensive language, including a
hate speech category. This dataset is com-
posed of 9834 Spanish tweets and is, as far
as we know, the first one where the data was
originated in South America.

2. Comparative framework: We constructed a li-
brary of models using published cross-lingual
offensiveness detectors. The library facilitates
the use of models by providing a common in-
terface. Moreover, we set up a Codalab com-
petition for further comparison of emergent
models.

3. Resource repository: We organized the ex-
isting datasets into a structured repository to
facilitate authors finding existing resources in
several languages. The repository contains
annotations of the main characteristics of the
existing datasets and direct links for down-
loading them. In addition to datasets, it con-
tains tools for using existing multilingual hate
speech detection models.

In Section 2, we describe the existing datasets
for offensive language detection as well as we com-
ment on the diversity of existing Spanish resources.
Next, in Section 3, we describe the Chilean dataset
we constructed for offensive language detection, in-
cluding a hate speech category. Finally, in Section
4, we describe the tools we created for helping the
authors to replicate and compare new approaches
with the existing ones in a cross-lingual environ-

ment. All resources described in the paper will be
integrated in our centralized code repository3.

Ethical Considerations: The annotators inferred
only female and male genders of the authors and
targets of tweets. The genders were inferred from
names and pronouns. Due to the non-binary nature
of gender, this label should be used carefully to
avoid unfair models.

OFFENSIVE CONTENT WARNING. Because of
the topic of our research, certain examples are po-
tentially offensive. We minimized as much as pos-
sible the number of examples and obfuscated of-
fensive words.

2 Related Work

One of the essential steps for the research in of-
fensive language detection using machine learning
is dataset acquisition. Even when several social
media platforms exist to get data from them, con-
structing a balanced labeled dataset is a costly task
in time and effort. There is not a dataset considered
as standard for this task. Therefore researchers
have to search in the related literature for the ade-
quate one for their experiment.

Most of the existing datasets have been anno-
tated for the English language (Dinakar et al., 2011;
Hosseinmardi et al., 2015; Waseem and Hovy,
2016; Founta et al., 2018) though there exist a few
in other languages such as Spanish (Basile et al.,
2019), Italian (Sanguinetti et al., 2018) and Arabic
(Mubarak et al., 2017). It is important to mention
that even for English, the task is far from being
solved (Arango et al., 2020).

In most cases, the datasets only contain texts
messages and not other information regarding au-
thors, localication, or the conversation to which the
tweet belongs. The lack of information makes the
datasets out of context and limits the use of differ-
ent features. Regarding the data sources, most of
the datasets have been recovered from the Twitter
platform, though a few are composed of Facebook
messages (Bosco et al., 2018) or Youtube com-
ments (Dinakar et al., 2011). As far as we know,
there exists one data repository4 for organizing of-
fensive language datasets.

3https://github.com/aymeam/
Datasets-for-Hate-Speech-Detection

4https://hatespeechdata.com/
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2.1 Spanish Datasets and the Multicultural
Problem:

To the best of our knowledge, there are four differ-
ent datasets (Basile et al., 2019; Pereira-Kohatsu
et al., 2019; Álvarez-Carmona et al., 2018; Fersini
et al., 2018) in the Spanish language, related to the
task of offensive language detection, with a total
of 26 000 messages labeled for hate speech or ag-
gressive content. One of these datasets contained
messages that originated in Spain (Pereira-Kohatsu
et al., 2019) (6000 tweets). Two of them from un-
known origin: IberEval 2018 (Fersini et al., 2018)
(4138 tweets) and SemEval 2019 (Basile et al.,
2019) (5365 tweets). The remaining dataset was
constructed with messages from Mexico: MEX-
A3T (11 000 tweets) being the only resource re-
lated to the hate speech phenomenon built for Latin-
American Spanish.

Being the hate speech phenomenon a cultural
problem, we consider that a model trained on these
datasets would not be able to generalize over dif-
ferent Spanish data from different cultures.

3 Chilean Dataset for Offensive
Language Detection

The research in the Spanish language has been lim-
ited, in part, due to the lack of resources. As we
described in Section 2, the few Spanish available
datasets are composed of examples of the variant
of Spanish spoken in specific regions of the world
with the cultural background associated with it.

We consider it necessary to leverage the first
dataset representative of the Spanish spoken in
South America, particularly Chile. The examples
in this dataset would enrich the understanding of
pffensive language and hate speech by introduc-
ing terms mainly used in this region and targets
of hate unconsidered in previous studies. Next,
we describe the process of annotation and general
features of our datasets.

3.1 Data Recovering
For recovering an initial corpus, we followed a strat-
egy commonly used in the related literature (Basile
et al., 2019; Waseem and Hovy, 2016) which is
identifying words that serve as seeds for querying
online platforms. The use of seeds would guarantee
a higher probability for hateful content to appear in
the crawled data.

Seeds The seeds were gathered by surveying a
group of seven Chilean students. The list includes

terms (or phrases) used in Chile. Some of these
terms are offensive, but others are neutral terms
related to polemic subjects such as sexual nature,
immigration, and others (e.g. haitianos, indígenas,
lesbianas). We recovered a total of 132 seeds that
can be read in our code repository.

Search Parameters Using the pre-defined seeds
and with the help of the Twitter API5, we down-
loaded approximately 61 000 tweets. The tweets’
language was restricted to Spanish, and the geo-
location was prefixed for the Chile area. Along
with each tweet, we recovered the conversation (se-
quence of tweets) that originated them in case of
existing. These conversations serve as context for
each tweet (Qian et al., 2019).

Sample for Annotation From the 61 000 tweets
recovered, we selected 10 000 (one-sixth), taking
a proportional amount of tweets originating from
each seed. In this way, we maintained a representa-
tive sample of all sources.

3.2 Annotation

Three external annotators under contract conducted
the process of labeling the dataset, all three were
native Chileans. First, they went through a train-
ing process, where the three of them labeled the
same set of tweets to make sure they annotated the
content as similarly as possible. They repeated this
process with different sets of tweets until achiev-
ing an inter-annotator agreement higher than 90%
agreement and a Krippendorff’s alpha higher than
0.7 in all the pre-defined labels (Neuendorf, 2002).
After the training process, they proceeded to label
the final dataset, a portion each. Table 1 contains
a summary of this measure obtained during the
training process.

3.3 Chilean Dataset Description

The final dataset contains 9834 tweets annotated
with several labels, some of them related to offen-
sive content based on Chen’s categorization of un-
civil speech (Chen, 2017). In addition, it includes
annotations that contextualize the messages, such
as the target of offensive speech and the use of irony.
As described above, the dataset also contains the
conversation that originated each of them. These
conversations serve as context for the annotated
tweets. Next, we explore the main characteristics
of the resulting dataset.

5https://developer.twitter.com/en/docs/twitter-api
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3.3.1 Offensive Content Labels

Some of the labels in the final dataset encompass
different types of offensive content. These labels
are hate speech, unintended profanity/vulgarity,
insult/appellation, intentional profanity/vulgarity.
The other labels are not directly related to the of-
fensive phenomenon, but help contextualize the
messages and generalize the dataset.

hate speech The tweet contains hate speech if it
includes stereotypical language to offend minority
groups such as women, immigrants, sexual or racial
minorities.

For example, the tweet: “La mapuche es un as-
queroso trapo y los mapuches; cero aporte, son
gasto, daño y destrucción, tampoco originarios."
(“The Mapuche woman is a disgusting rag and
the Mapuche people; zero contribution, they are
a waste of money, damage, and destruction, not
natives either.") is labeled as hateful because the
author is attributing detrimental characteristics to
the mapuche people which are a minority group of
indigenous people in Chile and Argentina.

Hate against this particular minority is also an
example of the dependence of the hate speech phe-
nomenon on socio-cultural factors.

insult/appellation A tweet is labeled as positive
for insults or name calling if the tweet includes
nicknames, phrases, or words that are not profane
but are offensive (such as “s***id" or “j**k").

For example: “ está “mujer” me da vergüenza
ajena." (“ This “woman" embarrases me"), is
labeled as containing insulting language because
the intention is to offend a person (this woman)
without using profane words. On the other hand,
the tweet: “Ma***to flaite hediondo a marihuana."
(“D**n marijuana-smelly chav.") also belongs to
this class because of the use of “flaite" a pejorative
word used in Chile for referring to marginal or
uneducated people (Rojas, 2015).

unintended profanity/vulgar language Some
tweets may contain profane words without the in-
tention of offending anyone, like in: “Que manera
de echar de menos ese estadio por la grandísima
co***a de su madre (“I really miss that mother f***
stadium"). This kind of tweet is labeled as contain-
ing unintended profanity. In this case, mother f***
is an expression used for making emphasis on how
much the author misses the stadium.

Label Positives (%) K
intentional profanity/vulgarity 2668 (27,13) 0,72grosería c/intención
unintended profanity/vulgarity 1358 (13,80) 0,75grosería s/intención
insult/appellation 4036 (41,04) 0,86insulto/sobrenombre
hate speech 633 (6,43) 0,74discurso de odio
migration 405 (4,11) 0,84migración
Venezuela 199 (20.2) 0,73Venezuela
domestic politics 3438 (34,96) 0,81política nacional
marginalized gropus 886 (9,0) 0,74grupos marginalizados
“others" 5220 (53,08) 0,73“otros"
sarcasm/irony/mockery 2125 (21,60) 0,7sarcasmo/ironía/burla
legitimate question 89 (0,9) 1pregunta legítima
evidence 427 (4,34) 0,71evidencia
female figure 1436 (14,60) 0,72figura femenina
male figure 2872 (29,20) 0,75figura masculina
anonymous author 6391 (6498) 0,92autor anonimo
female author 2102 (21,37)

0,81

author femenino

male author 4695 (47,74)author masculino

unk-gender author 3037 (30,88)género desconocido

Table 1: The column “Label" shows each label of the
dataset in both, English and in Spanish languages. The
column “Positives (%)" shows the number and percent
of tweets labeled as positive for each label. Finally,
the column "K" shows the Krippendorff’s measure ob-
tained during the training stage for each of the labels.

intentional profanity/vulgar language: A dif-
ferent type of profanity can be found in the tweet:
“Les dije que el árbitro era un CO***A DE SU
MADRE " (“I told you the referee was a
MOTHER F*** "). Even when we have the
same words as in previous example, in this case,
the annotators marked this tweet as containing in-
tentional profanity, as the author has the intention
to insult a person using profane words (the referee).

3.3.2 Tweets Content

Other labels are meant to enrich the dataset by
spotting linguistic and semantic information of the
tweets. In this sense, we can find annotations re-
garding the content of the tweet.
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male figure: The tweet labels containing male
or female figures are the ones, offensive or not,
directed to a particular person identified by anno-
tators as male, for example: “Tremendo hijo de
p**a eres Marcos." (“You are a tremendous son
of a b***, Marcos.") is labeled as male or female
figure since the message is directed to Antonio, a
male.

female figure: Similar to the male figure label,
the tweet: “Y q dice la autodenominada candidata
feminista al respecto" (“And what does the self-
appointed feminist candidate have to say about
it?") is labeled as female figure since the author
poses a question to a female (feminist candidate).

mention to [topic] There are five labels used
to mark when a tweet makes reference to differ-
ent topics such as immigration, domestic politics,
marginalized groups and others. As an example of
domestic politics is the tweet “Vamos a botar a la
feminazi, #VOTACIONES2021" (“We are going
to kick out the feminazi, # ELECTIONS2021")".

sarcasm/irony/mockery The use of humor or
sarcasm was also identified in this label. This label
could be helpful to disambiguate the message’s in-
tention, that is, the intention of hurting. (e.g. “Aquí
llenando la piscina con las lágrimas de los fachos"
(“Here filling the pool with fascists’ tears").

evidence This category is based on Chen’s (Chen,
2017) definition of deliberative speech, a condition
set to foster healthy conversations on social media.
The tweets are labeled positive for evidence if they
provide statistical evidence, citations, or links with
extra information instead of a mere opinion. For
example: “Expulsión de migrantes efectuada este
domingo en la RM https://t.co/*** vía @***" (“Ex-
pulsion of migrants carried out this Sunday in the
Metropolitan Region https://t.co/*** via @***") is
labeled as evidence because it includes a link to a
news source.

legitimate question Also based on Chen’s work
(2017), a tweet contains a legitimate question if it
poses a non-rhetorical question, for example asking
for more information about a particular event, like
in the tweet: “¿A los venezolanos le están solici-
tando visa para entrar a Peru?" (“Are Venezuelans
requested to have a visa to enter Peru?").

insult prof/vulg hate off

dummy F1 48.7 45.9 49.3 48.6

seed F1 58.8 51.8 47.9 51.6

EMB +RF
F1 66.3 69.8 55.5 66.0
ROC 77.3 76.0 79.8 71.8

Table 2: The Table shows the F-score obtained us-
ing different baselines in different classification tasks
over our dataset. Baselines: dummy = random pre-
dictions; seed = all messages containing one of the
offensive seeds used for recovering the dataset is pre-
dicted as positive; EMB+RF = Spanish Glove Embed-
dings and Radom Forest Classifier; Tasks: insult, pro-
fanity/vulgarity (prof/vulg); hate and offensive (off) de-
tection.

3.3.3 Tweets’ Author Information
All the tweets contain a label of the authors’ gender:
2102 tweets were sent by a female author, 4694 by
a male author. The rest of the authors were identi-
fied as undetermined-gender since the user name
does not suggest either a male or female gender
(e.g., “DVM"; “Patria y Libertad"). The annotators
also labeled information about the anonymity of
the authors. The tweet is labeled as anonymous
if the username is a nickname (e.g. “DVM") or a
name without last name (e.g. “patricia"). There are
5371 unique Twitter users in the dataset.

The 50,67% of the tweets in any offensive cate-
gories were sent by users labeled as males, 20,22%
by females and the rest from undetermined-gender
users.

Table 1 contains a summary of the dataset
columns. A sample of the dataset can be found
in our repository 6 and will be completly published
soon.

3.4 Offensive Content Detection Baselines
We implemented some baselines for offensive lan-
guage detection over our dataset. We defined differ-
ent classification tasks: insult, profanity/vulgarity
(intentional or not) and hate speech detection. In ad-
dition, we tested baselines to identify if a tweet be-
longs to any of the offensive classes. Therefore, we
set the target offensive if the tweet is labeled as any
of the offensive labels (insult or profanity/vulgarity
or hate speech. The results were obtained with a
5-Fold cross validation .

6https://anonymous.4open.science/r/
Datasets-for-Hate-Speech-Detection-0D50/Chilean%
20dataset/Dataset_sample_500.csv
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dummy classifier We predict the values of the
classes randomly, making use of the Sklearn7

dummy classifier.

seed classifier: To verify that there is no seed
bias, we conducted a baseline classification method
consisting of labeling as positive those tweets con-
taining one of the offensive seeds previously used
to recover the dataset (See Section 3.1). Our results
show the best performance on the insult detection
task showing a higher bias in this category. The list
of offensive seeds can be found in our code reposi-
tory. This result was expected since this category
is positive depending on the existence of certain
words. On the other hand, the rest of the tasks
showed nearly random results.

EMB + RF We tested a third baseline using
Spanish FastText embeddings8 and Random Forest
classifier. The word embeddings of 100 dimen-
sions were first averaged into one single vector and
used as input for a Random Forest Classifier with
default parameters. We show the results for 5-fold
cross-validation. The results with this approach,
compare to dummy and seed classifiers, showed
the best results.

The F-Score obtained with the different methods
in the four tasks can be shown in Table 2.

4 Comparative Framework

In the related literature of offensive language de-
tection, there is a lack of comparative studies. This
situation is more noticeable in cross-lingual ap-
proaches as a relatively new sub-area. There is no
consensus about the best approaches for solving
the cross-lingual detection task.

With the purpose of alleviating this situation,
we propose two tools for cross-lingual approaches
comparison:

1. A python library that contains published cross-
lingual hate speech detection models as meth-
ods: The library has five published models.
Each model consists of the original implemen-
tation code as a sub-module, plus a class in-
terface that standardizes all models’ input to
simplify their use. In addition, the library con-
tains the main class whose attributes are the
previously mentioned models and auxiliary
tools for evaluation and data management. A

7https://scikit-learn.org/stable/
8https://github.com/dccuchile/spanish-word-embeddings

ACL19 EMNLP20 ECML20

EN → ES
F1 48.42 53.26 64.56
ROC 50.83 63.42 73.14

ES → EN
F1 45.54 60.22 60.09
ROC 49.20 69.53 63.91

EN → CL
F1 49.17 38.19 48.83
ROC 50.12 48.16 60.85

CL → EN
F1 44.58 47.33 51.6
ROC 51.25 47.83 54.33

Table 3: Cross-lingual experiments using there differ-
ent datasets: English (Basile et al., 2019) (EN), Spanish
(Basile et al., 2019) (ES), and our Spanish dataset re-
covered from Chile (CL). Models: ACL19 (Pamungkas
and Patti, 2019); EMNLP20 (Ranasinghe and Zampieri,
2020); ECML20 (Aluru et al., 2020); WEBSCi21 (Vi-
tiugin et al., 2021).

brief description of the models can be found
in Section 4.1

2. An open competition in Codalab9 for further
comparison. We set up an open competition
in Codalab to promote fair comparison among
cross-lingual approaches. Different leader-
boards can be found for the different configu-
rations.

4.1 Cross-lingual Models

We found a few papers describing cross-lingual
approaches. We included them in our library using
the original companion code.

ACL19 As a preparation stage for the model pro-
posed by Pamungkas et al. (2021), it is necessary
to translate the data into the target language. The
model consists of training two different LSTM ar-
chitectures. The first one is trained with the original
training data, and the other is trained using the data
translated into the testing language. Finally, the
two outputs are concatenated and used as input for
a final linear output layer.

ECML20 In this paper, Aluru et al. (2020)
described different approaches for cross-lingual
hate speech detection with different architectures.
Those are the multilingual Bert model, the GRU
model, and a combination of LASER embeddings
and Logistic Regression (LR) classifier. The model

9https://codalab.lisn.upsaclay.fr/competitions/1221?
secret_key=c1de3893-de48-4ca1-8071-89e82f189039
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that combines LASER embeddings and LR clas-
sifier turned to be the best approach. Our library
includes three types of models, though in Table 3
we only report the best results.

EMNLP20 Ranasinghe and Zampieri (2020)
proposed a transfer learning strategy. First, an
XLM-R classification model is trained using data
from one language, and the weights are saved.
Then, these weights are used to initialize the model
and predict labels in a different language.

We used our library for reproducing the previ-
ously mentioned models in a cross-lingual way
using three different languages English, Spanish
(Basile et al., 2019), and our Chilean dataset. In Ta-
ble 3, we show the results we obtained in different
cross-lingual experiments.

4.2 Evaluation Datasets
For evaluation, we used the Spanish (ES) and En-
glish (EN) datasets constructed for the SemEval
2019 competition (Basile et al., 2019). As we men-
tioned in Section 2, the authors of these datasets did
not specify any location for recovering the data. Ex-
amining the tweets objects of the Spanish dataset,
we noticed only a few with geo-location informa-
tion, some belonging to Spain, México, though
most of them were unknown. We compare the
cross-datasets performance with the performance
across different variants of Spanish: general Span-
ish (ES) and the variant of Spanish spoken in Chile
(CL). To this end, we add experiments using our
previously described Chilean (CL) dataset. We
show precision, recall, and F-score metrics, the
commonly used metrics, and the ROC metric.

4.2.1 Cross-lingual Results
In general, the cross-lingual setup, including
the Spanish (ES) dataset, performed better than
Chilean (CL). One of the reasons for this could
be the data used for pre-trained models; for ex-
ample, ECML20 model is based on LASER rep-
resentations. These are multilingual sentence em-
beddings constructed from parallel data. The data
used may not encompass some of the words used in
South America, though a more profound analysis
is needed. Despite presenting a simple structure
(LASER + LR), ECML20 model showed the over-
all best results.

4.2.2 Cross-cultural Results
We tested the models in monolingual Spanish se-
tups but using datasets from different socio-cultural

ACL19 EMNLP20 ECML20

CL → ES
F1 50.0 53.1 56.7
ROC 51.2 57.0 64.2

ES → CL
F1 46.1 41.3 46.7
ROC 49.9 46.6 53.0

Table 4: Cross-cultural experiments using two
different datasets: Spanish (Basile et al., 2019)
(ES) and our Spanish dataset recovered from Chile
(CL). Models: ACL19 (Pamungkas and Patti,
2019); EMNLP20 (Ranasinghe and Zampieri, 2020);
ECML20 (Aluru et al., 2020); WEBSCi21 (Vitiugin
et al., 2021).

contexts.
One of the datasets is the SemEval Spanish

dataset (Basile et al., 2019) with examples orig-
inated in Spain. The other is our dataset, also in
Spanish, but originated in Chile. The results in
terms of F1 and ROC are shown in Table 4.

The best overall results were obtained using the
ECML20 model in the CL → ES configuration.
Despite being datasets from the same language, the
knowledge transfer was, in general, poor. All the
results were lower than the ones obtained in an
inside-dataset experiment shown in Table 2. These
results evidence of the differences between the two
Spanish variants, the different hate targets of the
two geographical regions, though much more in-
side in this regard is needed.

4.3 Repository Description
To facilitate finding an appropriate dataset, we or-
ganized them in a centralized repository. So far,
we have listed 39 datasets, 20 of which are in the
English language and 19 others in different lan-
guages such as Arabic (5), Spanish (4), Italian (3),
Portuguese (1), among others.

In our repository the datasets are separated by
languages and have the following structure:

• Datasets (Link to paper): Abbreviated name
of the dataset with a link for downloading the
paper description.

• Objects: Which are the type of objects (e.g.
tweets, images, sentences).

• Size: The number of objects in the dataset.

• Available: A direct link for downloading the
dataset is provided if the dataset is publicly
available.
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• Labels: The labels in which the objects are cat-
egorized (e.g. (hateful, non-hateful), (racist,
sexist, either))

Approximately, 64% are composed of tweets,
but other objects can be found, such as Facebook
comments or Twitter users. Although some of
the below-listed datasets are not explicitly avail-
able, they could be obtained from the authors if
requested. ee Our comparative framework (Sec-
tion 4) facilitates the use of previously published
models for cross lingual hate speech detection.

5 Conclusions

We described three resources for the multilingual
offensive language detection task. These resources
would be helpful in the development of the multilin-
gual sub-area, which have been under-addressed.

We constructed the first Chilean dataset for hate
speech and offensive language to alleviate this sit-
uation. The dataset contains 9834 tweets in the
Spanish language that originated in Chile. The
tweets are labeled in several categories related to
offensive content. Furthermore, it includes annota-
tions associated with the content of the tweets.

Finally, we created a comparative framework
(library + competition) to facilitate researchers to
compare new models with the existing ones. The
library is implemented in python and contains, as
submodels, previously published cross-lingual ap-
proaches for hate speech detection. The competi-
tion is hosted in Codalab and offers a scenario for
comparing new models with the existing ones.

The resource repository would facilitate re-
searchers to find, in one place, the datasets that
better meet their needs as well as tools for easily
comparing their work with previously existing mod-
els. From our repository, it is noticeable the lack
of available Spanish examples. Moreover, there is
a low representation of different types of Spanish
spoken worldwide.
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Abstract

Uses of pejorative expressions can be benign
or actively empowering. When models for
abuse detection misclassify these expressions
as derogatory, they inadvertently censor produc-
tive conversations held by marginalized groups.
One way to engage with non-dominant per-
spectives is to add context around conversa-
tions. Previous research has leveraged user-
and thread-level features, but it often neglects
the spaces within which productive conversa-
tions take place. Our paper highlights how com-
munity context can improve classification out-
comes in abusive language detection. We make
two main contributions to this end. First, we
demonstrate that online communities cluster
by the nature of their support towards victims
of abuse. Second, we establish how commu-
nity context improves accuracy and reduces the
false positive rates of state-of-the-art abusive
language classifiers. These findings suggest a
promising direction for context-aware models
in abusive language research.

1 Introduction

Existing models for abuse detection struggle to
grasp subtle knowledge about the social environ-
ments that they operate within. They do not
perform natural language understanding and con-
sequently cannot generalize when tested out-of-
distribution (Bender et al., 2021). This problem is
often the result of training data imbalance, which
encourages language models to overestimate the
significance of certain lexical cues. For instance,
Wiegand et al. (2019) observe that “commentator”,
“football”, and “announcer” end up strongly corre-
lated with hateful tweets in the Waseem and Hovy
(2016) corpus. This trend is caused by focused sam-
pling, and it does not reflect an underlying property
of abusive expressions.

When models rely on pejorative or demographic
words, they can encode systemic bias through false

† These authors made equal contributions.

positives (Kennedy et al., 2020). For example, re-
search has established that detection algorithms
are more likely to classify comments written in
African-American Vernacular English (AAVE) as
offensive (Davidson et al., 2019; Xia et al., 2020).
Benign tweets like “Wussup, n*gga!” and “I saw
his ass yesterday” both score above 90% for tox-
icity (Sap et al., 2019). Similarly, Zhang et al.
(2020) analyze the Wikipedia Talk Pages Corpus
(Dixon et al., 2018) and find that 58% of comments
that contain the term “gay” are labelled as toxic,
while only 10% of all comments are toxic. This
enables the misclassification of positive phrases
like “she makes me happy to be gay”. Even Twit-
ter accounts belonging to drag queens have been
rated higher in terms of average toxicity than the
accounts associated with white nationalists (Oliva
et al., 2021). These findings underline how lan-
guage models with faulty correlations can facilitate
the censorship of productive conversations held by
marginalized communities.

Productive conversations containing slurs are
common, and they take many forms (Hom, 2008).
Research inspired by the #MeToo movement has
focused on the detection of sexual harassment
disclosures by victims (Deal et al., 2020), but
this research has not been sufficiently integrated
into the literature on abusive language detection.
The distinction between actual sexist messages
and messages calling out sexism is rarely ad-
dressed in the field (Chiril et al., 2020). A sim-
ilar trend is seen with sarcasm. Humor and self-
irony can be employed as coping mechanisms by
victims of abuse (Garrick, 2006), yet they con-
stitute frequent sources of error for state-of-the-
art classifiers (Vidgen et al., 2019). For exam-
ple, the median toxicity score for language on
transgendercirclejerk, a “parody [sub-
reddit] for trans people”, is as high as 90% (Kurrek
et al., 2020). More broadly, transgender users are
“excluded, harmed, and misrepresented in existing
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platforms, algorithms, and research methods” re-
lated to network analysis (Stewart and Spiro, 2021).

Meaningful improvements in abusive language
detection require a thoughtful engagement with the
perspectives of marginalized communities and their
allies. One way to ensure that machine learning
frameworks are socially conscientious is to add
context around conversations. Past research has ex-
plored the contextual information within conversa-
tion threads (Pavlopoulos et al., 2020; Ziems et al.,
2020), user demographics (Unsvåg and Gambäck,
2018; Founta et al., 2019), user history (Saveski
et al., 2021; Qian et al., 2018; Dadvar et al., 2013),
user profiles (Unsvåg and Gambäck, 2018; Founta
et al., 2019), and user networks (Ziems et al., 2020;
Mishra et al., 2018) with varying degrees of suc-
cess in improving performance. However, most
modelling efforts for abusive language detection
neglect one major aspect of online conversations:
the community environment they take place within.

Online communities adhere to a variety of soci-
ologistic norms that reinforce their identities. This
phenomenon is easily observed on Reddit, where
community structure is an explicit component of
platform design. For example, the majority of com-
ments on the pro-Trump subreddit The_Donald
delegitimize liberal ideas (McLamore and Uluğ,
2020; Soliman et al., 2019). Similarly, a collection
of “manosphere” subreddits espouse misogynistic
ideologies (Stewart and Spiro, 2021; Ging, 2019).
More broadly, communities can reinforce “toxic
technocultures" (Massanari, 2017), and those tech-
nocultures are not limited to Reddit. Community
structure is present across 4chan, Facebook, Voat,
etc., and it exists in a less explicit manner on plat-
forms like Twitter (Silva et al., 2017).

In this paper, we study community context on
Reddit, and we focus specifically on language that
is collected using slurs. We demonstrate that sub-
reddits cluster by the nature of their support to-
wards marginalized groups, and we use subred-
dit embeddings to improve the accuracy and false
positive rates of state-of-the-art abusive language
classifiers. While our analysis is platform-specific,
it suggests a promising new direction for context-
aware models.

2 Related Work

2.1 Methods in Abusive Language Detection

Abusive language detection is a relatively new
field of research, with “very limited” work from

as recently as 2016 (Waseem and Hovy, 2016).
Early methods featured Naive Bayes (Liu and
Forss, 2014), SVMs (Tulkens et al., 2016), Random
Forests (Warner and Hirschberg, 2012), Decision
Trees (Del Vigna et al., 2017), and Logistic Regres-
sion (Burnap and Williams, 2014; Greevy, 2004).

However, recent developments in NLP have di-
rected the field towards neural and Transformer-
based approaches. CNNs, LSTMs (+ Attention),
and GRUs have been widely used in the litera-
ture (Mathur et al., 2018; Meyer and Gambäck,
2019; Chakrabarty et al., 2019; Zhang et al., 2018;
Modha et al., 2018). As of 2019, researchers
have begun adopting pre-trained language models.
Contemporary work leverages BERT, DistilBERT,
ALBERT, RoBERTA, and mBERT (Alonso et al.,
2020; Davidson et al., 2020). In fact, Bodapati
et al. (2019) note that seven of the top ten perform-
ing models for offensive language identification
at SEMEVAL-2019 were BERT-based. A similar
trend was seen at SEMEVAL-2020, where “most
teams used some kind of pre-trained Transformers”
(Zampieri et al., 2020). Regardless of architecture,
methods in abusive language detection can be di-
vided into content- and context- based approaches.

Content-based approaches rely on comment text
for feature engineering. Researchers have used
TF-IDF weighted n-gram counts as well as distribu-
tional embeddings for text representation (David-
son et al., 2017; Nobata et al., 2016; Van Hee et al.,
2018), POS tags or dependency relations for encod-
ing syntactic information (Narang and Brew, 2020),
and the frequencies of hashtags, URLs, user men-
tions, emojis, etc. for detecting platform-specific
tokens. Lexicons are also popular for capturing
sentiment, politeness, emotion, and hate words
(Cao et al., 2020; Nobata et al., 2016; Markov and
Daelemans, 2021; Koufakou et al., 2020). The
central assumption behind content-based abusive
language detection is that comments can be ex-
clusively assessed using textual features. How-
ever, this assumption neither holds in theory nor in
practice because linguistic structures are discourse-
determined, and that discourse is shaped by social,
historical, and political context (Bridges, 2017).
Semantics cannot be completely interpreted us-
ing content cues alone. Even human annotators
struggle to classify comments that involve satire
or homonymy in the absence of broader context
(Kurrek et al., 2020). In light of these concerns,
researchers are increasingly identifying the impor-
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Figure 1: A subset of our subreddit embeddings plotted in two-dimensions using UMAP. Community clusters
emerge based on the nature of users’ support towards marginalized groups.

tance of user and conversational features to their
detection frameworks. We summarize five main
trends in the literature below.

Conversational Context. Attempts have been
made to situate abusive comments within conver-
sation threads. Threads have been studied using
preceding comments (Pavlopoulos et al., 2020;
Karan and Šnajder, 2019), discussion titles (Gao
and Huang, 2017), and counts for aggressive com-
ments (Ziems et al., 2020). The position of a com-
ment in a thread - start or end - has also been consid-
ered (Joksimovic et al., 2019). Finally, researchers
have analyzed conversation graphs for topological
indicators of abuse (Papegnies et al., 2017).

User Demographics. Researchers have attempted
to incorporate user-level context through demo-
graphic signals for age, location, and gender. Age
has been extracted from user disclosures, but these
disclosures can be unreliable when users have an
incentive to view adult-rated content (Dadvar et al.,
2013). Previous work has inferred gender from
user names (Waseem and Hovy, 2016; Unsvåg and
Gambäck, 2018), expressions in user biographies
(Waseem and Hovy, 2016; Unsvåg and Gambäck,
2018), and in-game avatar choices (Balci and Salah,
2015), but these methods can fail when names
are gender-neutral. Location information obtained

through geo-coding has also been used to analyze
hateful tweets (Fan et al., 2020).

User History. Patterns in user behaviour, includ-
ing daily logins (Balci and Salah, 2015), favourites
(Unsvåg and Gambäck, 2018), and posting history
(Saveski et al., 2021; Ziems et al., 2020), can be
used as features in abusive language detection mod-
els. Some work focuses directly on the content of
past comments. For example, Dadvar et al. (2013)
look for the prevalence of profanity in text. Con-
versely, Qian et al. (2018) encode all historical
posts by a user. Similarly, Ziems et al. (2020) cre-
ate TF-IDF vectors derived from a user’s timeline.

User Profiles. Several elements of profile meta-
data have been studied as a proxy for digital iden-
tity. These elements include usernames (Gao and
Huang, 2017), user anonymity, the presence of
updated profile pictures (Unsvåg and Gambäck,
2018), biographies (Miró-Llinares et al., 2018), ver-
ified account status (Ziems et al., 2020), counts for
followers (Founta et al., 2019), and friends (Balci
and Salah, 2015). Some other profile features in-
clude profile language (Galán-García et al., 2016)
and account age (Founta et al., 2019).

User Networks. Homophily in social networks
induces user clusters based on shared identities.
These clusters have been shown to represent col-
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lective ideologies and moralities (Dehghani et al.,
2016), motivating researchers to examine local user
networks for markers of abusive behaviour. Inter-
action and connection-based social graphs are ana-
lyzed using Jaccard’s similarity and eigenvalue or
closeness centrality (Ziems et al., 2020; Chatzakou
et al., 2017; Founta et al., 2019; Unsvåg and Gam-
bäck, 2018; Papegnies et al., 2017), which are also
relevant for creating user embeddings.

2.2 Methods in Community Profiling

Network data may capture localized trends about
individual users, but it often overlooks how groups
of users behave as a whole. There are connection-
and content-based solutions for explicit community
profiling which, to the best of our knowledge, exist
outside of contemporary abusive language research.
Connection-based solutions evolved out of the idea
that similar communities house similar users. In
contrast, content-based solutions claim that similar
communities contain similar content.
Connection-based Representations. Vector repre-
sentations of online communities are known to en-
code semantics (Martin, 2017). Popular techniques
for obtaining these representations require the con-
struction of a community graph. Kumar et al.
(2018) construct a bipartite multigraph between
Reddit users and subreddits. An edge ui → sj
is added for each post by a user ui in a subred-
dit sj . The graph is then used to learn subreddit
embeddings by a “node2vec-style” approach.

Martin (2017) creates a symmetric matrix of
subreddit-subreddit user co-occurrences, where
Xij is the number of unique users who have com-
mented at least ten times in the subreddits i and
j. Skip-grams with negative sampling or GloVe
can then be used to obtain subreddit embeddings.
Here, subreddits and user co-occurrences inherit
the role of words and word co-occurrences respec-
tively. Waller and Anderson (2019) also treat com-
munities as “words” and users who comment in
them as “contexts” and adapt word2vec for com-
munity representations. The subreddit graph pro-
posed in Janchevski and Gievska (2019) contains
edges weighted by the number of shared users be-
tween the two subreddits. They only consider users
who participate in at least ten subreddits and use
node2vec to generate node embeddings.
Content-based Representations. Content-based
solutions for community profiling rely on methods
for document similarity. Janchevski and Gievska

(2019) average the word2vec representations for
the top 30 words in each subreddit, ranked by TF-
IDF score. This research is currently limited, rela-
tive to other techniques.

3 Methodology

3.1 Corpus

We select the Slur-Corpus by Kurrek et al.
(2020). It consists of 40k human-annotated Reddit
comments. Every comment contains a slur and is
labelled as either derogatory (DEG), appropriative
(APR), non-derogatory non-appropriative (NDNA),
or homonym (HOM). The corpus is nearly evenly
split between derogatory and non-derogatory
(APR, NDNA, HOM) slur usages, with 51% of
comments labelled DEG (see Table 1).

The Slur-Corpus is one of few community-
aware resources for abusive language detection.
The data is sampled over the course of a decade
(October 2007 to September 2019), reflecting a
variety of users and language conventions. Ev-
ery comment is published with the subreddit from
which it was sourced, and the authors curate con-
tent across a number of antagonistic, supportive,
and general discussion communities. As opposed
to random sampling, this method guarantees the
representation of targeted and minority voices. We
see this as crucial for investigating the role of social
context within abusive language conventions.

3.2 Definitions

Subreddits are niche communities dedicated to the
discussion of a particular topic, with users partici-
pating in subreddits that engage their personal inter-
ests. As a result, subreddits often exhibit language
specificity that can be leveraged for making infer-
ences about slur usages.

Consider the slur tr*nny. The comment, “I
am genuinly surpised at a suicidal tr*nny” from
CringeAnarchy is derogatory. In contrast, “So
do I. Just that the tr*nny is dying on me lol.” from
Honda is non-derogatory because tr*nny is being
used as a homonym. Both of these subreddits ad-
here to different linguistic norms and appeal to
different user bases. Quantifying these differences
is important. Niche or small automotive subreddits
are likely to be related to Honda, and their users
may also use tr*nny to mean transmission.
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Label Count % Stats Count
DEG 20531 51% Users 36962
NDNA 16729 Posts 34610
HOM 1998 49% Subreddits 2691
APR 553
Total 39811

Table 1: Characteristics of the Slur-Corpus. The
split between DEG and NDG comments is nearly equal.

3.3 Constructing Subreddit Embeddings

We construct subreddit embeddings based on user
comment co-occurrence. This method aligns with
prior work on the subject (Martin, 2017; Kumar
et al., 2018; Waller and Anderson, 2019), but ex-
tends it by considering data collected at a much
larger scale. We use all publicly available Red-
dit comments prior to September 2019 in order to
generate lists of users that comment in each found
subreddit (Baumgartner et al., 2020). We then store
frequency counts for each list and, in total, identify
998K unique subreddits and 42.7M unique authors
over the course of 12 years. There is a long tail
because many subreddits have low participation.

Next, we identify active users, defined as being
any users with at least ten comments in a subreddit.
We exclude bot accounts and focus on top subred-
dits by activity. This leaves 10.4K subreddits and
12.2M unique users. With this data, we build a sub-
reddit adjacency matrix A, where Aij is the number
of co-occurring users in subreddits i and j. We use
GloVe to generate dense embeddings from A, and
we run it over 100 epochs with a learning rate of
0.05 and a representation size of 150.

3.4 Evaluating Subreddit Embeddings

Our tests for subreddit similarity seek to capture
two conditions: (1) compositionality: similar sub-
reddits have similar constituent subreddits; and (2)
analogy: subreddit similarity is preserved under
analogical argument. We rely on vector algebra to
model each of these two conditions.

3.4.1 Similarity

The similarity between subreddits Si and Sj is sim-
ply the cosine similarity of their representations:

sim(Si, Sj) =
S⃗i · S⃗j

|S⃗i||S⃗j |

3.4.2 Composition Tests
We find a subreddit Sk that represents the sum of
Si and Sj . We create V⃗ = S⃗i + S⃗j , and then
compute Sk := maxx({sim(V⃗ , S⃗x)}). We run
the composition test to identify local sports team
subreddits from combinations of sport and city sub-
reddits (

−−−→
sport+

−−→
city =

−−−→
team). We base these tests

on the evaluations of Martin (2017).

3.4.3 Analogy Tests
We find a subreddit Sn such that S⃗i : S⃗j :: S⃗m :

S⃗n for a triad of subreddits Si, Sj and Sm. We
create V⃗ = S⃗i − S⃗j + S⃗m and then compute Sn =

maxx({sim(V⃗ , S⃗x)}). The analogy tests, based
on Waller and Anderson (2019), identify:

1. A local team given a city and sport:
−−→
city :

−−−→
team ::

−−→
city′ :

−−−→
team′

2. A sport given a team and its city:
−−−→
team :

−−−→
sport ::

−−−→
team′ :

−−−→
sport′

3. A city given a university
−−−−−−−→
university :

−−→
city ::

−−−−−−−−→
university′ :

−−→
city′

In total, we ran 157 composition tests and 6349
analogy tests. In 81% of cases, the correct answer
to a composition test was in the top five most sim-
ilar subreddits. Similarly, in 84% of cases, the
correct answer to an analogy test was in the top five
most similar subreddits. Examples are highlighted
in Table 2, and we note that they are in line with
the results reported in the original paper.

3.5 Context Insensitive Classifiers
To assess the importance of community context, we
run a series of context sensitive and context insen-
sitive experiments. We run all experiments using a
5-fold cross validation in order to label the entire
corpus. Moreover, we use stratified sampling to en-
sure a uniform distribution of slurs, subreddits, and
labels across all folds. Below, we describe the mod-
els used for our context insensitive experiments.

(LOG-REG) Our first classifier is a Logistic Re-
gression with L2 regularization. We preprocess
the corpus by lowercasing and stemming the text,
removing stop words, and masking user mentions
and URLs prior to tokenization. Each token is then
weighed using TF-IDF to create unigram, bigram,
and trigram features. We use scikit-learn to
create our classification pipeline.
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city + sport = team city : team :: city : team
toronto + baseball = Torontobluejays boston : BostonBruins :: toronto : leafs
chicago + baseball = CHICubs boston : Patriots :: chicago : CHIBears
chicago + hockey = hawks team : sport :: team : sport
chicago + nba = chicagobulls redsox : baseball :: BostonBruins : hockey
boston + baseball = redsox redsox : baseball :: Patriots : nfl
boston + hockey = BostonBruins university : city :: university : city
boston + nba = bostonceltics mcgill : montreal :: UBC : vancouver
boston + nfl = Patriots mcgill : montreal :: UofT : toronto

Table 2: Examples of subreddit embedding evaluation, based on our composition and analogy tests.

gaybros Blackfellas trans AgainstHateSubreddits
askgaybros blackladies transpositive Fuckthealtright
gay BlackHair ask_transgender TopMindsOfReddit
gaymers racism MtF beholdthemasterrace

4chan CoonTown GenderCritical MGTOW
ImGoingToHellForThis GreatApes itsafetish WhereAreAllTheGoodMen
classic4chan WhiteRights GCdebatesQT TheRedPill
CringeAnarchy AntiPOZi Gender_Critical asktrp

changemyview hiphop cars relationships
PoliticalDiscussion 90sHipHop Autos AskWomen
bestof rap BMW relationship_advice
TrueAskReddit hiphop101 carporn offmychest

Table 3: Top three subreddits by cosine similarity to each subreddit in bold (experiments run on top five).

(BERT) Our second classifier is BERT. We use
BERT-BASE pre-trained on uncased data with the
AdamW optimizer, which has a final linear layer. It
takes the top-level embedding of the [CLS] token
as input. We do fine-tuning over four epochs with
a batch size of 32, and we choose a learning rate of
2e-05 and epsilon 1e-81.

[CLS] c [SEP]

(PERSPECTIVE) We use a publicly available
commercial tool for toxicity detection2. It is a
CNN-based model that is trained on a high volume
of user-generated comments across social media
platforms. While the tool is updated by PERSPEC-
TIVE, the API cannot be retrained, fine-tuned, or
modified. We use 0.8 as our threshold for DEG.

3.6 Context Sensitive Classifiers

Below, we describe the models used for our context
sensitive experiments.

(LOG-REG-COMM) We use the same setup as in
LOG-REG, but we include an additional feature
for the name of each subreddit that comments are
sourced from. This is done with the purpose of in-
corporating a social prior with which the algorithm
can contextualize the comment text.

1All BERT experiments were performed on Google
Colab with Tesla V100-SXM2-16GB GPU, and we
use BERTForSequenceClassification from
huggingface for our implementation.

2www.perspectiveapi.com

(BERT-COMM) We concatenate the name of each
source subreddit to the beginning of each text be-
fore passing the comment to BERT.

[CLS] s + c [SEP]

(BERT-COMM-SEP) In our second variant for
context sensitivity, we use the sentence entailment
format for BERT. This model concatenates the
comment with the source subreddit, separated by
BERT’s [SEP] token. The model is fine-tuned in
the same way as our other BERT models.

[CLS] c [SEP] s [SEP]

(BERT-COMM-NGH) We use our trained GloVe
embeddings (see Section 3.3) to obtain the five
most similar subreddits to each source subreddits.
This allows us to build a direct community neigh-
borhood that we concatenate to the source subred-
dit. We train this variant of BERT using the same
sentence entailment format as was described above.

[CLS] c [SEP] s1 s2 ... s6 [SEP]

4 Results

4.1 Subreddits Cluster around Social Polarity

Prior work has established that communities clus-
ter around topics like music, movies, and sports
(Martin, 2017). We want to examine how subreddit
neighbourhoods behave based on the nature of their
support towards marginalized groups. We identify
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Performance % Classified DEG
Accuracy Precision Recall F1 DEG NDNA APR HOM

PERSPECTIVE 0.6132 0.6147 0.6102 0.6079 70.75% 53.10% 53.16% 10.71%
LOG-REG 0.8003 0.8009 0.7994 0.7997 82.85% 22.46% 61.30% 16.67%
LOG-REG-COMM 0.8002 0.8001 0.7999 0.8000 81.10% 20.53% 58.95% 15.67%
BERT 0.8856 0.8854 0.8857 0.8855 88.06% 10.26% 47.20% 6.31%
BERT-COMM 0.8905 0.8904 0.8908 0.8905 88.08% 9.38% 42.31% 5.36%
BERT-COMM-SEP 0.8930 0.8930 0.8934 0.8930 88.12% 8.95% 39.60% 5.11%
BERT-COMM-NGH 0.8923 0.8924 0.8928 0.8923 87.82% 8.80% 39.78% 4.75%

Table 4: Results from our classification task. We report the percentage of each gold label that is classified as DEG.
This indicates the percentage of true positives for DEG and the percentage of false positives for the other three labels.

eight supportive and antagonistic subreddits and
use our GloVe embeddings to extract the three
most similar communities to each of them (see:
Table 3). We make two main observations.

First, we observe that supportive subreddits are
most similar to other supportive subreddits that
cater towards the same marginalized community.
For instance, the neighbourhood of gaybros, a
subreddit built for the LGBTQ+ community, con-
tains other subreddits based on pride and sup-
port: askgaybros, gay, and gaymers. A
similar trend is observed with the neighbours of
Blackfellas and trans.

Second, we see that antagonistic subreddits
are most similar to other antagonistic subreddits.
GenderCritical is contained in a cluster of
anti-trans subreddits, MGTOW is near misogynistic
subreddits, and CoonTown is surrounded by racist
subreddits. This highlights how polarizing com-
munities tend to cluster around other communities
with the same, or similar, polarities.

Figure 1 shows the embeddings of a sample of
subreddits from Slur-Corpus plotted in two-
dimensions using UMAP. There are independent
groups for misogynistic, racist, toxic, anti-hate,
black, gay, and trans subreddits.

4.2 Subreddit Context Reduces False Positives
We present the results from our classification exper-
iments in Table 43. The results will be discussed
through two lenses: (1) overall performance; and
(2) performance by label.
BERT-based models outperformed classifiers

based on Logistic Regression. This is unsurprising,
given that Transformers are the current state-of-the-
art in NLP. However, LOG-REG achieves nearly
20% higher accuracy than PERSPECTIVE. While
this performance gap is likely the result of the data
used to train both models, it is concerning given
that the Perspective API is widely used as a tool

3We report Macro F1.

BERT ∩ BERT-COMM-SEP
FP 765 1339 480
TP

1067
{

587 17492 599
}

1364TN 480 16696 765
FN 599 1853 587

2.68% 6.11% 93.89% 6.11% 3.43%

Table 5: The effect of community context on BERT
classification outcomes. The column ∩ counts the
number of comments with identical labels from BERT
and BERT-COMM-SEP, while the columns relating to
each classifier only describe comments with different
labels. The percentages 2.68% and 3.43% represent
the share of true positives and negatives for BERT and
BERT-COMM-SEP, respectively.

for toxicity detection with both commercial4 and
academic applications (Cuthbertson et al., 2019).

For both BERT and LOG-REG, the addition of
subreddit context reduced the number of false pos-
itives across all three non-derogatory labels. Per-
formance on DEG comments remained relatively
unchanged. The highest increase in performance
was seen with BERT-COMM-SEP, which had each
source subreddit concatenated to the comment with
a middle [SEP] token. Adding subreddit context
led to a significant improvement for appropriative
text, across which the false positive rate decreased
by almost 8%. For example, “Tr*nny here, some
of us are actually really cool.” was originally mis-
classified without community context.

Surprisingly, BERT-COMM-NGH, our model
with expanded neighbourhood context, showed lit-
tle improvement over BERT-COMM-SEP. While
the identification of NDNA and HOM improved
marginally, the false positive rate for appropria-
tive language increased. One possible explanation
is that smaller communities did not have a signif-
icant presence in the Slur-Corpus (8% of all
subreddits accounted for 80% of all comments),
and consequently the performance gains associated

4Trusted partners include Reddit, The New York Times,
The Financial Times, and the Wall Street Journal.
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with comments belonging to these subreddits was
marginal. We still believe that neighbourhood con-
text is important for determining the nature of niche
communities based on their proximity to larger, es-
tablished supportive or antagonistic communities.
Further analysis of this model is required to under-
stand its full potential.

4.3 Understanding Context Sensitivity

We call a comment “context sensitive” if the ad-
dition of context changed its classification label.
BERT and BERT-COMM-SEP have comparable
performance on the majority of the corpus: 94%
of comments are context insensitive (see Table
5). However, 1364 of the total classification er-
rors made by BERT were rectified with the inclu-
sion of social context. These classifications rep-
resented > 3% of the actual corpus, but 56% of
context-sensitive comments within it. In Table 6,
we present examples of top subreddits for both true
positive and true negative context sensitive com-
ments, along with comments for each. The true
positive comments largely belonged to antagonistic
subreddits, while the true negative ones belonged to
supportive subreddits. Community context helped
BERT-COMM-SEP identify community polarity.

5 Discussion

Our analysis points to two key resources that would
benefit future abusive language research.

Subreddit embeddings for community sampling.
Systems for abuse detection should reliably identify
different variations of abuse (e.g. sexism, racism,
etc.), while still exhibiting sensitivity towards non-
derogatory comments (e.g. appropriation, reclama-
tion, etc.). One way to achieve this is to ensure con-
tent diversity in training data. Kurrek et al. (2020)
specifically use community sampling to achieve
this kind of diversity. The authors collect com-
ments from various Reddit communities, but their
work is limited by the absence of resources that
identify and consolidate supportive or antagonistic
subreddits. Instead, they rely on manual data explo-
ration. There are several issues with this approach.
First, knowing which communities to look for (and
how to find them) requires a high degree of domain
knowledge. Second, manual comment analysis is
an expensive task, which makes it difficult to scale
or reuse as new communities form. Third, this
method is prone to overlooking smaller, niche sub-
reddits that would otherwise have been found using

True Positives

CringeAnarchy
I am genuinly surpised at a suicidal tr*nny

4chan
This is basically everyday in Atlanta. It’s n*gger/sp*c
central. Give a useful warning next time.

True Negatives

BlackPeopleTwitter
Shit Britney rides for us too, idk if you seen when she
was about to let the hands fly on some dude for calling her
security a n*gger

askgaybros
Masc bear here. Twinks are my favorite and f*ggot is a
pretty funny word :b

Table 6: Top subreddits across comments whose labels
were correctly classified with the addition of context.

a neighborhood exploration of community clusters.
We propose the use of subreddit embeddings in
future research to further extend efforts on diverse
and representative content collection.

Community context for protecting productive
conversations. One of our primary research objec-
tives was to ensure that detection frameworks do
not mistakenly classify productive conversations as
abusive. Community contextualized models, based
on Logistic Regression and BERT, better identi-
fied non-derogatory comments than their context-
insensitive counterparts. Context was found to be
particularly helpful for identifying appropriative
language, resulting in an 8% increase in accuracy
with the addition of a subreddit name. Appropri-
ation is a tool used by marginalized populations
to counteract oppression. When abuse detection
frameworks misclassify reclamation, they censor
the empowerment tools of the very communities
that they are installed to protect. Our analysis of the
Slur-Corpus suggests that productive conver-
sations tend to happen in safe and supportive social
spaces. It is therefore crucial that these spaces be
considered for nuanced classification of abuse.

6 Conclusion and Future Work

The subjectivity of abuse makes it challenging
to annotate and detect reliably. One method for
making the problem tractable is to position online
conversations within a larger context. This paper
was an exploration of one type of contextual in-
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formation: community identity. We found that
the context derived from community identity can
help in the collection and classification of abusive
language. We therefore believe that community
context is integral to all stages of abusive language
research. We leave as future work the inclusion
of community information in existing, platform-
agnostic, ensemble detection frameworks.
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Christoph Demus2,3, Jonas Pitz1, Mina Schütz1, Nadine Probol1, Melanie Siegel1, Dirk Labudde2,3

1 Darmstadt University of Applied Sciences
Max-Planck-Straße 2, 64807 Dieburg

{jonas.pitz, mina.schuetz, melanie.siegel}@h-da.de
{nadine.probol}stud.@h-da.de

2 Fraunhofer Institute for Secure Information Technology
Rheinstraße 75, 64295 Darmstadt

{christoph.demus, dirk.labudde}@sit.fraunhofer.de
3 Mittweida University of Applied Sciences

Technikumplatz 17, 09648 Mittweida
{christoph.demus, dirk.labudde}@hs-mittweida.de

Abstract

In this work, we present a publicly available of-
fensive language dataset (DeTox-dataset) con-
taining 10,278 annotated German social media
comments collected in the first half of 2021.
With twelve different annotation categories an-
notated by six annotators, it is far more compre-
hensive than other datasets, and goes beyond
just hate speech detection. The labels aim in
particular also at toxicity, criminal relevance
and discrimination types of comments. Fur-
thermore, about half of the comments are from
coherent parts of conversations, which opens
the possibility to consider the comments con-
texts and do conversation analyses in order to
research the contagion of offensive language in
conversations. The dataset is available in our
GitHub repository: https://github.com/

hdaSprachtechnologie/detox

1 Introduction

With the increasing popularity of social networks
in the last decade, people started to communicate
more and more online, organising themselves in
groups and social networks in general. It became
easier than ever before to interact with foreign peo-
ple because geographical distance played no role
any more. While this is a great opportunity for our
society, it does not come without risks regarding
toxic and offensive language.

Whereas many research groups focus mainly
on binary hate speech classification, offensive lan-
guage contains several other aspects. These include
insult, threat, and discrimination based on charac-

teristics such as age, gender, ethnicity, religion, and
sexual orientation.

The two main tasks to limit the amount of toxic
language are detection and classification, e.g., to
identify threats at an early stage or to effectively
support criminal investigators in their work. The
basis to train algorithms that can support such as-
sessments are labelled datasets of high quality as
well as quantity.

Such datasets exist only for a few languages,
e.g. Vidgen et al. (2021) provided the Contextual
Abuse Dataset with fine grained labels for English
language. For many languages, including German,
this is a limiting research factor. Therefore, mo-
tivated by the concrete application to assist a fine
granular classification of offensive comments in a
reporting centre for hate comments1 of the German
state government, we present a new German dataset
that aims among others at hate speech, toxicity,
sentiment, target, but also at criminal relevance
(regarding German law) and threat. It contributes
in three main aspects: (1) With 10,278 annotated
comments it provides a new valuable resource for
the German hate speech community. (2) Having
twelve different labels per comment opens broad
research and application options beyond basic hate
speech detection and (3) the inclusion of whole
conversation threads being partly annotated allows
to make use of comments contexts as well as other
supervised and unsupervised conversation analy-
ses.

1https://hessengegenhetze.de/
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Dataset Source # Comments Tasks

Bretschneider and Peters (2017) Facebook 5,600 binary hate speech and intensity (moder-
ate or clearly)

Ross et al. (2017) Twitter 470 binary hate speech and intensity (scale
1-6)

GermEval 2018 and 2019 (Wiegand
et al., 2018; Struß et al., 2019)

Twitter 15,567 coarse: offense, other
fine: abuse, insult, profanity

Twitter 2,888 implicit, explicit

HASOC 2019 (Mandl et al., 2019) Twitter, Facebook 4,669 coarse: binary offense
fine: hate, offensive, profane

GermEval 2021 (Risch et al., 2021) Facebook 4,188
toxic, non-toxic
engaging comments
fact-claiming comments

Table 1: Overview of Public German Datasets with Hate Speech Related Annotations.

2 Related Work

2.1 German Datasets

In the last years, shared tasks played a major role
for research in the hate speech detection field as
they were accompanied with appropriate annotated
datasets for the German language (Tab. 1). The
largest dataset was created by the organizers of the
GermEval 2018 and 2019 shared tasks (Struß et al.,
2019), with the dataset of 2019 being an extended
version of the data in 2018 and containing a total of
over 15,000 comments with offensive language an-
notations. In the following version of GermEval in
2021 (Risch et al., 2021) a new dataset with slightly
different tasks was published. The dataset of the
HASOC 2019 (Mandl et al., 2019) has similar an-
notations to those of the GermEval 2018 and 2019
datasets. Bretschneider and Peters (2017) focused
on detecting hate against foreigners. All presented
datasets contain data from social networks, which
represent typical online conversations.

2.2 Data quality

Aside from the quantity, the quality of the data in a
dataset is of major importance. The data quality can
be examined from three different viewpoints: Inter-
pretability, relevance and accuracy (Kiefer, 2016).
Interpretability describes whether the data is tech-
nically interpretable by the algorithm. An example
would be a NLP-Model that was designed for text
inputs and therefore cannot process images. Rele-
vance describes whether the data is appropriate for
the given problem that should be solved. For hate
speech detection this means that the data should
contain a certain amount of hate speech but also
non hate speech comments, and it should ideally be
unbiased. Finally, accuracy indicates, whether the
data reflects the reality. All those factors influence
each other.

2.3 Data Collection Strategies

As there is no perfect strategy to create a dataset
that fulfils the aforementioned factors as much as
possible, research groups use different methods for
data collection. One main issue for hate speech
collections is that the real proportion of hateful
comments in social networks is too low to train
models on (Schmidt and Wiegand, 2017). There-
fore, it is often necessary to enrich the corpus with
additional hate speech comments. Waseem and
Hovy (2016) suggest to first identify frequently
used swearwords and slurs, and then search for
comments containing these words. For example,
Zampieri et al. (2019a) created a dataset (OLID)
- for the OffensEval shared task 2019 (Zampieri
et al., 2019b) - using only ten keywords. Wie-
gand et al. (2018) concern that this strategy could
lead to a missing variety of offensive terms, which
could lead to hate speech detection models just
learning those keywords (Schmidt and Wiegand,
2017). Therefore, for the GermEval 2018 and 2019
datasets (Wiegand et al., 2018; Struß et al., 2019),
the authors first identified Twitter accounts that
regularly post hate speech by using keyword lists.
Then they sampled comments that were posted by
these users. On the one hand, this omits the key-
word search, but on the other hand, a single user
might use a certain vocabulary. To counteract this
problem, they separated the users for the train and
test set splits. A combination of both methods was
used by Mandl et al. (2019). In 2020 the HASOC
organizers (Mandl et al., 2020) used preliminary
datasets to train a simple SVM model with an aver-
age performance which they then used to identify
possible hate speech comments on Twitter to create
a new dataset. In addition, they included a small
amount of random comments.
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2.4 Annotation Strategies

Three main factors that contribute to a high anno-
tation quality are (1) the selection of annotators,
(2) the annotation schema and (3) the annotation
process itself, including the process of quality in-
surance.

There are three options for who annotates the col-
lected data (Poletto et al., 2020). In the best case,
the data is annotated by selected subject-matter ex-
perts. However, this is not always possible due to
the amount of work involved. Therefore, amateurs
are often used for annotation. These can also be se-
lected individuals (e.g., students) who are familiar
with the subject background. The third possibility
is the use of crowdsourcing platforms, where the
annotators are not known in advance.

In all cases where non-experts annotate data,
they should ideally go through a training process
before they start the labelling process to ensure a
high quality of the annotations. In the mentioned
shared tasks, the first two methods were used, i.e.
the data was either annotated by the authors them-
selves or by selected individuals.

2.5 Inter-Annotator Agreement

The inter-annotator agreement (IAA) is an impor-
tant measure to assess the quality of the annota-
tions. Depending on the number of annotators and
the data type, there are several measures that can
be used to evaluate the IAA. The most popular
are Kappa-measures like Cohens (Cohen, 1960) or
Fleiss Kappa (Fleiss, 1971) and Krippendorff’s al-
pha (Krippendorff, 1980). The latter is especially
used for datasets containing missing data values.

Gwet (2008) introduced the AC1 (AC - Agree-
ment Coefficient) measure for IAA. The author
shows that this measure is more resistant against
the paradoxes of Kappa measures, which is de-
scribed in detail in Feinstein and Cicchetti (1990)
and Gwet (2015) (despite the name the paradoxes
are also valid for Krippendorff’s alpha). Further-
more, its weighted version AC2 (Gwet, 2014) is
able to handle different scales (e.g. ordinal scale).

3 Data Collection and Description

For this dataset we used Twitter as the data source,
as it grants free access to most of its tweets for
research purposes, and it is possible to (automat-
ically) extract tweets by multiple criteria via the
Twitter-API. The use of Twitter text data guaran-
tees a high interpretability (see Sec. 2.2) and thus

allows algorithms to be developed using this data.
In contrast to previous related work, we aimed

not only at collecting single comments but also
at collecting whole conversations or parts thereof,
which means tweets or comments and their reply
trees. Both require different data collection strate-
gies, which will be explained in the following sec-
tions. All collected comments and conversations
are in German language and posted in the first half
of 2021. The most present topics in the media dur-
ing the time we crawled the data were the Corona
pandemic with all its aspects, as well as politics
related to the elections of the German Bundestag
in September 2021.

3.1 Comments

As we intended to cover a wide range of topics,
types of discrimination, and political attitudes, we
manually created keyword lists for the fields we
wanted to receive comments for. As keywords, we
used words that we expected to occur in offensive
comments as well as offensive words. Further-
more, we determined keywords with the help of
Google Trends in order to capture currently much
discussed topics. For example, we used ”merkel-
mussweg” (engl. ”Merkel must go”, often used as
a hashtag) as one keyword for political attitude and
”Querdenker” (engl. ”lateral thinkers”), which is a
pejorative term for Corona deniers, for Corona-
related hate speech, but also words like ”Jude”
(engl. ”jew”) that are neutral by its own but often
used in discriminating comments. In the end, our
keyword lists contained a total of 131 words. Dur-
ing the comment search we did not only search the
comment text for the keywords but also the hash-
tags. With these keyword lists, we pulled 781,991
comments from 154,151 Twitter users.

In a second step - to create a smaller dataset with
a higher probability to contain offensive and rel-
evant content - we filtered these comments with
two additional lists: 1) a hate word list and 2) a
list containing profane words.2 The hate word list
was set up for an earlier participation at GermEval
2018 (Siegel and Meyer, 2018). It was extended
on different hate speech corpora using the tf-idf
mechanism. The profane word list was extracted
from a website containing around 2,000 offensive
and profane words in German. For our sampling
strategy each of the filtered tweets needed to con-

2https://www.insult.wiki/
schimpfwort-liste
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Comments annotated not annotated Total
single Com. 4,936 0 4,936
Com. of Conv. 5,342 444,300 449,642
Total 10,278 444,300 454,578

Table 2: General Statistics of the complete Dataset:
Numbers of annotated and additional not annotated com-
ments in the single comments and conversation part of
our dataset.

tain at least one word from each of the two lists.
Finally, we took the comments for the annotation
from about two thirds from the pre-filtered stream
and one third from the 781,991 comments set (Ta-
bles 2 and 3).

3.2 Conversations

For the selection of conversations, we first selected
parent tweets on Twitter and then pulled the whole
response tree. This can be done by searching for
all tweets having the same conversation ID as the
parent tweet.

We expected that by involving entire conversa-
tions, the hate speech portion on Twitter would
be reflected more realistically, addressing the re-
quirement for data accuracy. But, we also expected
that this dataset would contain less hate speech
overall than the dataset with individual comments,
thus leading to a problem of relevancy. To counter-
act this problem, we selected a total of 25 Twitter
pages containing content of politicians, scientists
related to the Corona pandemic, conspiracy the-
orists and influencers. The selection was based
on those figures often being a catalyst for contro-
versial discussions in recent media. This resulted
in 4,698 conversations containing 637,027 com-
ments. For annotation, we intended to select co-
herent conversation parts that may contain - with
a high probability - hate speech. Therefore, in a
first step we selected comments from these conver-
sations, which have 10 to 199 direct replies but, to
avoid major biases, are not posts of the owners of
the crawled twitter pages. This resulted in 1,665
comments that were annotated. As it is known that
offensive comments trigger other users to post of-
fensive responses (Cheng et al., 2017; Almerekhi
et al., 2020) we used this knowledge to find offen-
sive passages in the conversation trees. Therefore,
in a second step, we noted 57 comments from 49
conversations that were annotated as hate speech
(majority voting) or toxic (averaged toxicity annota-
tion > 2.5). Finally, we extracted these comments’
parent comments and all their successor comments

Single Comments
# hate word filtered 3,214
# unfiltered 1,722
Conversations
# Convs 514
Mean # Com. per Conv. 873.09
Mean # Authors per Conv. 502.14

Table 3: Additional Dataset Statistics: Statistics re-
garding the composition of the single comments and
the number and size of conversations. All together the
datasets contains 100 conversations with more than five
annotated comments those conversations contain on av-
erage 45 annotated comments (max. 463 annotated
comments per conversation).

(the whole conversation after each selected com-
ment). This resulted in 5,342 annotated comments
belonging to captured conversations (Tables 2 and
3). Next to the annotated comments belonging to
conversations, we also included all not annotated
comments of conversations where at least one com-
ment was annotated from as these comments could
be useful for unsupervised analyses.

4 Data Annotation

The annotation scheme was established to best sup-
port the specific task of building models for fine
grained classification in the mentioned reporting
office for hate comments but also with a view to
future research. This resulted in a comprehensive
annotation schema with twelve different categories
at two levels. Furthermore, various metadata such
as annotation time and duration were logged to
leave the possibility not only to use the dataset
to train models but also for future analyses like
the Inter-Rater-Agreement-Learning described by
Hanke et al. (2020) that uses annotation metadata
to compute the reliability of annotators.

4.1 Annotation Schema

An overview over the annotation schema is given
in Figure 1. Initially, comments that could not be
(fully) understood, i.e. because of missing context,
could be labelled as ”Incomprehensible” which
made further annotations to a comment voluntary.
If this was not the case, the other main categories
had to be annotated. ”Sentiment” refers to the as-
sumed emotional state of the comment’s author
when writing the comment: negative, neutral or
positive. ”Expression” describes whether the au-
thor expressed its message in an implicit or explicit
manner. With the ”Target” of a comment, we refer
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Categories
Incomprehensible . . . . . . . . . . . . . . . . . . . . . . . . . . . [y / n]
Sentiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-1, 0, 1]
Hate Speech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [y / n]

Hate Speech Entities . . . . . . . . . . . . [free text input]
Type of Discrimination . . . . . . . . . . . . . . . [10 types]

Criminal Relevance . . . . . . . . . . . . . . . . . . . . . . . . . [y / n]
Legal Paragraphs . . . . . . . . . . . . . . . [14 paragraphs]

Expression . . . . . . . . . . . . . . . . . . . . . [implicit / explicit]
Toxicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [1 - 5]
Extremism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [y / n]
Target . . . . . . . . . . . . . . . . . . . . . [person / group / public]
Threat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [y / n]

Figure 1: Overview of the Annotation Schema: The
categories and their respective labels (”y” - yes, ”n” -
no). Categories in second order depend on their parent
category.

to who is addressed, as this is of importance for
hate speech contagion in conversations (Kwon and
Gruzd, 2017). The comment can be addressed to
a single or multiple separate persons, a group or
groups of people, or it can have no specific target
(public). With the category ”Threat” we address
comments that invoke or announce acts of violence
and therefore pose a direct danger or threat to the
public.

While ”Toxicity” and ”Hate Speech” are closely
related, they are not interchangeable and can even
occur independently of each other. To distinguish
between the two categories, we used the following
definitions:

Toxicity: Toxicity indicates the potential of a
comment to ”poison” a conversation. The more it
encourages aggressive responses or triggers other
participants to leave the conversation, the more
toxic the comment is. We introduced a scale of
1 (not toxic) to 5 (very toxic) to be able to model
the impact of toxic comments on the conversation
more accurately.

Hate Speech 3 : Hate speech is defined as any
form of expression that attacks or disparages per-
sons or groups by characteristics attributed to the
groups. Discriminatory statements can be aimed at,
for example, political attitudes, religious affiliation
or sexual identity of the victims.

In a free text input form, the annotators could
submit words or phrases that were pivotal in their
decision to label the comment as ”Hate Speech”.

3Based on the definition of the United Nations: https:
//www.un.org/en/genocideprevention/
documents/UN%20Strategy%20and%20Plan%
20of%20Action%20on%20Hate%20Speech%2018%
20June%20SYNOPSIS.pdf

The type of discrimination could also be specified.
The following types of discrimination were avail-
able for selection (zero, one or multiple selections
were possible):
Types of Discrimination: Job; Political Attitude;
Personal Engagement and Interests; Sexual Iden-
tity; Physical, Psychological or Mental Character-
istics; Nationality; Religion; Social Status; World
View; Ethnicity.

The category ”Criminal Relevance” indicates
whether a comment can be considered as relevant
under German criminal law. If a comment was
selected to be criminally relevant, annotators had
to further specify the legal paragraphs that were
applicable. This was one of the most difficult tasks
for the annotators, as they did not have a legal back-
ground. The following paragraphs were considered
to be applicable to online comments:

Legal Paragraphs (StGB4): § 86, § 86a, § 111,
§ 126, § 130, § 131, § 140, § 166, § 185, § 186,
§ 187, § 189, § 240, § 241.

4.2 Annotation Disagreements
Labelling hate speech data relates a lot to per-
sonal beliefs, experience and demographic proper-
ties (Sap et al., 2021). As our main goal was to
train models for classification, we applied a pre-
scriptive annotation standard, meaning we aimed
at having clear decisions regarding to annotation
guidelines and not surveying personal annotator
beliefs (Röttger et al., 2021). Nevertheless, also the
use of detailed annotation guidelines cannot reach
full objectivity. As a result disagreements between
the annotators will necessarily appear and can be
handled in multiple ways. Common strategies are
majority voting for classification on a nominal (incl.
binary) scale and averaging for classification on an
ordinal scale. Majority voting has the property, that
underrepresented opinions get likely voted out, in
particular if the number of annotators is high (Da-
vani et al., 2022). If this is good or bad depends
on the specific application. To avoid this behaviour
other approaches model annotators separately and
even make it possible to estimate uncertainty which
could be used to make no decision if uncertainty is
high (Davani et al., 2022). We used majority voting
and averaging for this work but also included the
single annotations of each annotator in the dataset
to allow other approaches.

4StGB (engl. German Criminal Code): https:
//www.gesetze-im-internet.de/englisch_
stgb/index.html
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Figure 2: Frequency Distributions for the Labels Sentiment, Toxicity, Target, Expression, Legal Paragraphs
and Types of Discrimination: Sentiment values reach from -1 (negative) to +1 (positive), Toxicity values reach
from 1 (not toxic) to 5 (most toxic). The categories Legal Paragraphs and Type of Discrimination are multi
label classes related to the labels Criminal Relevance and Hate Speech respectively. The paragraphs meant to be
paragraphs in the German ”Strafgesetzbuch (StGB)” (engl. German Criminal Code).

4.3 Annotation Process

The group of annotators consisted of six students,
four of them studying Information Science and two
studying General and Digital Forensics. The com-
plete annotation process was permanently moni-
tored. First, we introduced the annotators for the
task, including an explanation of the annotation
guidelines. Afterwards, we started a training phase,
where each annotator annotated 200 comments split
in two sets. After each set, we identified contro-
versial annotated comments and discussed them.
Then, the annotators were split in two groups of
three persons each according to their annotations
in the training phase. That means, annotators were
divided such that the annotators are equally dis-
tributed on how offensive they labelled comments
on average. The goal was to avoid that all annota-
tors, who tend to label comments more toxic than
others, are in the same group, as this would bias
the annotations. In the next step, we began with
the annotation phase, which run over about five
months. In this phase, the data was annotated in
8 batches. To cut it short, finally every comment
was annotated by three annotators and every anno-
tator annotated 5139 comments (half of the data).
In the datasets, single Twitter comments and com-
ments from conversations were mixed and roughly
equally distributed. During this phase the inter an-

notator agreement was permanently monitored and
every one to three weeks unclear comments were
extracted and discussed, also under consideration
of the agreement in all categories.

For subsequent analyses on consistency
(Sec. 5.2) of the annotations, each annotator had
to annotate 20 randomly selected comments per
annotation set twice. This results in 123 to 138
twice annotated comments per annotator (it is not
8 · 20 = 160 as we additionally had some other
non-public comments in the annotation datasets).

5 Results and Discussion

In this section, we will first outline general specifi-
cations like the frequencies of the annotated labels
of the dataset. In the second part the annotation
quality containing measures for the IAA and the
annotator consistency are presented and finally a
closer look at the conversations is taken. As the
dataset is very comprehensive, we can only show
selected, most important statistics and results.

5.1 General

After the annotation process, the dataset contains
31,327 Annotations for 10,278 Twitter comments.
The 141 comments for which the annotations dif-
fered the most (difference of > 7 annotations, with
12 being the maximum) were re-examined by the
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Category Com. Conv. Total
Incompre-
hensible

117 214 332
2.39 % 4.01 % 3.23 %

Hate Speech 880 235 1,115
17.83 % 4.40 % 10.85 %

Criminal
Relevance

99 32 131
2.01 % 0.60 % 1.27 %

Extremism 55 27 82
1.11 % 0.51 % 0.80 %

Threat 11 1 12
0.22 % 0.02 % 0.12 %

Table 4: Frequencies of the Annotation Categories:
Absolute and percentage values for the frequencies of
the binary annotation categories separated in single
comments (Com.) and comments from conversations
(Conv.).

authors.

For the analysis, we separated the labels in bi-
nary ones (Tab. 4) and non-binary ones (Fig. 2). For
the binary labels, except for the category Threat,
we did a majority voting to achieve a gold standard.
As the category Threat is much less represented
than the other categories, we lowered the border
and assumed a comment as Threat, if at least one
annotator labelled it as Threat. In real applications,
one would likely do the same, not to miss any com-
ments that pose a threat. The analysis of the binary
label frequencies shows that the hate speech propor-
tion of the complete dataset is 10.85 % (1,115 com-
ments) and 1.27 % (131 comments) are labelled as
criminally relevant. The categories Extremism and
Threat were only in less than 1 % of the comments
labelled as true. In contrast to that, 3.23 % (329
comments) were annotated as incomprehensible by
the majority of the annotators, which means the
sense of the comment could not fully be under-
stood, and therefore was not (completely) labelled.
Table 4 also shows that the single comments part
of the dataset contains a higher proportion of of-
fensive comments. This is visible most clearly in
the category Hate Speech, where the proportion
in the single comments part is 17.83 % but in the
conversations part only 4.40 %. The reason is that
each comment in the single comments part was
selected only by its own properties, in particular
by keyword search. In contrast to that, in the con-
versations part not the comments were selected but
whole conversations with all comments. Therefore,
this is an expected observation.

Figure 2 shows the frequency distributions for
the labels Sentiment, Toxicity, Target, Expression,
Legal Paragraphs, and Type of Discrimination. It

Category Group A Group B
Incomprehensible 0.7982 0.9343
Sentiment 0.7744 0.8785
Hate speech 0.7286 0.8056
Criminal Relevance 0.9368 0.9364
Expression 0.9625 0.9515
Toxicity 0.8584 0.9159
Target 0.7281 0.7701
Extremism 0.5441 0.6086
Threat 0.9987 0.9997
Mean 0.8144 0.8667

Table 5: Inter-Annotator Agreement: IAA for all
labels and both groups of annotators containing three
annotators each. Sentiment and Toxicity values are
computed with the AC2 measure, all others with AC1.

is noticeable that most of the comments have a
toxicity of less than 2.5, although the sentiment
of the majority of the comments is negative (-1 is
the most negative). Nevertheless, the percentage
of toxic comments is with 9.63 % just a little lower
than the hate speech proportion in the dataset. Con-
cerning the target of the comments, it shows that
specific persons and groups are almost equally ad-
dressed, and it is rare that a comment addresses no
specific target.

The categories Legal Paragraphs and Type of
Discrimination differ from the others as they are
connected to other categories (Criminal Relevance
and Hate Speech respectively) and they are multi-
label categories. As before also for the paragraphs
and the types of discrimination a majority voting
was done. The most often annotated paragraph is
by far § 185 ”Beleidigung” (engl. insult) followed
by § 186 ”Üble Nachrede” (engl. malicious gos-
sip). Regarding the Type of Discrimination, the
dominating category is ”Political Attitude” which
suggests, that most of the hate speech comments
seem to be offensive towards the political view of
people.

5.2 Inter-Annotator Agreement and
Consistency

To assess the quality of the annotations, we mea-
sured the IAA and the consistency of the annotators
using Gwets agreement coefficients (AC1, AC2),
as they are resistant against the paradoxes of Kappa-
measures and resulted in more realistic values here
(see Sec. 2.5). AC1 (with a nominal scale) was
used for all classes except Sentiment and Toxicity.
As they have an ordinal scale, we used AC2 for
them. For both, the IAA and the consistency, we
did not evaluate the categories ”Legal Paragraphs”
and ”Type of Discrimination” here, as they depend
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Category A1 A2 A3 B1 B2 B3 Mean
Incomprehensible 0.94 0.96 0.80 0.97 0.98 0.93 0.93
Sentiment 0.86 0.94 0.69 0.92 0.94 0.94 0.88
Hate speech 0.90 0.95 0.77 0.90 0.89 0.93 0.89
Criminal Relevance 0.95 0.99 0.83 0.95 0.95 0.91 0.93
Expression 0.89 0.85 0.67 0.77 0.89 0.86 0.82
Toxicity 0.94 0.96 0.97 0.97 0.95 0.94 0.95
Target 0.82 0.73 0.62 0.80 0.76 0.76 0.75
Extremism 0.99 1.00 0.78 0.94 0.95 0.98 0.94
Threat 1.00 1.00 0.80 0.96 0.98 0.97 0.95
Mean 0.92 0.93 0.77 0.91 0.92 0.91 0.89

Table 6: Annotator Consistencies: Every annotator labelled around 130 comments twice. From these duplicate
annotations, the agreements for every annotator and every category were computed using Gwets AC1 and AC2 (for
Sentiment and Toxicity) measures.

Random
Selection

Answers of
offensive
Comments

Toxic 1.97 % 5.97 %
Hate Speech 2.81 % 6.24 %

Table 7: Proportion of Offensive Comments in Con-
versations: Random Selection shows the proportion
of toxic and hate speech comments in 1,673 random
selected comments from conversations. The second
column shows the proportion of toxic and hate speech
comments in 881 answers to comments that were la-
belled as toxic / hate speech.

on the categories ”Criminal Relevance” and ”Hate
Speech” respectively which would require more
complex analyses to get reliable results.

The IAA (Tab. 5) was measured over all com-
ments for each of the two groups of annotators. The
table shows that the mean agreement of group A
is about 0.05 lower than the agreement of group B.
Still, both groups have mean values over 0.8 which
indicates a very good agreement. Looking at the
IAA of each label category, it is visible that the cat-
egory ”Extremism” has by far the lowest agreement
in both groups (0.54 and 0.61) and ”Threat” has
with over 0.99 the highest agreement. The latter is
caused by the fact that there are just 12 comments
in the whole dataset that are labelled threatening at
all.

In addition, we analysed the consistency of the
annotators using the duplicate annotations of each
annotator (see Sec. 4.3). An ideal annotator would
annotate the same comment always the same (high
consistency) but in reality this is not the case.

The analysis (Tab. 6) shows that five of the six an-
notators have - with an agreement over 0.80 in their
twice annotated comments - a very good consis-
tency, which indicates that they labelled the same
comment both times almost equally. Annotator A3

has with a value of 0.77 a lower consistency but
still being good (> 0.6). This could also be one
reason, why Group A has a lower average IAA. In
contrast to the IAA, the consistency of the cate-
gory Extremism is, except of annotator A3, very
good (over 0.90). This shows that there might have
been different interpretations of these category as
it would have lead to a better IAA otherwise.

5.3 Conversations

A main question in the conversation analysis re-
lated to hate speech is, what impact an offensive
comment to the following conversation has. In our
analysis, we define all comments as offensive that
are labelled as hate speech (majority voting) or
toxic (averaged toxicity annotation > 2.5). Then
we compared the proportion of offensive comments
in the random selection (from the first annotation
step, see Sec. 3.2) with the proportion of offensive
comments in direct answers to offensive comments
(annotated in step 2). The results in Table 7 show,
that the proportion of toxic comments in answers
to offensive comments is with almost 6 % three
times higher than in the random selection. For hate
speech it is with 6.24 % even a bit higher. This ob-
servation indicates that offensive comments trigger
users to answer with offensive speech.

6 Baseline Models

The categories hate speech, toxicity and sentiment
were selected to train simple baseline models on.
We did not make use of comments contexts so far,
this will be done in later work. Even though tox-
icity and sentiment are regression tasks, we used
classification models for them as this heavily im-
proved the performance for the underrepresented
classes (high toxicity and positive Sentiment).

We used a multi layer perceptron (MLP) with an
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MLP SVM GBert XLM-R
Category Prec Re F1 Prec Re F1 Prec Re F1 Prec Re F1

Hate Speech 0.67
(0.85)

0.54
(0.89)

0.56
(0.85)

0.65
(0.90)

0.79
(0.80)

0.67
(0.83)

0.78
(0.89)

0.67
(0.91)

0.71
(0.89)

0.53
(0.79)

0.58
(0.89)

0.55
(0.83)

Toxicity 0.28
(0.53)

0.27
(0.54)

0.27
(0.53)

0.35
(0.66)

0.41
(0.61)

0.35
(0.62)

0.41
(0.67)

0.37
(0.68)

0.39
(0.67)

0.56
(0.67)

0.56
(0.66)

0.54
(0.65)

Sentiment 0.60
(0.62)

0.44
(0.63)

0.45
(0.60)

0.58
(0.71)

0.63
(0.70)

0.59
(0.70)

0.66
(0.71)

0.55
(0.71)

0.58
(0.71)

0.64
(0.72)

0.64
(0.71)

0.63
(0.71)

Table 8: Performance measures of our baseline models on the given labels: The values are macro averaged and
in round brackets the weighted values are given.

additional embedding layer with a vocabulary size
of 15,000 and softmax function, an SVM model
that uses an 200 dimensional Fasttext feature vec-
tor as input as well as GBert and XLM-R Trans-
former models. We did a stratified train-test-split
(80 % training, 20 % test) and evaluated the re-
sults (Tab. 8) using macro and weighted (values
in round brackets) precision, recall and F1-score.
The bigger the difference between the macro and
weighted value, the bigger is the difference of the
recall scores of the classes.

In most categories the SVM outperforms the
MLP and the transformer models slightly outper-
form the SVM. In particular, the macro recall
scores of the SVM, which are relevant for detection
of offensive language, are higher compared to the
MLP and on a same level as the transformer models.
Overall the MLP tended to have a higher perfor-
mance on the majority class but a much lower per-
formance on the minority class. In the other models
this gap was mostly smaller. GBert produced better
results for Hate Speech detection while XLM-R
had better macro average scores for Toxicity.

7 Limitations of the Dataset

Even though the data collection and annotations
were done as properly as possible, the dataset has
some limitations. Twitter as a data source has some
disadvantages: First, it is just one of many social
networks. Every network brings its own properties
and influences therefore the people, their writing
style and communication standards. Second, com-
ments on Twitter are moderated and therefore of-
fensive language might have already been removed
before our data collection. A more general prob-
lem, which is partly but not exclusively caused by
the method of keyword search, is the presence of
selected topics limiting generalizability. Regard-
ing the annotations, even with three annotations per
comment the number is relatively small resulting to
a high influence of possible biased annotations or

annotators. The comprehensive annotation schema
is complex to annotate, and the definitions of hate
speech and toxicity naturally leave a lot of room for
personal interpretations. Further, the annotations
for the legal paragraphs should be treated carefully,
as no annotator (and also no one of the authors)
has a legal background. Finally, the annotations for
legal paragraphs are specific to German legislation.

8 Conclusion

Modern machine learning methods require suffi-
cient amounts of annotated data that are of high
quality and at the same time, the annotations must
be granular enough that the learned models can be
used effectively in real applications.

For this dataset the data was carefully selected
and biases were avoided as much as possible. The
annotation schema was developed together with
first-hand users from a reporting office for offensive
comments in Germany. During the annotation pro-
cess, the quality was systematically monitored and
adjusted. Parts of the data are available together
with their conversation contexts (i.e. its parent
comments and replies). We have conducted initial
statistical data analyses with the annotated data,
which we will continue in the future and trained
baseline models on selected categories.

The dataset gives the possibility to train mod-
els on high quality annotated data that go beyond
binary classification tasks. Moreover, it can be
used to build more complex algorithms which may
take the comments’ context into account and even
conversation analyses and analyses regarding the
spread of offensive language are possible.
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Abstract

Hate speech detection models are typically eval-
uated on held-out test sets. However, this risks
painting an incomplete and potentially mislead-
ing picture of model performance because of
increasingly well-documented systematic gaps
and biases in hate speech datasets. To enable
more targeted diagnostic insights, recent re-
search has thus introduced functional tests for
hate speech detection models. However, these
tests currently only exist for English-language
content, which means that they cannot support
the development of more effective models in
other languages spoken by billions across the
world. To help address this issue, we introduce
MULTILINGUAL HATECHECK (MHC), a suite
of functional tests for multilingual hate speech
detection models. MHC covers 34 functional-
ities across ten languages, which is more lan-
guages than any other hate speech dataset. To
illustrate MHC’s utility, we train and test a high-
performing multilingual hate speech detection
model, and reveal critical model weaknesses
for monolingual and cross-lingual applications.

1 Introduction

Hate speech detection models play a key role in on-
line content moderation and also enable scientific
analysis and monitoring of online hate. Tradition-
ally, models have been evaluated by their perfor-
mance on held-out test sets. However, this practice
risks painting an incomplete and misleading picture
of model quality. Hate speech datasets are prone
to exhibit systematic gaps and biases due to how
they are sampled (Wiegand et al., 2019; Vidgen and
Derczynski, 2020; Poletto et al., 2021) and anno-
tated (Talat, 2016; Davidson et al., 2019; Sap et al.,
2021). Therefore, models may perform deceptively
well by learning overly simplistic decision rules
rather than encoding a generalisable understanding
of the task (e.g. Niven and Kao, 2019; Geva et al.,
2019; Shah et al., 2020). Further, aggregate and
thus abstract performance metrics such as accuracy

and F1 score may obscure more specific model
weaknesses (Wu et al., 2019).

For these reasons, recent hate speech research
has introduced novel test sets and methods that
allow for a more targeted evaluation of model func-
tionalities (Calabrese et al., 2021; Kirk et al., 2021;
Mathew et al., 2021; Röttger et al., 2021b). How-
ever, these novel test sets, like most hate speech
datasets so far, focus on English-language content.
A lack of effective evaluation hinders the develop-
ment of higher-quality hate speech detection mod-
els for other languages. As a consequence, billions
of non-English speakers across the world are given
less protection against online hate, and even the
largest social media platforms have clear language
gaps in their content moderation (Simonite, 2021;
Marinescu, 2021).

As a step towards closing these language
gaps, we introduce MULTILINGUAL HATECHECK

(MHC), which extends the English HATECHECK

functional test suite for hate speech detection mod-
els (Röttger et al., 2021b) to ten more languages.
Functional testing evaluates models on sets of tar-
geted test cases (Beizer, 1995). Ribeiro et al. (2020)
first applied this idea to structured model evalua-
tion in NLP, and Röttger et al. (2021b) used it to
diagnose critical model weaknesses in English hate
speech detection models. We create novel func-
tional test suites for Arabic, Dutch, French, Ger-
man, Hindi, Italian, Mandarin, Polish, Portuguese
and Spanish.1 To our knowledge, MHC covers
more languages than any other hate speech dataset.

The functional tests for each language in MHC
broadly match those of the original HATECHECK,
which were selected based on interviews with civil
society stakeholders as well as a review of hate
speech research. In each language, there are be-

1On dialects: we use Egyptian Arabic in Arabic script, Eu-
ropean Dutch and French, High German, Standard Italian and
Polish, Standard Hindi in Latin script, Standard Mandarin in
Chinese script, Brazilian Portuguese and Argentinian Spanish.
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tween 25 and 27 tests for different kinds of hate
speech (e.g. dehumanisation and threatening lan-
guage) as well as contrasting non-hate, which may
lexically resemble hate speech but is clearly non-
hateful (e.g. counter speech). These contrasts make
the test suites particularly challenging to models
that rely on overly simplistic decision rules and thus
enable more accurate evaluation of model function-
alities (Gardner et al., 2020). For each functional
test, native-speaking language experts hand-crafted
targeted test cases with clear gold standard labels,
using the English cases as a starting point but adapt-
ing them to retain realism and cultural compatibil-
ity in the target language.

We demonstrate MHC’s utility as a diagnostic
tool by evaluating a multilingual XLM-T model
(Barbieri et al., 2021) fine-tuned on a combination
of three widely-used hate speech datasets in Span-
ish, Italian and Portuguese. This model achieves
strong performance on the respective held-out test
sets. However, testing with MHC reveals that the
model is 1) overly sensitive to key words and key
phrases, 2) biased in its target coverage and 3)
error-prone and inconsistent in cross-lingual trans-
fer, in both zero- and many-shot settings. If this
model was used to moderate content, these criti-
cal weaknesses could cause serious harm, leaving
some users unprotected from hate while others are
restricted in their freedom of expression. We hope
that by revealing such weaknesses, MHC can play
a key role in the development of better multilingual
hate speech detection models.2

Definition of Hate Speech Following Röttger
et al. (2021b), we define hate speech as abuse that
is targeted at a protected group or at its members
for being a part of that group. Protected groups
are groups based on age, disability, gender iden-
tity, race, national or ethnic origins, religion, sex
or sexual orientation, which broadly reflects West-
ern legal consensus, particularly the US 1964 Civil
Rights Act, the UK’s 2010 Equality Act and the
EU’s Charter of Fundamental Rights. Based on
these definitions, we approach hate speech detec-
tion as the binary classification of content as either
hateful or non-hateful.

Content Warning This article contains examples
of hateful and abusive language. All examples
are taken from MHC in their original language, to
illustrate MHC’s composition.

2We make MHC available on GitHub.

2 Constructing MHC

2.1 Defining Functional Tests

Functional tests in MHC test the ability of hate
speech detection models to correctly classify differ-
ent types of hateful and non-hateful content. The
tests are fine-grained, distinct and contrastive. For
example, we have separate tests for hate expressed
using profanity (e.g. DE:"F*ck alle Juden"3) and
non-hateful uses of profanity (e.g. DE:"Ich hatte
noch nie so einen guten F*ck") in every language.
Related functional tests are grouped into classes.

2.2 Selecting Functional Tests

We selected functional tests for each language in
MHC to broadly match those from the original
HATECHECK. Röttger et al. (2021b), in turn, moti-
vated their selection of tests based on two factors:
1) a series of 21 interviews with NGO workers
from the UK, US and Germany whose work di-
rectly relates to online hate, and 2) a review of pre-
vious hate speech research, particularly taxonomy
work (e.g. Zampieri et al., 2019; Banko et al., 2020;
Kurrek et al., 2020), error analyses (e.g. Davidson
et al., 2017; van Aken et al., 2018; Vidgen et al.,
2020) and survey articles (e.g. Schmidt and Wie-
gand, 2017; Fortuna and Nunes, 2018; Vidgen et al.,
2019). All test cases are short text statements, and
they are constructed to be clearly hateful or non-
hateful according to our definition of hate speech.

Overall, there are 27 functional tests grouped
into 11 classes for each of the ten languages in
MHC, except for Mandarin, which has 25 func-
tional tests. Compared to the 29 functional tests
in HATECHECK, we 1) exclude slur homonyms
and reclaimed slurs, because they have no direct
equivalents in most MHC languages, and 2) adapt
functional tests for spelling variations to non-Latin
script in Arabic and Mandarin. For Mandarin, there
are two fewer tests for spelling variations and thus
two fewer tests overall compared to the other nine
languages. As in HATECHECK, the tests cover dis-
tinct expressions of hate, as well as contrastive
non-hate, which shares lexical features with hate
but is unambiguously non-hateful. We provide ex-
ample cases in different languages for each func-
tional test in Appendix A.

Distinct Expressions of Hate MHC tests differ-
ent types of derogatory hate speech (F1-4) and hate

3We use ISO 639-1 codes to denote the different languages
when giving test case examples. See Table 2 for a legend.
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expressed through threatening language (F5/6). It
tests hate expressed using slurs (F7) and profan-
ity (F8). MHC also tests hate expressed through
pronoun reference (F10/11), negation (F12) and
phrasing variants, specifically questions and opin-
ions (F14/15). Lastly, MHC tests hate containing
spelling variations such as missing characters or
leet speak (F23-34), as well as spelling variations in
non-Latin script for Arabic (F28-31) and Mandarin
(F32-34). For example, there is an Arabic-specific
test for spellings in Arabizi, the Arabic chat alpha-
bet (F30), and a Mandarin-specific test for spellings
in Pinyin, Mandarin’s romanised version (F34).

Contrastive Non-Hate MHC tests non-hateful
contrasts which use profanity (F9) and nega-
tion (F13) as well as protected group identifiers
(F16/17). It also tests non-hateful contrasts in
which hate speech is quoted or referenced, specifi-
cally counter speech, i.e. direct responses to hate
speech which seek to act against it (F18/19). Lastly,
MHC tests non-hateful contrasts which target out-
of-scope entities such as objects (F20-22) rather
than a protected group.

2.3 Generating Test Cases
All test cases in MHC are hand-crafted by native-
speaking language experts who have prior experi-
ence researching and/or annotating hate speech.4

Each test case is a short statement that corresponds
to exactly one gold standard label. HATECHECK’s
English test cases provide a starting point for MHC,
but experts were encouraged to creatively adapt
cases rather than providing literal translations, so as
to retain relevance and realism. Adapting language-
specific idioms (e.g. "murder that beat"), slurs (e.g.
"c*nt") and profanity (e.g. "f*ck") in particular
required more creativity.

Test cases are generated at scale using templates
(Dixon et al., 2018; Garg et al., 2019; Ribeiro et al.,
2020), in which we replace tokens for protected
group identifiers (e.g. NL:"Ik haat [IDENT].") and
slurs (e.g. NL:"Voor mij ben je een [SLR]."). Com-
pared to HATECHECK, the templates for MHC re-
quired more granular placeholders for gender- and
case-inflected languages. German templates, for ex-
ample, were instantiated based on gender and count
of the identity group term, as well as its case: the
male singular of Jew ("[male_IDENT_S]") in the
German Akkusativ would be "den Juden" whereas
its Nominativ would be "der Jude". The benefits

4See Appendix C for more detail on the language experts.

of the template approach are that 1) MHC has an
equal number of cases targeted at different pro-
tected groups in each language, and 2) the tem-
plates can easily be used to generate more test cases
targeted at other protected groups in the future.

MHC covers seven protected groups in each lan-
guage. The selection of protected groups varies
by language, with the goal of maximising the rel-
evance of MHC to the cultural context of each
language. Some groups, like women, are covered
in all ten languages, whereas others, like lower
caste people (HI:"shudra") are only covered in one
language. For cases targeted at or referencing a
particular protected group, we provide a secondary
label for the group that is targeted. For an overview
of protected groups covered by MHC in each lan-
guage, see Appendix B.

In total, we generate 36,582 test cases across the
ten languages in MHC, of which 25,511 (69.7%)
are hateful and 11,071 (30.2%) are non-hateful.
There is some variation in the number of test cases
between different languages due to different num-
bers of functional tests and slurs, with Polish hav-
ing the most cases (3,815) and Mandarin the least
(3,378). 88.6% of all test cases are generated from
templates. The remaining test cases do not use
template tokens (e.g. PT:"O clima hoje está f*da")
and are crafted individually. The average test case
length is 8.5 words (std. dev. = 3.6) or 46.0 charac-
ters (std. dev. = 21.3). This resembles the composi-
tion of the original English HATECHECK.

Validation To validate gold standard labels in
MHC, all 36,582 test cases were reviewed by three
native-speaking annotators. For each language we
recruited at least 12 annotators, so that in total more
than 120 annotators worked on MHC.5 Annotation
was prescriptive (Röttger et al., 2021a), meaning
that annotators were tasked with adhering to clear
annotation guidelines reflecting our definition of
hate speech, rather than sharing their personal view
on what is and is not hateful.6 Compared to the
original HATECHECK, where four out of five an-
notators confirmed the gold label for 99.4% of all
test cases, there was more disagreement on MHC
(see Appendix D). Upon review, language experts
found that the vast majority of disagreement in
MHC stemmed from annotators failing to apply the
provided guidelines. For example, annotators mis-
labelled several instances of clearly hateful slurs

5See Appendix C for more detail on annotator recruitment.
6Annotation guidelines are available on GitHub.
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(e.g. DE:"Du bist eine F*tze, mehr nicht"). There-
fore, we did not exclude any cases from MHC. To
enable further analysis and data filtering, we pub-
lish all annotator labels and mark up cases and
templates where annotator majority labels differ
from the gold labels.

3 Testing Models with MHC

3.1 Model Setup

As a suite of functional tests, MHC is broadly ap-
plicable across hate speech detection models for
the ten languages that it covers. Users can test
multilingual models across all ten languages or use
a language-specific test suite to test monolingual
models. MHC is model agnostic, and can be used to
compare different architectures or different datasets
in zero-, few- or many-shot settings, and even com-
mercial models for which public information on
architecture and training data is limited.

Multilingual Transformer Models We test
XLM-T (Barbieri et al., 2021), an XLM-R model
(Conneau et al., 2020) pre-trained on an additional
198 million Twitter posts in over 30 languages.7

XLM-R is a widely-used architecture for multi-
lingual language modelling, which has been shown
to achieve near state-of-the-art performance on
multilingual hate speech detection (Banerjee et al.,
2021; Mandl et al., 2021). We chose XLM-T over
XLM-R after initial experiments showed the for-
mer to outperform the latter on several hate speech
detection datasets as well as MHC.

We fine-tune XLM-T on three widely-used hate
speech datasets – one Spanish (Basile et al., 2019),
one Italian (Sanguinetti et al., 2020) and one Por-
tuguese (Fortuna et al., 2019). Accordingly, model
performance is many-shot for Spanish, Italian and
Portuguese, and zero-shot for all other languages.

All three datasets have an explicit label for hate
speech that matches our definition of hate (§1), so
that we can collapse all other labels into a single
non-hateful label, to match MHC’s binary format.
The Spanish Basile et al. (2019) dataset contains
4,950 tweets, of which 41.5% are labelled as hate-
ful. The Italian Sanguinetti et al. (2020) dataset
contains 8,100 tweets, of which 41.8% are labelled
as hateful. The Portuguese Fortuna et al. (2019)
dataset contains 5,670 tweets, of which 31.5% are
labelled as hateful.

7We use the XLM-T implementation hosted on Hugging-
Face: huggingface.co/cardiffnlp/twitter-xlm-roberta-base.

We focus our discussion on XTC, an XLM-T
model fine-tuned on a combination of these three
datasets, which outperforms XLM-T models fine-
tuned on the three datasets individually (see Ap-
pendix F). For the Spanish and Portuguese data, we
use stratified 80/10/10 train/dev/test splits. For the
Italian data, we use the original 91.6/8.4 train/test
split, and then split the original training set into
90/10 train/dev portions. On the held-out test sets,
XTC achieves 84.7 macro F1 for Spanish, 76.3 for
Italian, and 73.3 for Portuguese, which is better
than results reported in the original papers.8

Testing Commercial Models Few commercial
models for hate speech detection are available for
research use, and only a small subset of them can
handle non-English language content. The best
candidate for testing is Perspective, a free API
built by Google’s Jigsaw team.9 Given an input
text, Perspective provides percentage scores for
attributes such as “toxicity” and “identity attack”.
The "toxicity" attribute covers a wide range of lan-
guages, including the ten in MHC. However, com-
pared to hate speech, "toxicity" is a much broader
concept, which includes other forms of abuse and
profanity – some of which would be considered
contrastive non-hate in the context of MHC. On the
other hand, Perspective’s “identity attack” aims to
identify “negative or hateful comments targeting
someone because of their identity” and thus aligns
with our definition of hate speech (§1), but it is only
available for three languages in MHC – German,
Italian and Portuguese. For these three languages,
XTC consistently outperforms Perspective (see Ap-
pendix H).

3.2 Results

Performance Across Labels MHC reveals clear
gaps in XTC’s performance across all ten languages
(Table 2). Overall performance in terms of macro
F1 is best on Mandarin (71.5), Italian (69.6) and
Spanish (69.5), and worst on Hindi (58.1), Ara-
bic (59.4) and Polish (66.2). F1 scores are higher
for hateful cases than for non-hateful cases across
all languages, with Hindi and Arabic exhibiting
the biggest differences between hate and non-hate
(∼40pp). For hateful cases, XTC performs best in
terms of F1 score on Portuguese (83.5) and worst
on Polish (76.1), but performance differences are

8See Appendix E for details on each dataset and pre-
processing, and Appendix G for details on model training.

9www.perspectiveapi.com/
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Functionality Gold Label
Accuracy (%)

AR NL FR DE HI IT ZH PL PT ES

Derogation F1: Expression of strong negative emotions
(explicit) hateful 82.9 80.0 82.1 82.9 75.0 75.0 76.4 67.9 83.6 80.7

F2: Description using very negative at-
tributes (explicit) hateful 87.9 87.1 84.3 82.1 77.1 82.1 85.7 72.9 91.4 78.6

F3: Dehumanisation (explicit) hateful 92.9 91.4 92.1 94.3 82.9 95.0 97.9 87.9 91.4 84.3
F4: Implicit derogation hateful 75.2 72.1 74.3 63.4 85.0 62.1 52.1 55.7 76.1 64.3

Threat.
language

F5: Direct threat hateful 85.0 94.3 92.9 93.6 84.3 88.6 97.9 76.4 90.0 89.3
F6: Threat as normative statement hateful 95.0 91.4 92.1 93.6 96.4 91.4 92.1 84.3 90.7 91.0

Slurs F7: Hate expressed using slur hateful 76.9 55.3 73.8 67.5 64.4 52.1 70.7 51.1 77.1 43.3

Profanity
usage

F8: Hate expressed using profanity hateful 94.3 83.6 91.0 90.0 80.0 80.0 97.1 79.3 94.3 75.7
F9: Non-hateful use of profanity non-hate 61.0 91.0 77.0 91.0 57.0 79.0 74.0 92.0 79.0 99.0

Pronoun
reference

F10: Hate expressed through reference in
subsequent clauses hateful 84.3 81.4 94.0 89.3 90.7 91.4 83.6 65.0 86.4 84.1

F11: Hate expressed through reference in
subsequent sentences hateful 88.6 90.0 91.4 91.4 89.3 87.9 89.3 69.3 85.0 79.3

Negation F12: Hate expressed using negated positive
statement hateful 89.3 67.9 72.1 70.0 87.9 72.9 72.1 65.0 82.1 67.6

F13: Non-hate expressed using negated hate-
ful statement non-hate 17.9 33.6 27.9 28.6 10.0 33.6 43.6 35.0 19.3 35.7

Phrasing
F14: Hate phrased as a question hateful 88.6 73.6 84.3 91.4 77.9 87.9 74.3 75.0 93.6 72.9
F15: Hate phrased as an opinion hateful 90.7 77.9 92.9 87.9 78.6 89.3 90.0 75.0 92.1 78.6

Non-
hateful
group
identifier

F16: Neutral statements using protected
group identifiers non-hate 44.3 67.1 67.1 67.9 49.3 83.6 80.0 88.6 56.6 68.6

F17: Positive statements using protected
group identifiers non-hate 47.6 51.0 56.0 59.0 40.0 81.4 75.7 73.8 67.1 71.4

Counter
speech

F18: Denouncements of hate that quote it non-hate 10.3 47.6 22.8 31.6 17.1 37.9 43.9 61.4 22.4 40.9
F19: Denouncements of hate that make direct
reference to it non-hate 9.6 32.9 18.6 34.8 13.7 31.7 45.1 44.9 24.8 64.6

Abuse
against
non-
protected
targets

F20: Abuse targeted at objects non-hate 53.8 73.8 72.3 66.2 49.2 73.8 70.8 87.7 70.8 86.2
F21: Abuse targeted at individuals (not as
member of a protected group) non-hate 56.2 66.2 72.3 67.7 41.5 60.0 52.3 90.8 55.4 92.3

F22: Abuse targeted at non-protected groups
(e.g. professions) non-hate 27.7 47.7 55.4 33.8 26.2 56.9 38.5 61.5 44.6 70.8

Spelling
variations

F23: Swaps of adjacent characters hateful - 82.1 89.3 89.3 87.9 75.7 - 69.3 94.3 84.3
F24: Missing characters hateful - 85.0 75.0 82.9 74.3 69.3 - 72.9 85.7 68.6
F25: Missing word boundaries hateful - 81.2 91.0 80.6 87.7 90.7 - 71.6 95.0 76.8
F26: Added spaces between chars hateful 65.8 61.2 86.8 85.8 89.7 77.0 - 58.0 83.2 71.3
F27: Leet speak spellings hateful - 94.7 95.2 93.5 87.7 86.3 - 71.6 95.0 81.1
F28: AR: Latin char. replacement hateful 83.0 - - - - - - - - -
F29: AR: Repeated characters hateful 82.9 - - - - - - - - -
F30: AR: Arabizi (Arabic chat alphabet) hateful 60.9 - - - - - - - - -
F31: AR: Accepted alt. spellings hateful 85.6 - - - - - - - - -
F32: ZH: Homophone char. replacement hateful - - - - - - 89.3 - - -
F33: ZH: Character decomposition hateful - - - - - - 87.7 - - -
F34: ZH: Pinyin spelling hateful - - - - - - 76.5 - - -

Table 1: MHC covers 34 functionalities in 11 classes with a total of n = 36,582 test cases. 69.74% of cases (25,511
in 25 functional tests) are labelled hateful, 30.26% (11,071 in 9 functional tests) are labelled non-hateful. The
right-most columns report accuracy (%) of the the XTC model (§3.1) across functional tests for each language.
Languages which XTC was directly trained on are underlined, to highlight many-shot vs. zero-shot settings. Best
performance on each functional test is bolded. Below random choice performance (<50%) is in cursive red.
Examples of test cases for each functional test are listed in Appendix A.
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relatively small across languages (< 8pp). For non-
hateful cases, on the other hand, performance varies
considerably across languages (< 24pp), with XTC
performing best on Mandarin (61.1) and worst on
Hindi (39.8).

Language F1-h F1-nh Mac. F1

Arabic / AR 79.1 39.8 59.4
Dutch / NL 80.1 53.3 66.7
French / FR 82.6 52.6 67.6
German / DE 82.6 55.2 68.9
Hindi / HI 78.5 37.7 58.1
Italian / IT 81.5 57.8 69.6
Mandarin / ZH 81.8 61.1 71.5
Polish / PL 76.1 56.4 66.2
Portuguese / PT 83.5 53.4 68.5
Spanish / ES 79.9 59.1 69.5

Table 2: Performance of XTC across the ten languages
in MHC. Many-shot settings are underlined. All other
languages are zero-shot. F1 score for hateful and non-
hateful cases, and overall macro F1 score.

Performance Across Functional Tests Evaluat-
ing XTC on each functional test across languages
(Table 1) reveals specific model weaknesses.

XTC performs better than a random binary-
choice baseline (50% accuracy) on all functional
tests for hate, with the exception of Spanish state-
ments with hateful slurs (F7, 43.3% accuracy). Ex-
plicit dehumanisation (F3), threatening language
(F5/6) and hate expressed using profanity (F8) ap-
pear to be the least challenging for the model, with
relatively high and consistent accuracy across lan-
guages. In comparison, XTC generally performs
worse on implicit hate (F4) and spelling variations
(F23+). For other hateful functional tests, perfor-
mance differs noticeably between languages. For
example, XTC is very accurate on F10: hate ex-
pressed through reference in subsequent clauses in
Spanish (94.0%), but much less so on Polish hate
of the same kind (65.0%). Performance is worst on
hate expressed using slurs (F7), with XTC misclas-
sifying Spanish (43.3%), Polish (51.1%) and Italian
statements (52.1%) at particularly high rates.

The only non-hateful functional test where per-
formance is better than a random choice baseline
across all ten languages is for non-hateful uses of
profanity (F9). In contrast, negated hate (F13) and
counter speech (F18/19), are misclassified at very
high rates in every language. For example, XTC is

only 9.6% accurate on Arabic denouncements of
hate that make direct reference to it (F22). Perfor-
mance differs more noticeably across languages for
non-hateful uses of protected group identity terms
(F16/17) and abuse against non-protected targets
(F20-22). For example, XTC is 81.4% accurate
on positive statements using group identifiers in
Italian, but only 40.0% accurate on the same type
of statement in Hindi.

Performance Across Target Groups MHC can
show whether models exhibit unintended biases in
target coverage (Dixon et al., 2018) by testing their
performance on cases generated from [IDENT]
templates. These cases are exactly the same, apart
from the group that is targeted (e.g. IT: "Odio i
gay" and IT:"Odio gli immigrati"). To illustrate,
Table 3 shows model accuracy on these cases for
French, Italian and Mandarin, which all cover the
same seven protected groups.

Target Group FR IT ZH

Women 70.9 70.1 74.5
Trans people 65.4 67.6 71.0
Gay people 56.4 68.2 70.3
Black people 61.5 67.7 66.7
Disabled people 61.2 64.4 72.6
Muslims 66.2 69.0 68.3
Immigrants 66.8 72.4 74.0

Table 3: Macro F1 of XTC on French, Italian and Man-
darin test cases in MHC generated from [IDENT] tem-
plates, split by targeted protected group.

In French, XTC performs substantially worse on
cases targeting gay people (56.4 macro F1) than on
equivalent cases targeting women (70.9) or immi-
grants (66.8). In Italian, XTC performs particularly
poorly on cases targeting disabled people (64.4),
and in Mandarin on cases targeting black people
(66.7), compared to other target groups.

3.3 Discussion

MHC reveals clear functional weaknesses in the
XTC model across all ten languages.

First, XTC is overly sensitive to key words and
phrases. XTC does have some ability to distin-
guish between different uses of potentially hateful
key words, as demonstrated by its relatively good
performance on both hateful and non-hateful uses
of profanity across languages (F8/9). However,
in languages like Hindi and Arabic, even entries
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which refer positively to protected groups (F17)
are misclassified as hateful at high rates. Accuracy
on non-hateful contrasts to hateful phrases, like
negated hate (F13) and counter speech (F18/19),
is low across all languages. Thus, XTC appears to
rely at least in part on overly simplistic decision
rules (e.g. that the use of group identifiers is a sig-
nal for hate speech). It does not sufficiently register
linguistic signals like negation, that reframe hate-
ful phrases into clearly non-hateful statements (e.g.
FR:"Je ne déteste pas les blacks.").

Second, XTC is biased in its target coverage
across languages, classifying hate directed against
some protected groups less accurately than equiva-
lent cases directed at others (Table 3).

These are clear weaknesses that were not appar-
ent from XTC’s strong performance on held-out
test sets. They match findings from HATECHECK

for monolingual English models (Röttger et al.,
2021b). If XTC was used to moderate content,
these weaknesses could cause serious harm. In
particular, misclassifying counter speech risks un-
dermining positive efforts to fight hate speech, and
biased target coverage may create and entrench bi-
ases in the protections afforded to different groups.
However, the multilingual nature of MHC also al-
lows for additional, novel insights.

First, we can evaluate cross-lingual performance
in both zero- and many-shot settings (Table 2).
XTC performs particularly well on Italian, Spanish
and Portuguese – the languages it was fine-tuned on
– but also on French, which is another Romance lan-
guage. Performance on other European languages
is also relatively high. By contrast, Hindi and Ara-
bic clearly stand out as particularly challenging,
with substantially lower performance. This sug-
gests that cross-lingual transfer works better across
more closely related languages and poses a chal-
lenge for more dissimilar languages.10 Cultural
differences across language settings may also af-
fect transferability. We may for example expect
hate in Italian and French to be more similar to
each other than to hate in Hindi, along such dimen-
sions as who the targets of hate are, which would
likely affect the cross-lingual performance of hate
speech detection models. Both hypotheses could
be explored in future research.

Second, we can evaluate differences in language-

10The surprisingly good performance of XTC on Mandarin
is a caveat, which may in part be explained by Mandarin being
more prevalent than Arabic or Hindi in XLM-R’s pre-training
corpus (Conneau et al., 2020).

specific model behaviour, again in zero- as well
as many-shot settings. For example, XTC tends
to overpredict hate in Hindi and Arabic, both
zero-shot, whereas it tends to underpredict hate in
many-shot Spanish and zero-shot Polish (Table 1).
XTC also exhibits different target biases across lan-
guages, for zero-shot settings like in French and
Mandarin as well as many-shot Italian (Table 3).
This suggests that, in addition to accounting for
differences in high-level performance, multilingual
models may require very different calibration and
adaptation across languages, even for languages
they were not directly fine-tuned on.

Overall, the insights generated by MHC sug-
gest two potential steps towards the development
of more effective multilingual hate speech detec-
tion models: 1) creating training data in diverse
languages to reduce language gaps, even for mod-
els with significant cross-lingual transfer abilities,
and 2) evaluating and addressing language-specific
model biases as well as differences in performance
across languages.

4 Limitations

The limitations of the original HATECHECK also
apply to MHC. First, MHC diagnoses specific
model weaknesses rather than generalisable model
strengths, and should be used to complement rather
than substitute evaluation on held-out test sets of
real-world hate speech. Second, MHC does not
test functionalities related to context outside of in-
dividual documents or modalities other than text.
Third, MHC only covers a limited set of protected
groups and slurs across languages, but can easily
be expanded using the provided case templates.

The multilingual nature of MHC creates addi-
tional considerations. First, comparisons of perfor-
mance between languages are not strictly like-for-
like, because cases in different languages are not
literal translations of each other. This limitation
is compounded for Arabic and Mandarin, which
have unique functional tests for spelling variations.
Second, even though MHC includes a diverse set
of ten languages, these languages still only make
up a fraction of languages spoken across the world.
To our knowledge, MHC covers more languages
than any other hate speech dataset, but hundreds
of other languages remain neglected and should be
considered for future expansions of MHC. Third,
the selection of functional tests in MHC is based
on HATECHECK, which was informed in part by
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interviews in an anglo-centric setting. We worked
with native-speaking language experts and created
additional tests to account for non-Latin scripts
in Arabic and Mandarin, but future research may
consider additional interviews or other language-
specific steps to inform expansions of MHC. Lastly,
individual languages, like the ten included in MHC,
are not monolithic but vary between speakers, es-
pecially across geographic regions and sociodemo-
graphic groups. We use widely-spoken dialects
for the ten languages in MHC (see §1), but cannot
cover all variations.

5 Related Work

Diagnostic Hate Speech Datasets The concept
of functional testing from software engineering
(Beizer, 1995) was first applied to NLP model eval-
uation by Ribeiro et al. (2020). The original HATE-
CHECK (Röttger et al., 2021b) then introduced
functional tests for hate speech detection models,
using hand-crafted test cases to diagnose model
weaknesses on different kinds of hate and non-hate.
Kirk et al. (2021) applied the same framework to
emoji-based hate. Manerba and Tonelli (2021) pro-
vide smaller-scale functional test for abuse detec-
tion systems. Other research has instead collected
real-world examples of hate and annotated them
for more fine-grained labels, such as the hate target,
to enable more comprehensive error analysis (e.g.
Mathew et al., 2021; Vidgen et al., 2021). Instead
of creating a static dataset, Calabrese et al. (2021)
devise a hate speech-specific data augmentation
technique based on simple heuristics to create ad-
ditional test cases based on model training data.
MHC is the first non-English diagnostic dataset for
hate speech detection models.

Non-English Hate Speech Data English is by
far the most common language for hate speech
datasets, as recent reviews by Vidgen and Derczyn-
ski (2020) and Poletto et al. (2021) confirm. En-
couragingly, more and more non-English datasets
are being created, particularly for shared tasks
(e.g. Wiegand et al., 2018; Ptaszynski et al., 2019;
Fersini et al., 2020; Zampieri et al., 2020; Mulki
and Ghanem, 2021). However, very few datasets
cover more than one language (Ousidhoum et al.,
2019; Basile et al., 2019), and to our knowledge no
dataset covers as many languages as MHC.

Multilingual Hate Speech Detection The
scarcity of non-English hate speech datasets has

motivated research into few- and zero-shot cross-
lingual hate speech detection, i.e. detection with
little or no training data in the target language.
However, model performance is generally found to
be lacking in such settings (Stappen et al., 2020;
Leite et al., 2020; Nozza, 2021). Others have thus
explored data augmentation techniques based on
machine translation, which yield limited improve-
ments (Pamungkas et al., 2021; Wang and Banko,
2021). Overall, multilingual models trained or fine-
tuned directly on the target languages, i.e. in many-
shot settings, are still consistently found to per-
form best (Aluru et al., 2020; Pelicon et al., 2021).
MHC’s functional tests are model-agnostic and can
be used to evaluate multilingual hate speech detec-
tion models trained on any amount of data.

6 Conclusion

In this article, we introduced MULTILINGUAL

HATECHECK (MHC), a suite of functional tests
for multilingual hate speech detection models.
MHC expands the English-language HATECHECK

(Röttger et al., 2021b) to ten additional languages:
Arabic, Dutch, French, German, Hindi, Italian,
Mandarin, Polish, Portuguese and Spanish. To our
knowledge, MHC covers more languages than any
other hate speech dataset. Across the languages,
native-speaking language experts created 36,582
test cases, which provide contrasts between hateful
and non-hateful content. This makes MHC chal-
lenging to hate speech detection models and allows
for a more effective evaluation of model quality.

We demonstrated MHC’s utility as a diagnos-
tic tool by testing a high-performing multilingual
transformer model, which was fine-tuned on three
widely-used hate speech datasets in three differ-
ent languages. MHC revealed the model to be 1)
overly sensitive to key words and key phrases, 2)
biased in its target coverage and 3) error-prone and
inconsistent in cross-lingual transfer, in both zero-
and many-shot settings.

So far, hate speech research has primarily fo-
cused on English-language content and thus ne-
glected billions of non-English speakers across the
world. We hope that MHC can contribute to closing
this language gap and that by diagnosing specific
model weaknesses across languages it can support
the development of better multilingual hate speech
detection models in the future.
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A Example MHC Test Cases

See Table 4 on the next page.

B Protected Groups in MHC

MHC covers seven protected groups per language.
Arabic: women /ZA�	�, trans people / AJ
� 	�k. 	á�
Ëñj�JÓ,

gay people / 	á�
Ê�JÓ, black people / Xñ�, Jews / XñîE
,
disabled people / 	á�
J
�̄ AªÓ, immigrants / 	á�

Jk. B

Dutch: women / vrouwen, trans people / trans-
genders, gay people / homoseksuelen, black people
/ zwarte personen, disabled people / gehandicapten,
immigrants / immigranten, Muslims / Moslims

French: women / femmes, trans people / trans,
gay people / homos, black people / blacks, dis-
abled people / handicapés, Muslims / musulmans,
refugees / réfugiés

German: women / Frauen, trans people / Trans-
menschen, gay people / Schwule, black people /
Schwarze, disabled people / Behinderte Jews / Ju-
den, refugees / Flüchtlinge

Hindi: women / aurato, trans people / hijro, gay
people / gays, North-East Indians / assamese, Mus-
lims / musalmano, Lower Caste / shudro, Black
people / negro

Italian: women / donne, trans people / trans,
gay people / gay, black people / persone di colore,
disabled people / disabili, Muslims / musulmani,
immigrants / immigrati

Mandarin: women / 女人, trans people / 跨
性别者, gay people / 同性恋, black people / 黑
人, disabled people /残疾人, Muslims /穆斯林,
foreigners /外国人

Polish: women / kobiety, trans people / osoby
transpłciowe, gay people / geje, Asian people /
azjaci, disabled people / niepełnosprawni, Jews /
Żydzi, immigrants / imigranci

Portuguese: women / mulheres, black people /
negros, gay people / gays, trans people / pessoas
trans, indigenous people / indígenas, Jews / judeus,
disabled people / deficientes

Spanish: women / mujeres, black people / ne-
gros, gay people / gays, trans people / trans, indige-
nous people / indígenas, Jews / judíos, disabled
people / discapacitados

C Data Statement

Following Bender and Friedman (2018), we pro-
vide a data statement, which documents the gener-
ation and provenance of test cases in MHC.

A. CURATION RATIONALE The goal of our
research was to construct MHC, a multilingual
suite of functional tests for hate speech detection
models. For this purpose, our team of native-
speaking language experts generated a total of
36,582 short text documents in ten different lan-
guages, by hand and by using simple templates for
group identifiers and slurs (§2.3). Each document
corresponds to one functional test and a binary gold
standard label (hateful or non-hateful).

B. LANGUAGE VARIETY MHC covers ten
languages: Arabic, Dutch, French, German, Hindi,
Italian, Mandarin, Polish, Portuguese and Spanish.

C. SPEAKER DEMOGRAPHICS All test
cases across the ten languages in MHC were hand-
crafted by native-speaking language experts – one
per language. All ten had previously worked on
hate speech as researchers and/or annotators. Six
out of ten experts identify as women, the rest as
men. Four out of ten identify as non-White.

D. ANNOTATOR DEMOGRAPHICS More
than 120 annotators provided annotations on MHC,
with at least 12 annotators per language. Anno-
tators were recruited on Appen, a crowdworking
provider. Appen gave no demographic information
beyond guaranteeing that annotators were native
speakers of the languages in which they completed
their work. In setting up the annotation task and
communicating with annotators, we followed guid-
ance for protecting and monitoring annotator well-
being provided by Vidgen et al. (2019).

E. SPEECH SITUATION All test cases were
created between November 2021 and January 2022.

F. TEXT CHARACTERISTICS The composi-
tion of the dataset is described in detail in §2.2 and
§2.3 of the article.

D Annotator Disagreement on MHC

Annotator disagreement on MHC (Table 5) is
higher than on the original HATECHECK (Röttger
et al., 2021b), where four out of five annotators
agreed on the gold label in 99.4% of cases. There is
a lot of variation in disagreement across languages,
with most having less than 5% disagreement, and
only Mandarin and French more than 10%. Upon
review, our language experts found that the vast
majority of disagreements stemmed from annotator
error, where annotators failed to apply the explicit,
prescriptive annotation guidelines they received.
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Functionality Gold Label Language Example

Derogation

F1: Expression of strong negative emotions
(explicit) hateful FR Il n’y a rien de plus horrible qu’une femme.

F2: Description using very negative at-
tributes (explicit) hateful HI duniya mai sabse zyada murkh bas gays hi hote

hain.
F3: Dehumanisation (explicit) hateful NL Gehandicapten zijn een plaag.

F4: Implicit derogation hateful PL Życie każdego owada jest cenniejsze niż życie ko-
biety.

Threat.
language

F5: Direct threat hateful ZH 只能给女人死刑才能解决问题。

F6: Threat as normative statement hateful ES En un mundo justo, los negros como ustedes es-
tarían todos muertos.

Slurs F7: Hate expressed using slur hateful PT Anormais simplesmente não conseguem ajudar a si
mesmos.

Profanity
usage

F8: Hate expressed using profanity hateful IT Tipico di un trans essere un pezzo di merda.
F9: Non-hateful use of profanity non-hate AR . PAÔg ��A�®K. AÓ PY�®Ó Y�̄ ÈðAg@ Ð 	PB

Pronoun
reference

F10: Hate expressed through reference in
subsequent clauses hateful HI wo shudra insaan dikhte hai par hai wo parijeevi hi.

F11: Hate expressed through reference in
subsequent sentences hateful PT É obvio que eles são estúpidios, afiinal são gays

Negation
F12: Hate expressed using negated positive
statement hateful DE Behinderte sind uns grundsätzlich nicht ebenbürtig.

F13: Non-hate expressed using negated hate-
ful statement non-hate PL Nie stójmy bezczynnie, gdy niepełnosprawni są

mordowani.

Phrasing
F14: Hate phrased as a question hateful IT Sbaglio a pensare che questi disabili debbano essere

condannati a morte?

F15: Hate phrased as an opinion hateful ES Si me preguntas, los negros como tú no son mejores
que las ratas.

Non-
hateful
group
identifier

F16: Neutral statements using protected
group identifiers non-hate ZH 我和两个跨性别者住在一起。

F17: Positive statements using protected
group identifiers non-hate NL Homoseksuelen horen thuis in de regering.

Counter
speech

F18: Denouncements of hate that quote it non-hate AR . Z A� 	�Ë @ 	áÓ 	¬Q�®�J��K. ½ 	K @ Èñ�®�K ¼C 	g ú
ÎË@ éK
 @
F19: Denouncements of hate that make direct
reference to it non-hate HI logo ko kinnar bulana bilkul theek nahi hai.

Abuse
against
non-
protected
targets

F20: Abuse targeted at objects non-hate IT Questa serie di esercizi è così nauseante.
F21: Abuse targeted at individuals (not as
member of a protected group) non-hate PL Nienawidzę cię.

F22: Abuse targeted at non-protected groups
(e.g. professions) non-hate DE Ich kann Politiker wie dich wirklich nicht ausste-

hen.

Spelling
variations

F23: Swaps of adjacent characters hateful NL Zulke transgenders moeten worden geëxecueterd.
F24: Missing characters hateful FR Typique d’un homo d’être à ce point stupde.
F25: Missing word boundaries hateful PT Essas mulheresme dão tanto nojo.
F26: Added spaces between chars hateful ES Quiero m a t a r a todos los indígenas.
F27: Leet speak spellings hateful HI keval aurat hi 1tni badi murkh ho sakta hai.
F28: AR: Latin char. replacement hateful AR . XñîE
 AK
 �Ë@5ÕºëQºK. A 	K @
F29: AR: Repeated characters hateful AR . �èñ¢ÖÏAK. ÈðX 	á�
Ê�JÖÏ AK. H. PPPPPQå 	� È 	Q 	�K
 ñºJ
 	̄ Yg AÓ

F30: AR: Arabizi (Arabic chat alphabet) hateful AR Alanwa3 dee mal el yahood lazm ytnafth feha
el23dam.

F31: AR: Accepted alt. spellings hateful AR .�A 	̄
�
@B@ ú


	̄ ��.k ÑêÓ 	PB ZA� 	�Ë @
F32: ZH: Homophone char. replacement hateful ZH 我想沙死所有黑人。

F33: ZH: Character decomposition hateful ZH 这些外国人就该闭上他们的犭句嘴。

F34: ZH: Pinyin spelling hateful ZH 所有女人都去si。

Table 4: Example test cases for each of the 34 functional tests in MHC. Examples were selected at random.
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For example, hate and more general abuse were
often confused, and abuse against non-protected
targets was often labelled as hateful. Therefore, we
did not exclude any cases from MHC. To enable
further analysis and data filtering, we provide an-
notator labels with the test suite and mark up cases
and templates where there is disagreement between
the annotator majority labels and the gold labels
from our language experts.

Language % Disagreement n Disagreement

Arabic / AR 7.05 252
Dutch / NL 9.61 362
French / FR 21.22 789
German / DE 4.20 153
Hindi / HI 4.88 174
Italian / IT 0.73 27
Mandarin / ZH 11.48 388
Polish / PL 2.04 78
Portuguese / PT 4.12 152
Spanish / ES 2.40 90

Table 5: Proportion of entries and absolute number of
entries where at least 2/3 annotators disagreed with the
expert gold label, for each language in MHC.

E Datasets for Model Fine-Tuning

E.1 Sanguinetti et al. (2020) Italian Data
Sampling The authors compiled 8,100 tweets
sampled using keywords. 4,000 tweets come from
HaSpeeDe 2018 (Bosco et al., 2018), which in turn
originates in the Sanguinetti et al. (2018) dataset.
The other 4,100 tweets were collected as part of
the Italian hate speech monitoring project "Contro
l’Odio" (Capozzi et al., 2019).

Annotation The Sanguinetti et al. (2018) tweets
were annotated in two phases, first by expert anno-
tators, then by crowdworkers from CrowdFlower.
Each tweet was annotated by two to three anno-
tators for six attributes: hate speech, aggressive-
ness, offensiveness, irony, stereotype, and intensity.
For inter-annotator agreement, the authors report
a Krippendorff’s Alpha of 38% for CrowdFlower,
and a Cohen’s Kappa of 45% for the expert annota-
tors. The "Contro l’Odio" tweets were annotated
by crowdworkers, but inter-annotator agreement
was not reported. (Sanguinetti et al., 2020).

Data We use all 8,100 tweets (41.8% hate).

Definition of Hate Speech "Language that
spreads, incites, promotes or justifies hatred or vi-
olence towards the given target, or a message that
aims at dehumanizing, delegitimizing, hurting or

intimidating the target. The targets are Immigrants,
Muslims, and Roma groups, or individual members
of such groups."

E.2 Fortuna et al. (2019) Portuguese Data

Sampling Fortuna et al. (2019) initially collected
42,930 tweets based on a search of 29 user pro-
files, 19 keywords and ten hashtags. They then fil-
tered the tweets, keeping only Portuguese-language
tweets, and removing duplicates and retweets, re-
sulting in 33,890 tweets. Finally, they set a cap of
a maximum of 200 tweets per search method, to
create the final dataset of 5,668 tweets.

Annotation All tweets in the dataset were an-
notated as either hateful or non-hateful by 18
non-expert Portuguese native speakers were hired.
Each tweet was annotated by three annotators, and
inter-annotator agreement was low, with a Cohen’s
Kappa of 0.17.

Data We use all 5,668 tweets (31.5% hate).

Definition of Hate Speech "Hate speech is lan-
guage that attacks or diminishes, that incites vio-
lence or hate against groups, based on specific char-
acteristics such as physical appearance, religion,
descent, national or ethnic origin, sexual orienta-
tion, gender identity or other, and it can occur with
different linguistic styles, even in subtle forms or
when humour is used."

E.3 Basile et al. (2019) Spanish Data

Sampling Tweets were sampled using three
methods: 1) monitoring potential victims of hate
accounts, 2) retrieving tweets from the history of
identified haters, and 3) retrieving tweets using neu-
tral and derogatory keywords, polarising hashtags,
and stems. This yielded 19,600 tweets, of which
6,600 are in Spanish and the rest in English.

Annotation The dataset was annotated for three
attributes: hate speech, target range (individuals or
groups), and aggressiveness. First, all data was an-
notated by at least three Figure Eight crowdworkers.
Inter-annotator agreement on Spanish hate speech
was high, with a Cohen’s Kappa of 0.89. Second,
two experts annotated each tweet. The final label
was assigned based on majority vote across the
crowd and expert annotators.

Data We use all 6,600 Spanish tweets, of which
41.5% are labelled as hateful.
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Definition of Hate Speech "Any communication
that disparages a person or a group on the basis of
some characteristic such as race, color, ethnicity,
gender, sexual orientation, nationality, religion, or
other characteristics."

E.4 Pre-Processing
Before using the datasets for fine-tuning, we re-
move newline and tab characters. We replace URLs
and user mentions with [URL] and [USER] tokens.

F XLM-T Model Comparison

We denote the three XLM-T models trained on
Italian Sanguinetti et al. (2020), Portuguese For-
tuna et al. (2019) and Spanish Basile et al. (2019)
as XLM-IT, XLM-PT and XLM-ES respectively.
XTC denotes the XLM-T model trained on the com-
bination of all three datasets, for which we report
results in the main body of this article. XTC gen-
erally outperforms the monolingual models when
compared on the respective held-out test sets (Ta-
ble 6) as well as MHC (Table 7).

Dataset XLM-IT XLM-PT XLM-ES XTC

IT 73.2 - - 76.3
PT - 75.3 - 73.3
ES - - 84.0 84.7

Table 6: Macro F1 for each fine-tuned model on its
respective test set and for XTC on all test sets.

Lang. XLM-IT XLM-PT XLM-ES XTC

AR 51.3 45.8 51.4 59.4
NL 59.9 49.5 59.6 66.7
FR 57.5 50.5 62.2 67.6
DE 62.1 46.9 59.5 68.9
HI 48.2 44.4 47.4 58.1
IT 53.6 47.0 54.6 69.6
ZH 61.8 42.7 53.2 71.5
PL 57.5 49.2 58.2 66.2
PT 58.6 64.2 56.0 68.5
ES 60.0 50.1 64.4 69.5

Table 7: Macro F1 across languages on MHC for each
of our fine-tuned models.

G XLM-T Model Details

Model Architecture We implemented XLM-
T model (Barbieri et al., 2021) using the
transformers Python library (Wolf et al.,
2020). XLM-T is an XLM-R (Conneau et al., 2020)
model pre-trained on an additional 198 million
Twitter posts in over 30 languages. It has 12 layers,

a hidden layer size of 768, 12 attention heads and
a total of 278 million parameters. For sequence
classification, we added a linear layer with softmax
output.

Fine-Tuning All models use unweighted cross-
entropy loss and the AdamW optimiser (Loshchilov
and Hutter, 2019) with a 5e-5 learning rate and a
0.01 weight decay. For regularisation, we set a
10% dropout probability, and for batch size we
use 32. For each model, we train for 50 epochs,
with an early stopping strategy with a patience of
5 epochs, with respect to improvements in the bi-
nary F1-score on the validation split. We store the
checkpoint with the highest binary F1-score and
use it as our final model.

Computation We ran all computations on an
AWS "g4dn.2xlarge" server equipped with one
NVIDIA T4 GPU card. The average wall time
for each each training step was around 3 seconds.

Model Access We make the XTC model avail-
able for download on HuggingFace.

H Google Perspective Results

We test Perspective’s "identity attack" attribute and
convert the percentage score to a binary label using
a 50% cutoff. Testing was done in February 2022.

On the held-out test sets for Italian (Sanguinetti
et al., 2020) and Portuguese (Fortuna et al., 2019),
Perspective scored 70.7 and 64.1 macro F1. Per-
spective is outperformed on both languages by
XTC, which scored 76.3 and 84.7 (Table 6).

On MHC, for the three languages it supports,
Perspective (Table 8) performs worse than XTC
(Table 2) in terms of macro F1 for Italian and Por-
tuguese, and around equally well for German.

Language F1-h F1-nh Macro F1

German / DE 84.1 54.9 69.5
Italian / IT 69.6 61.2 65.4
Portuguese / PT 84.2 47.6 65.9

Table 8: Performance of the Perspective API across the
three languages it supports in MHC. F1 score for hateful
and non-hateful cases, and overall macro F1 score.
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Abstract

"Dogwhistles" are expressions intended by the
speaker to have two messages: a socially-
unacceptable "in-group" message understood
by a subset of listeners and a benign message
intended for the out-group. We take the result
of a word-replacement survey of the Swedish
population intended to reveal how dogwhistles
are understood, and we show that the difficulty
of annotating dogwhistles is reflected in the sep-
arability of the space of a sentence-transformer
Swedish BERT trained on general data.1

1 Introduction

We explore whether contemporary vector-space
sentence representation techniques also provide
a structured representation of the different mes-
sages in "dogwhistle" political communication. A
dogwhistle refers to a word or phrase used in ma-
nipulative communication, usually in a political
context. Dogwhistles carry at least two messages:
one message intended for the broader community,
and another "payload" message intended to com-
municate a specific, less acceptable message to a
receptive "in-group". Dogwhistles depend on the
"out-group" members not picking up on the pay-
load message (Albertson, 2014; Bhat and Klein,
2020).

We take several Swedish-language dogwhistles
and survey data from the Swedish population about
the interpretation of these dogwhistles, and we ap-
ply clustering techniques based on the transformer-
derived representation of the responses. We ask
the question: are the responses clearly partitioned
in the semantic space, and does the "sharpness"
of this partitioning reflect the ease of dogwhistle
identification by expert annotators?

While there has been work exploring dogwhis-
tles through the lens of linguistics (Henderson

1Authors other than Niclas Hertzberg and Asad Sayeed are
listed in ascending alphabetical order.

and McCready, 2019; Bhat and Klein, 2020; Saul,
2018), automated approaches to exploring dogwhis-
tles using NLP techniques are generally lacking
(Xu et al., 2021). Considering the volume of social
media data and the extent to which dogwhistles
have been employed on these channels, it is im-
portant to create new computational techniques to
detect and analyze dogwhistles that might succeed
at higher data volumes. The first step in accom-
plishing this is to show that automatic techniques
can be used to reliably extend and enhance manual
analysis.

Dogwhistles can be strategically used, e.g. po-
litically to send a veiled message to one group
of voters while avoiding alienating another group
(Bhat and Klein, 2020). This could pose a problem
in a representative democracy since the out-group
portion of the voter-base are deceived into voting
for a certain candidate that might not represent their
political views (Goodin and Saward, 2005).

Therefore, we contribute the following:

• We present a preliminary dataset of a word
replacement task by members of the Swedish
population as part of a survey of political
attitudes, including a manual annotation for
dogwhistle identification with inter-annotator
agreement (IAA; Krippendorff’s α) scores.

• We use a transformer-based model to repre-
sent the responses in a semantic space and ap-
ply classification (SVM) and clustering tech-
niques (K-means) to the vectors.

• We evaluate the clusterings in terms of cluster
purity metrics, and we show that the lower the
IAA, the lower the linear separability of the
responses in the vector space.

We then conclude that a Swedish BERT variant
already represents important aspects of the under-
lying semantics of dogwhistles.
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2 Dataset

Dogwhistle politics has become increasingly
salient in the current mass and social media en-
vironment. This is also the case in Swedish society.
Recent studies have shown that certain issues, in
particular immigration, have produced examples of
emergent dogwhistles gaining in public use (Åker-
lund, 2021; Filimon et al., 2020).

Using a professional polling firm, we anony-
mously sampled 1000 members of the Swedish
public using a word replacement task. We con-
structed 5 sentences containing words or phrases
we suspected were being used as dogwhistles and
asked survey participants to replace the words with
what they thought it "really" meant. Then we man-
ually annotated these responses for whether they
identified a dogwhistle use or not. The survey was
conducted under institutional ethical review in a
process that involved survey administration and
anonymized data compilation at a remove from the
authors.

Each item therefore contains the substitution of
participant-provided words or phrases for the orig-
inal dogwhistle in the full context of the corre-
sponding stimulus sentence. An illustrative stimu-
lus example would be the following: "The Swedish
unions are controlled by globalists". Each person
taking the survey would replace “globalists” with
a word or phrase they believe to convey the same
information. The replacements can vary widely:
someone might replace “globalists” with "commu-
nists" or an anti-Semitic slur, which might be con-
sidered an "in-group" response. Others would re-
place “globalists” with, e.g., "people concerned
with international affairs" thus not showing an un-
derstanding of the dogwhistle as having any as-
sociations with the aforementioned groups. The
actual Swedish dogwhistles we use and their En-
glish translations are listed in table 1.

Each replacement thus gave rise to a slightly
altered sentence that, according to the person taking
the survey, would convey the same information as
the original sentence. The replacements for each
dogwhistle was manually labeled depending on a
person picking up on the dogwhistle meaning or
not. An inter-annotator score was then calculated
for the labeling of each dogwhistle.

IAA was calculated in two rounds, an initial
round and a confirmatory round partway through
the annotation. We report both scores in table 2.

Role of inter-annotator agreement2 The goal
of the annotation and the computation of IAA is
to determine whether or not the annotation task
can be designed with the following criterion in
mind: that a panel of trained annotators with access
to the guidelines can reliably distinguish between
participant responses that did pick up on the "in-
group" dogwhistle meaning from those that did
not.

The identification and interpretation of a dog-
whistle is an inherently subjective task which stems
directly from one of the reasons to use a dogwhistle
in the first place: to take advantage of the ambiguity
of interpretation based on the standpoint of the in-
dividual recipients of the message. There are good
reasons to critique the widespread use of IAA statis-
tics to represent reader or listener reaction in sub-
jective tasks like these (Sayeed, 2013). However, in
this case, the annotation guidelines were developed
in an iterative process to be presented in future
publications that ensured that Swedish-speaking
annotators informed about Swedish politics could
consistently identify the dogwhistle interpretations
of survey participants. The focus of this work is to
explore the extent to which the intuitions behind
the annotation guidelines are reflected in a Swedish
BERT model trained on a multi-genre corpus.

3 Method

3.1 Sentence transformers

Sentence transformers (Reimers and Gurevych,
2019) are based on BERT (Devlin et al., 2018)
and produce state of the art semantic representa-
tions of entire sentences and paragraphs. A high
performing sentence model returns semantic repre-
sentations of sentences, with a cosine distance that
correlates with their semantic similarity. Different
sentences can thus be compared computationally.
The specific sentence model we used was Swedish
sentence-Bert (Rekathati, 2021).

Resources for training machine learning models
on Swedish text are somewhat limited. The lack of
resources prevents training a sentence transformer
in Swedish using the same procedure as training
sentence transformers in English. However, the
training of a sentence transformer in the target lan-
guage can be obtained by fine-turning a Swedish
model (Malmsten et al., 2020)3 on the output of an

2We thank Reviewer 3 for raising this point.
3Pre-trained on books, newspapers official government re-

ports, a small amount of social media, and Swedish Wikipedia.
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Figure 1: Responses for dogwhistle "enrich" represented
in the semantic space. Coded in-group responses col-
ored green.

Figure 2: Dogwhistle "remigration" represented in the
semantic space. Coded in-group responses colored
green. Additional plots are in supplementary material.

already trained English sentence transformer and a
parallel corpora of the source and target language.
(Reimers and Gurevych, 2020). This procedure is
an accessible way to train sentence transformers
in a variety of languages faced with the same data
limitations as Swedish.

3.2 Procedure

As we were interested in the semantic representa-
tions given by the sentence replacements for each
dogwhistle response, we did the following: we in-
put each of the sentences containing the replaced
dogwhistle from the dataset into a sentence trans-
former in order to get dense 768-dimensional vec-
tor representations.

Then in order to visualize the semantic clustering
of these sentence representations we used Principal
Component Analysis (PCA; Abdi and Williams,
2010) to reduce the vectors to 3 dimensions.

3.3 Evaluation metrics

The general purpose of the clustering validations
is to measure the compactness, i.e., how similar
objects within a cluster are, and separation, which
measures how far apart the clusters are. We eval-
uated the clustering created in the semantic space
using two different evaluation metrics:

The overwhelming bulk of the training data is news media.

Davies-Bouldin (DB; Davies and Bouldin, 1979)
score measures the average of the intra-cluster dis-
persion within each individual cluster divided by
the distance between the centroid of one cluster to
the centroid of the other cluster. A more compact
cluster further apart from the other cluster will re-
sult in a lower score, with 0 indicating two very
distinct clusters.

Calinski-Harabasz (CH; Caliński and Harabasz,
1974), measures intra-cluster dispersion and each
cluster center’s distance from the global centroid.

3.3.1 Unsupervised approach
We then used K-means with two cluster centroids
to label each point in the space based on that point’s
distance from the nearest cluster centroid.

We did this with both the dimensionality-
reduced sentence representations and the original
768-dimensional vectors. The sentence representa-
tions and the K-means labels were then evaluated
using the aforementioned evaluation metrics.

3.3.2 Supervised approach
We evaluated the same sentence representations
using the previous metrics, but with the annotated
labels rather than the K-means labels. In addition,
we trained a linear-kernel support vector machine
(SVM). When training the SVM, we randomly sam-
pled the sentence representations and labels, and
split the data into training and testing (70%-30%).
A higher F1 score corresponds to a better division
of the clusters.

4 Experiment and analysis

Our main question: is there an easily detected sep-
aration between the in-group responses and the
out-group responses in the representation space?

If this was the case, it would mean that the model
has picked up on some distinction between the re-
sponses that corresponds to the distinction made by
the annotators. Given the distance in the semantic
space between the two groups, it should be possible
to separate the space with a linear SVM trained on
a subset of the data.

A further question is whether there is a correla-
tion between the clusterings and the IAA scores?
Being able to linearly separate the two groups is a
necessary but not sufficient condition for good clus-
tering scores. The dogwhistle replacements might
vary widely enough to not cluster well while still
being separatable using a hyperplane to a high de-
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Swedish English
Flyktingpolitik refugee policy
Berikar enrich
Återvandring remigration
Förortsgäng suburban gang
Hjälpa på plats help on location

Table 1: Swedish dogwhistles discussed in the present
work and their English translations.

gree of accuracy. Ideally, two differentiable dense
clusters would correspond to the IAA.

4.1 Results

The results in Table 3 show that a high separabil-
ity among clusters does indeed correspond with
the IAA agreement, which indicates the annotators
ease of categorizing a response as "in-group" or
"out-group". For example, the dogwhistle "remi-
gration" had the lowest F1 score for both the dimen-
sionality reduced sentence representations (0.72)
and the original sentence representations (0.85), as
well as the lowest IAA overall (0.74/0.55), as can
be seen in table 2. Similarly, "suburban gang" had
the highest IAA (1/1) and very high F1 scores as
well (0.98/0.97).

However, the evaluation of the K-means labeled
clusters did not correspond well to the IAA. The
evaluation metrics for "refugee policy" is higher
than "help on location" (1/0.82) despite having a
much lower IAA score (0.74/0.55).

An explanation for this might be that some dog-
whistle clusterings are spread over a wider semantic
space, while still being linearly separatable (with
an SVM) from other clusterings. This type of data
distribution will still obtain good clustering results.
For example, “enrich” in table 4 reports the best de-
fined clusters overall (measured by a low DB score
and high CH score), while only having a marginally
greater F1 score (0.98/0.98) on the SVM task than
"suburban gang" (0.98/0.97).

4.1.1 Support Vector Machine
The SVM was generally able to separate the two
clusters well, even given fairly small amounts
of training data. The general correlation with
IAA scores were higher with PCA dimensionality-
reduced vector representations. Possible reasons
for the performance of the SVM might be that the
SVM does not take into account the separation of
the data from its cluster centroid in the opposite di-

Dogwhistle IAA Responses/DWs
Flyktingpolitik 0.73/0.87 801/216
Berikar 0.79/0.91 813/102
Återvandring 0.74/0.55 776/268
Förortsgäng 1/1 816/172
Hjälpa på plats 1/0.82 788/108

Table 2: IAA for two annotation development phases
and the total number of unique responses along with the
subset that are in-group dogwhistle (DW) responses.

3-dim 768-dim
Dogwhistle F1 F1

Flyktingpolitik 0.77 0.91
Berikar 0.98 0.98
Återvandring 0.72 0.85
Förortsgäng 0.98 0.97
Hjälpa på plats 0.94 0.96

Table 3: SVM F1 metrics for each dogwhistle.

Dogwhistle 3-dim 768-dim
Clustering CH DB CH DB
Flyktingpolitik
K-means 568.86 0.99 159.79 2.06
Human 65.29 2.90 40.41 3.85
Berikar
K-means 1111.32 0.49 327.34 0.96
Human 978.04 0.61 303.33 1.12
Återvandring
K-means 580.85 1.07 175.32 1.95
Human 148.15 2.05 64.39 3.16
Förortsgäng
K-means 607.61 0.94 243.29 1.59
Human 241.03 1.39 115.59 2.06
Hjälpa på plats
K-means 398.04 0.92 119.72 1.93
Human 300.58 1.02 97.16 2.02

Table 4: Cluster separability metrics for each dogwhistle
for K-means and human clustering.

rection of the other cluster or the dispersion of the
datapoints along an axis orthogonal to the separat-
ing plane. The SVM measurement only takes into
account the overlapping of the semantic meanings
of the sentences, represented in the space.

4.1.2 Internal clustering evaluation
The evaluation metrics for the K-means labeled
points in the space does not seem to correspond to
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the IAA values. The lowest scoring dogwhistles,
"refugee policy" and "remigration", cluster fairly
well compared to the other dogwhistles with higher
IAA values.

4.1.3 External clustering evaluation
The results for the evaluation metrics on the human
labeled points indicate that there is an overall cor-
respondence between the IAA and those measure-
ments: the lowest rated IAA dogwhistles always
have the lowest clustering score. This indicates that
there is a semantic distinction between in-group re-
sponses and out-group responses that is captured
fairly well by sentence transformers.

5 Conclusions and future work

Our work contributes a computationally straight-
forward method to extend the manual analysis of
dogwhistles that is available for many languages
at a resource level similar to Swedish. Our evalua-
tions show that easily identified dogwhistle inter-
pretations are partitioned well enough in the vector
space given by SOTA sentence models that they
are linearly separable using a simple SVM.

The representation of sentences given by the
model is largely derived from the corpora that the
model is trained on. The corpora thus has a large
impact on the semantic space. Given this, mod-
els trained on different corpora would give rise to
different semantic spaces where the clustering of
the sentences would be different. Since K-means
does not seem to be able to differentiate between
in-group sentence replacements and out-group sen-
tence replacements, future work might include an
investigation into modeling the semantic space by
training a sentence transformer on different sources
of text. This would also allow us to investigate the
role of specific lexical choices in the detection and
representation of dogwhistles. In theory, it should
be possible to train a model that creates a seman-
tic space that clusters the points in a way that that
the labels can be retrieved by an algorithm like
K-means using only the data itself.
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Abstract

Offensive Content Warning: This paper
contains offensive language only for providing
examples that clarify this research and do not
reflect the authors’ opinions. Please be aware
that these examples are offensive and may
cause you distress.

The subjectivity of recognizing hate speech
makes it a complex task. This is also reflected
by different and incomplete definitions in NLP.
We present hate speech criteria, developed
with perspectives from law and social science,
with the aim of helping researchers create
more precise definitions and annotation
guidelines on five aspects: (1) target groups,
(2) dominance, (3) perpetrator characteristics,
(4) type of negative group reference, and the
(5) type of potential consequences/effects.
Definitions can be structured so that they cover
a more broad or more narrow phenomenon.
As such, conscious choices can be made on
specifying criteria or leaving them open. We
argue that the goal and exact task developers
have in mind should determine how the scope
of hate speech is defined. We provide an
overview of the properties of English datasets
from hatespeechdata.com that may help
select the most suitable dataset for a specific
scenario.

1 Introduction

The surge in online hate speech has resulted in
an increased need for its automatic detection. Its
presence can be highly consequential as it creates
an unsafe environment and threatens the freedom
of speech (Kiritchenko et al., 2021). Effects of hate
speech range from a personal level (e.g. anxiety
or stress (Cervone et al., 2021)) to societal level
(e.g. discrimination or violence (Waldron, 2012))
and such speech can disrupt social debate severely
(Vidgen and Derczynski, 2020). Due to the large
volumes of data on social media, automatizing the
task is essential as hate speech can violate the law,

depending on the country, in addition to its negative
consequences in society. This makes automatic
hate speech detection a very important task that
needs to be carried out responsibly.

What is considered hate speech is subjective
(Fortuna et al., 2020), there are a variety of valid
viewpoints on what does (not) fall under this con-
cept. Current hate speech datasets in NLP reflect
this, having similar yet (subtly) different or in-
complete definitions. For instance, similar terms
are used interchangeably across publications and
datasets, e.g. abusive, offensive, or toxic (Madukwe
et al., 2020; Fortuna et al., 2020). We posit that a
clear relation to (membership of) a target group of
the victim sets hate speech apart from other forms
of toxic or abusive language. Underspecified defi-
nitions and guidelines increase the level of subjec-
tivity in annotations. This subjectivity propagates
into the model, which can lead to biased models
(Sap et al., 2019; Davidson et al., 2019). Even if
annotations are systematic, it may remain unclear
which phenomena (e.g. target groups or types of
abusive) are covered and thus captured by models.

It depends on the task for which a dataset is cre-
ated whether subjectivity is desired or not. We will
argue that, even for scenarios where the goal is
to collect multiple viewpoints, it is important to
clearly define on what aspects of the phenomenon
this subjectivity is sought. At the same time, we
must keep in mind that it is impossible to fully re-
move subjectivity when determining whether some-
thing is hate speech or not. Even in law, where hate
speech is aimed to be defined as objectively as pos-
sible, it is inevitable that courts have difficulties
interpreting such a context-dependent and sensitive
topic in consistent and predictable ways (Van Noor-
loos, 2014b). Nevertheless, a clear definition can
help reduce subjectivity to borderline cases.

What would then be a good definition of hate

∗Main correspondence: u.khurana@vu.nl and
antske.fokkens@vu.nl
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speech? We advocate that a good definition of hate
speech starts with a good understanding of the in-
tention that it serves. For instance, a social media
platform may want a broader consideration of hate
speech, as it needs to keep its platform safe, in
comparison to a law-enforcing model, which has
to take legal action only when there is a clear pun-
ishable presence. One may decide to focus on hate
speech towards one specific group or to keep this
completely open to investigate which groups are
considered potential targets by (crowd) annotators.

Rather than specifying what “the” definition
should be, we provide a meta-prescriptive setup to
construct definitions and guidelines through a mod-
ular approach, where modifications can be made ac-
cording to the task at hand. Concretely, we propose
five criteria which should be taken into account
when defining hate speech1 and creating annotation
guidelines: (1) target groups, (2) social status of
target groups, (3) perpetrator, (4) type of negative
reference, (5) type of potential effect/consequence.
These criteria were developed with insights from
law and social science. We provide an overview of
all English datasets from www.hatespeechdata.com
according to these criteria, so that people working
with a specific definition in mind can easily identify
which existing English datasets2 may be of direct
use or provide a good starting point.

2 Background and Motivation

In this section, we describe related work that pro-
vided the motivation and insights for the opera-
tionalization we propose in this paper.

2.1 Annotations for Hate Speech Tasks

The quality of annotations directly influences the
quality of hate speech detection models trained on
the annotated data. The subjective nature of the
task makes obtaining high inter-annotator agree-
ment, often used as a quality metric for annotations,
difficult (Talat et al., 2017). Awal et al. (2020) an-
alyze and find evidence for inconsistency in the
annotation for different widely-used hate speech
datasets. They discover that some of the retweets
in the dataset of Founta et al. (2018) have different
labels while the tweet is the same, as also found by

1We emphasize that the focus of this definition is on textual
hate speech. Introducing other modalities (e.g. images or
sound) adds other layers of complexity.

2We limit our overview to English for reasons of space,
but plan to apply the criteria to all sets mentioned on the site
in the future.

Isaksen and Gambäck (2020).
Demographic factors such as language, age, and

educational background have an impact on how an-
notation is done (Al Kuwatly et al., 2020; Schmidt
and Wiegand, 2017) as well as expertise (Talat,
2016). This subjectivity of the annotator also brings
in possible biases of their own, as illustrated in Sap
et al. (2019), Davidson et al. (2019), and Talat
(2016). Sap et al. (2019) show that priming annota-
tors and making them aware of their racial bias can
decrease such inclinations which could stem from
misunderstanding the intent of the text.

Vidgen and Derczynski (2020) point out that
annotators need more appropriate guidelines with
clear examples to get better annotations. They also
argue that it is good practice to create training sets
in such a way that they address the task. We follow
this point of view and start from the assumption
that any annotation task (whether it is intended
for training, evaluation or exploration) starts with
establishing the purpose of the annotations: How
will the system trained on them be used? What is
investigated in case of exploratory research?

2.2 Task Specific Annotations
One factor in settling how annotations can support
the purpose of the task is how much subjectivity
is desired. Röttger et al. (2021a) distinguish two
types of approaches to annotation: descriptive and
prescriptive. Descriptive annotations encourage
subjectivity of annotators (where inconsistency is
not an issue), while prescription instructs anno-
tators to strictly follow carefully defined criteria
(the less subjectivity, the better). Accordingly, they
require definitions that are either more open to in-
terpretation or that are more specific as to what
falls under the phenomenon under investigation (in
our case hate speech).

Most datasets we explored are built to serve
as training data for discrete classification identi-
fying if a message contains hate speech (or an-
other form of abusive language). This requires
consistently annotated data.3 As such, most exist-
ing datasets should ideally follow a prescriptive
paradigm. However, many use definitions that can
introduce unintended forms of subjectivity leading
to problematic forms of inconsistency.

3We found a notable exception in Ousidhoum et al. (2019)
following a descriptive approach, who aim to assess how peo-
ple view and react to hate speech. Röttger et al. (2021a)
give an overview of abusive language datasets and how they
correspond to the annotation paradigm of prescriptive vs. de-
scriptive based on the definition.
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As mentioned in Section 1, even in the most pre-
scriptive scenario of all, criminal law, experts may
differ in their judgment. A certain level of disagree-
ment is thus inevitable due to the nature of the task.
This should nevertheless be limited to borderline
cases and the definition should make explicit where
this borderline is situated, e.g. should it include all
potentially harmful messages to create a pleasant
online environment for users or focus on the most
extreme cases that potentially break the law?

While borderline cases are inevitable, there are
also clear cases where there is wide agreement on
a message being an example of hate speech, or con-
trarily benign without any signal that could possi-
bly be problematic. In general, the fact that there is
disagreement on a specific example can be valuable
information (Aroyo and Welty, 2015). A system
trained on data that captures disagreement could for
instance reflect the perception of various annotators
(e.g. providing scores that reflect how many annota-
tors would consider an utterance to constitute hate
speech). Subjectivity is a strength in this scenario,
but the racial bias reported by Sap et al. (2019)
would still be problematic. It therefore remains
desirable to raise the annotators’ awareness of their
biases. This would not be the case if the goal of
annotating would be to investigate annotator bias
rather than creating data for training or evaluating
a system. Here, influence on annotators should be
kept to a minimum. These examples illustrate that
it is important to make conscious decisions as to
where subjectivity is desired in annotations and to
clearly specify which criteria annotators should not
deviate from.

2.3 Defining Hate Speech

There is large variation in current NLP definitions
and datasets. This begins with the inconsistent us-
age of terms. Abusive and offensive language are
examples of terms that have been used to express
the same or similar concepts (Schmidt and Wie-
gand, 2017; Talat et al., 2017; Fortuna et al., 2020;
Madukwe et al., 2020). Talat et al. (2017) intro-
duce a typology that aims to further specify types
of abusive language by distinguishing between (1)
explicit and implicit and (2) directed or general-
ized forms. We limit ourselves to hate speech. We
pose that the relation of the negativity of an abusive
utterance to a target’s (membership of a) specific
group is a defining characteristic of hate speech.

Even while working on the same phenomenon,

there are several (subtle) differences in work ad-
dressing hate speech. Some datasets have a broader
understanding of hate speech, e.g. Davidson et al.
(2017) take a(n unintended) descriptive approach
by not defining potential targets. Fortuna et al.
(2020) contrast the more vague definition of David-
son et al. (2017) to the explicit list in Talat et al.
(2017), who intentionally focus on a more narrow
phenomenon covering only racism and sexism. For-
tuna et al. (2020) confirm that different datasets
“provide their own flavor of hate speech" (Fortuna
et al., 2020, p. 6782).

Varying and vague definitions can lead to in-
consistencies that can (unknowingly) be problem-
atic (Madukwe et al., 2020). For instance, users
may have a different expectation from a dataset
than what its annotations actually cover. Ensur-
ing that datasets are used and created appropriately
starts with awareness. Therefore, we introduce hate
speech criteria (detailed in Section 3) that can be
used to construct (prescriptive or descriptive) def-
initions with annotational guidelines. Individual
steps can be adapted depending on the task. Defini-
tions can support a broader or more narrow focus.
They can try to leave subjectivity to a minimum
or explicitly keep specific aspects underspecified
to collect multiple perspectives. Clear definitions
can address some challenges around hate speech
identification, but not all. We elaborate on remain-
ing open issues, such as influence of individual
annotators in Section 5.

Our proposal resembles prior work by Kennedy
et al. (2022). They translate their definition into
a hierarchical coding typology that is used to an-
notate their hate speech dataset. They also use in-
sights from legal (Germany, Australia, The Nether-
lands, and other countries), sociology, and psychol-
ogy disciplines. Like us, they point out that hate
speech is treated differently per country and recog-
nize the importance of having a negative reference
relating to (membership of) a group in the utterance.
Fortuna and Nunes (2018) discuss differences of
hate speech definitions between different sources4

and recognize different dimensions that are mostly
present: having a target, inciting hate or violence,
to attack or diminish, and humor having a special
status. Zufall et al. (2020) introduce a schema to
assess if utterances are hate speech according to
the EU law. In contrast to these works, we take a
broader approach and present criteria to construct

4Platforms, code of conducts, and one scientific paper.
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definitions that fit a diverse set of operationaliza-
tions according to the desired research. Our criteria
can thus support the same definitions Zufall et al.
(2020) cover, but is also wide enough to support
other types of definitions. In addition, we intro-
duce new aspects that are essential to hate speech,
such as the dominance of a group and perpetrator
characteristics to our criteria.

We furthermore go beyond these prior studies
in that we provide an overview of existing En-
glish NLP datasets that address hate speech. This
overview is powered by the dimensions provided
in our criteria, which are complementary to the
aspects introduced in the typology by Talat et al.
(2017), who cover abusive language in general.
Their typology does not focus on definitional hate
speech dimensions but captures the (dis)similarities
between different types of abusive language. As
mentioned above, they distinguish between abuse
directed at an individual or generally addressing a
target group and between implicit or explicit abuse.
Our approach relates to that typology as follows.
Their examples of generalized abusive language
would typically fall under hate speech. Speech di-
rected at individuals also falls under hate speech if
there is direct evidence for the abuse being related
to group membership. We add specifications on
potential targets, group dominance, perpetrator in-
formation and the effect of the message which can
encapsulate both implicit and explicit hate speech.

3 Proposed Hate Speech Criteria

This section provides our proposed procedure to
define hate speech. As outlined above, we fol-
low the view that hate speech is characterized by
problematic statements that are related to a target’s
(presumed) membership of a specific group. Start-
ing from this assumption, we propose the following
criteria, represented in Figure 1, to define the scope
of hate speech:

1. Identify the target group(s).

2. Specify the social status of the target group

3. Consider properties of the perpetrator

4. Identify the type of negative reference (in re-
lation to the target) present.

5. Identify the potential effects/consequences of
the utterance.

Figure 1: Our proposed Hate Speech Criteria to support
modular task-specific definition and annotation guide-
lines construction.

Per step, we indicate the considerations that
should be taken into account. These can differ
depending on the task, but certain elements are
standard across many definitions found in NLP and
are also generally supported by law. We call these
cases standard cases and indicate them in our fig-
ure with a filled checkbox. Other facets which are
known to be considered in existing definitions (but
not all) are optional cases and these are left un-
filled. This corresponds to how European countries
have defined hate speech, with some target groups
being more common and/or obliged by EU law
and other target groups differing among member
states (Commission et al., 2021). The options can
be adjusted in any way the use case requires: one
can extend the definition, narrow it down to inves-
tigate a specific form of hate speech or purposely
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leave a component underspecified. It is specifically
possible to work with multiple definitions that ap-
ply in different legal or social contexts (e.g. being
more lenient to what is allowed in artistic context
or being more protective towards users on a social
platform). Note that the criteria do not intend to
distinguish different forms of hate speech, but al-
low researchers to define or distinguish a specific
form themselves when necessary for a task. An
example of applying the criteria to a task is given
in Appendix B.

3.1 Considered Targets

The inclusion of specific target groups depends
heavily on the task (e.g. women- and immigrants-
focused (Basile et al., 2019) or racism- and sexism-
focused (Talat and Hovy, 2016)). For instance, a
law-supporting detection system in Belgium would
also consider language5 a basis of a group, while
that would not be the case in the Netherlands.6

Thus, the first step in defining the scope under con-
sideration is to specify which target groups are
being considered for your task. In Figure 1, the
most common target groups are indicated as the
standard groups. The list of possible characteris-
tics is not exhaustive and others that historically
have been disparaged can be added. Vice-versa, a
study may focus on a subset of these groups. Which
specific target groups people consider potential vic-
tims of hate speech can furthermore be the topic
of descriptive research. In this case, it should be
defined that this is intentionally left unspecified.

3.2 Target Group Dominance

An important distinction that can be made in the
target group is the dominance of a group in so-
ciety, depending on where the model will be de-
ployed. We define a dominant (cultural) group as a
group whose members are (possibly without them
being aware) positively privileged (Razzante and
Orbe, 2018), unstigmatized (Rosenblum and Toni-
Michelle, 2000), and generally favored by soci-
etal institutions (Marger, 1997). Hateful sentences
against non-dominant groups can be far more con-
sequential than those addressing groups that are

5Belgian Criminal Code: Articles 377bis, 405quater,
422quater, 438bis, 442ter, 453bis, 514bis, 525bis, 532bis,
and 534quater https://www.ejustice.just.fgov.
be/cgi_loi/change_lg.pl?language=nl&la=
N&cn=1867060801&table_name=wet

6Dutch Criminal Code: Articles 137d and 137e
https://wetten.overheid.nl/BWBR0001854/
2022-03-01

in power and can control the narrative. As such,
objectionable speech against (an individual from) a
dominant group does not necessarily have to be
considered hate speech. While for some tasks
this distinction would be sensible to make, the law
does not always make it, e.g. in The Netherlands
(Van Noorloos, 2014b).

We ask the question if the task at hand also takes
the dominant group into account as a potential tar-
get of hate speech. There are three different op-
tions: The option no excludes all forms of negative
speech addressed at the dominant group from con-
sideration. The option yes does not distinguish
between targets from the dominant group and other
targets. The third option assumes that utterances
targeting the dominant group can be hate speech,
but under stricter conditions. For instance, a defini-
tion may exclude the possibility of discriminating
against the dominant group, but would consider
calls for violence against them hate speech.

3.3 Speaker/Perpetrator

The third distinction we propose is considering
perpetrator characteristics (Geldenhuys and Kelly-
Louw, 2020). It should be made explicit whether,
for a particular task, it matters who the perpetra-
tor is. Because it is a common scenario in NLP
that only text is available and the background
of a speaker cannot be determined, there are no
standard aspects to consider here. We describe
how speaker characteristics may be taken into ac-
count for those scenarios where they can be re-
trieved. For instance, a person uttering possible
hate speech against their own group may be “ex-
empted”. It is also important to consider what such
a speaker is doing with their utterance. If they are
“re-appropriating”7 speech to reject the negative
statement (Galinsky et al., 2013), that would not
be considered hate speech while if the intention is
justification, it would be. Additionally, the societal
role of the perpetrator may play a role: a person in
a powerful position saying something derogating
can be much more harmful than an average per-
son saying the same thing, e.g. a CEO of a tech
company making derogatory remarks about female
engineers. In contrast, e.g. artists can be given
more freedom due to artistic expression. Some

7Reappropriate: "to take possession for oneself that which
was once possessed by another, and we use it to refer to the
phenomenon whereby a stigmatized group revalues an exter-
nally imposed negative label by self-consciously referring to
itself in terms of that label." - Galinsky et al. (2003)
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countries, e.g. The Netherlands also allow more
space for politicians:8 Statements that contribute
to the political debate are given more protection in
lieu of freedom of expression, but remarks may not
infringe other rights.9

3.4 Types of References to Target Groups
Hate speech is a specific kind of abuse that is
characterized by a negative reference that is ei-
ther aimed at a target group or explicitly related to
membership of a target group. We thus differen-
tiate between negative behavior toward someone
from a potential target group from negative behav-
ior because of someone’s membership of a target
group. For illustration, “They should lock you up!”
clearly is a problematic message due to its threat-
ening nature. It would nevertheless not be consid-
ered hate speech as there is no explicit reference
to the individual being a part of a targeted group,
even if they are in fact a member of such a group.
Now, if we change it to “They should lock you up,
SLUR!” where the slur specifically targets a group,
this would be considered hate speech, as the slur
clearly signals a relation between the threat and the
group the target belongs to.

We explicitly state that the text should contain
one (or more) of the following: (i) a stereotype
(ii) a group characteristic (this can be the group
itself as well) or (iii) a slur that is connected to
the target groups specified in the first block. This
is the only step where all the references provided
are standard and cannot be optional. Only if the
addressed task enables using more contextual clues
while annotating then the reference may be found
in a larger context (e.g. another tweet in the thread),
but some evidence for the direct link between group
membership and the abuse must be present. If there
is no larger context, then reliance should be only
on the present text.

3.5 Potential Consequence of Utterance
The last step in setting up the scope of hate speech
is evaluating its strength and potential effects. The
actual effects need not be proved, also not in crim-
inal law. However, the words need to be liable to
incite to hatred, violence, discrimination or to insult

8https://mensenrechten.nl/nl/
vrijheid-van-meningsuiting

9An example of a politician violating this free-
dom: https://uitspraken.rechtspraak.nl/
inziendocument?id=ECLI:NL:RBAMS:2021:
7392,https://www.politico.eu/article/
dutch-mep-guilty-anti-semitism-holocaust/

(Van Noorloos, 2014a). Most definitions consider
inciting violence and hate as hate speech, as these
consequences make hate speech stand out from
other offensive expressions. These two incitements
are standard cases. Additional broader potential
consequences can also be considered, such as in-
citing discrimination, or a general insult toward
a group. The latter is specifically recognized by
Dutch law. Which possible consequences should
be taken into account depends on the severity of
hate speech the task should address. It furthermore
depends on the context wherein the narrative ex-
ists. Is there a relation to a threatening historical
situation? Does the uttering call for exclusion of
particular target groups? Furthermore, a threat can
be implicitly present, i.e. “What should we do with
your *stereotypical object*?". While there is not
an explicit call for it, violence is implied: destruc-
tion. The threat lies in its potential consequences.
It is important to understand the implications and
where the possible violence or hate stems from in a
statement. Once this is understood, one may decide
if different consequences, depending on severity,
should apply to different targets or not.

4 Overview of Definitions and Datasets

To highlight the differences between existing
datasets and to comprehend what kind of tasks
they would fit, we present an overview of widely-
used datasets based on their definitions. Our
scope is restricted to all English datasets found on
hatespeechdata.com that tackle hate speech,
since it has the most datasets and a variety of def-
initions.10 The overview can be found in Table 1,
where we indeed observe this variation.

For each step in our criteria, we indicate if it is
explicitly specified in the definition or not. There
is a difference between defining hate speech and
specifying a particular focus. We follow the de-
scriptions of the annotations in the dataset for our
classification. In cases where only a definition is
given, we assume that that is the focus of the dataset
as well, unless stated otherwise (e.g. in Talat and
Hovy (2016); Basile et al. (2019)). An ✗ signals
that the aspect is unspecified in the definition, there-
fore it is still possible that the specifics are present
in the dataset but this cannot be guaranteed. E.g.

10We leave out Sarkar and KhudaBukhsh (2020) as it
presents a challenge for hate speech detection models but
does not address the task itself. We include Zufall et al. (2020)
to illustrate that our criteria also fits a legal perspective of hate
speech.
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T ND P Explicit Ref Effects/Consequences

Talat and Hovy (2016) ✓ ✓ ✗ Stereotype & Slur Insult, Violence, Hate, Other

ElSherief et al. (2021) ✓ ✗ ✗ Slur & Group Characteristics Insult, Violence, Hate,
Discrimination, Other

Kennedy et al. (2022) ✓ ✗ ✗ Slur, Group Characteristics, & Stereotypes Violence or Hate

Basile et al. (2019) ✓ ✓ ✗ ✗ Other

Kirk et al. (2021) ✓ ✗ ✗ ✗ Discrimination, Other

Founta et al. (2018) ✓ ✗ ✗ ✗ Insult, Hate, Other

Mandl et al. (2019) ✓ ✗ ✗ Stereotypes & Group Characteristics ✗

Mollas et al. (2020) ✓ ✗ ✗ ✗ Insult, Violence

Zufall et al. (2020) ✓ ✗ ✗ ✗ Violence, Hate

ElSherief et al. (2018) ✓ ✗ ✗ ✗ Other

Gao and Huang (2017) ✓ ✗ ✗ ✗ Other

Qian et al. (2019) ✓ ✗ ✗ ✗ Other

Ribeiro et al. (2018) ✓ ✗ ✗ ✗ Violence, Other

Röttger et al. (2021b) ✓ ✗ ✗ Other ✗

Chung et al. (2019) ✓ ✓ ✗ ✗ ✗

Fanton et al. (2021) ✓ ✓ ✗ ✗ ✗

Mathew et al. (2021) ✓ - ✗ ✗ ✗

Davidson et al. (2017) ✗ ✗ ✗ ✗ Insult, Violence, Hate, Other

de Gibert et al. (2018) ✗ ✗ ✗ Other ✗

Ousidhoum et al. (2019) ✓ ✗ ✗ ✗ ✗

Table 1: Overview of existing datasets according to the hate speech criteria that we propose. T: target groups
specified, ND: considering only non-dominant groups specified, Explicit Ref: explicit reference specified, if yes;
which ones, Effects/Consequences: effects/consequences specified, if yes; which ones. Per paper we indicate for
each aspect if they are present in the definition or focus.

several datasets might only consider non-dominant
groups but do not explicitly state so, or when left
unspecified it is unclear which explicit references
to the group are always present.

Under column T we see if there are specific tar-
get groups in the definition. There are very few
datasets that do not explicitly mention their tar-
get groups (Davidson et al., 2017; de Gibert et al.,
2018). Although there is some overlap in groups
between different datasets, there are also (subtle)
differences. Due to this variety, we provide an
overview of different target groups covered per
dataset in Appendix A.

For the second step, most definitions do not
mention anything about dominance. Mathew et al.
(2021) are the only ones to mention Caucasian as
a target group, which we mark with a ’-’ to signal
that this paper is explicit about not restricting itself
to non-dominant groups. Most papers with a ✓for
ND specifically define their targets to apply to non-
dominant groups only (Chung et al., 2019; Basile

et al., 2019; Fanton et al., 2021), with the exception
of Talat and Hovy (2016), who mention minorities.

None of the datasets mention taking perpetrator
characteristics into account (column P). Similarly,
the explicit references are left unspecified in most
datasets’ definitions (column Explicit Ref). This
means that for such datasets it cannot be guaran-
teed whether explicit references are present, nor
whether they include specifications as to which
ones. Looking at Effects/Consequences, violence
and hate occur the most. Other terminology for
negative relations and effects/consequences widely
differs and the interpretation with respect to our
criteria can be subjective (e.g. is ‘humiliate’ a form
of discrimination, an insult or something else?), we
mark such terminology as Other.

The idea behind the overview is that it can il-
lustrate the need for future datasets that specify
their aspects more explicitly and aids in deciding
which dataset is suitable for a specific task. For
instance, if a task requires a dataset that guarantees
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a focus on non-dominant groups, then column ND
can easily point to the datasets that fit this prerequi-
site explicitly. If the dominance being specified is
not very important but the presence of an explicit
reference of a negative relation like a slur is, then
Mandl et al. (2019) could be fitting for the task.
If, in addition, incitement of hate and violence is
essential, then Kennedy et al. (2022) should be con-
sidered. If dominance is important as well, one
might consider to further annotate samples from
these sets that are labeled as hate speech, saving
the time to separate ‘clean’ messages. In combi-
nation with the overview of which datasets cover
which target groups, we believe these outlines to
be helpful for identifying useful datasets.

5 Discussion

The presented hate speech criteria aim to include
those aspects of hate speech needed to arrive at
clearer definitions and to provide better annotation
guidelines, while supporting a wide range of use
cases. We are aware, however, that they do not pro-
vide a magic solution to all challenges around this
complex phenomenon. In this section we briefly
discuss (1) possible extensions, (2) possible fur-
ther specifications and (3) challenges that a clear
definition cannot (fully) address on its own.

We tried to create an extensive overview of rele-
vant aspects, but are well aware that we may have
missed things. Moreover, hate speech is strongly
connected to culture and what is perceived as hate
speech may change. The criteria can thus be ex-
tended to cover new target groups, more perpe-
trator characteristics, or additional potential con-
sequences. This particularly holds for the fourth
step: Types of References to Target Groups. We
maintain that evidence of the abuse being related to
(assumed) group membership is a requirement, but
researchers may decide that other clues can also
serve as possible evidence for an utterance being
hate speech. These clues may include the history
of a certain perpetrator, who in the past has uttered
instances of hate speech multiple times. As men-
tioned, the evidence may also come from e.g. what
the utterance is responding to.

The typology of Talat et al. (2017) is not in-
cluded in our criteria. We explained in Section 2
how our criteria relate to this typology. It is how-
ever straightforward to add further specifications
to a hate speech definition created through our cri-
teria. Note that, even though our criteria relies on

the clear presence of group characteristics, stereo-
types, and/or slurs, they do not exclude implicit
forms of abuse, especially since we also evaluate
the potential consequences e.g.: "Everything was
quite ominous with the train accident. Would like to
know whether the train drivers were called Stereo-
typicalName1, StereotypicalName2 or Stereotypi-
calName3 #RefugeeCrisis" (Benikova et al., 2017).
Here, the stereotypical names indicate that this falls
under hate speech. Utterances like "white revolu-
tion is the only solution"(ElSherief et al., 2021)
may seem problematic due to the lack of an ex-
plicit slur, stereotype or target group characteris-
tic. It nevertheless provides direct evidence, since
“white” implies that the revolution would be against
non-white and the violent nature of the threat.

A clear definition can help avoid inconsistencies
and unwanted forms of subjectivity in the data, but
it cannot address all challenges involved in deter-
mining whether an instance exhibits hate speech.
First, we mentioned multiple times that some form
of subjectivity remains inevitable when dealing
with hate speech. Though people will always dif-
fer as to where they draw the line, instructions on
the level of severity that should be included with
illustrating discussions can be helpful. Even for the
seemingly clear case of inciting violence, which
is a core aspect, there is a vast difference between
uttering "Throw tomatoes at them!" and an actual
life-threatening "Gun them down!". The class of
group insult in particular can include a large vari-
ety, from merely unkind statements "Women really
have a horrible sense of fashion with their white
sneakers!" to insults that question people’s capa-
bilities or attack someone’s morals. Questioning a
groups capabilities can lead to discrimination, es-
pecially when uttered by people with authority or
in power. The remark "I’m not sexist but female
comedians just are not funny!" (Shvets et al., 2021)
may seem relatively harmless when coming from a
tweeter with few followers, but when coming from
an influential critic or the president of a comedians’
union, it can actively harm women’s careers. At-
tacks on a group’s morals can also have an impact
beyond merely insulting. For instance, saying that
a non-dominant group are leeches can incite hate
or lead to violent ramifications.

Explanations that illustrate the potential affect on
different targets can help annotators to determine
the severity of a specific statement and may help
them to make more systematic decisions on where
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to draw the line. This leads to the second challenge
that a definition by itself cannot solve: annotator
bias. Explanations and training may help annota-
tors to tackle their bias and may make them more
sensitive to more subtle attacks to groups they are
not part of, but the affect of an annotator’s back-
ground will not be completely eliminated. Our
criteria are meant to support creating a definition
and guidelines. They do not mention gathering an-
notator information, because we believe that the
definition crafted for a specific task does not change
based on annotator information. However, we want
to emphasize that it is essential that annotator de-
mographics are taken into account and that the goal
of the task should be kept in mind when establish-
ing annotators’ background. E.g. if the target group
considered for the task is Gender, it is of utmost
importance to have annotators that can capture ex-
periences of all genders. In general, it is vital to
include members of potential target groups, since
they are more likely to pick up on subtleties.

A third issue that can only partially be addressed
by means of a clear definition lies in the relation
between hate speech and freedom of speech. As
mentioned, hate speech can create unsafe environ-
ments that hamper freedom of speech. At the same
time, opinions can differ regarding whether specific
remarks are harmful or should be allowed because
they are part of an important debate (and where
marking them as hate speech would hamper free-
dom of speech). Law has to clearly define what
is punishable hate speech and what on the other
hand should be protected by freedom of speech.
In Dutch law, a distinction is made for e.g. public
debates where politicians are given more (but not
unlimited) space for controversial statements. An-
other example is that Dutch law protects members
of a religion from problematic utterances (which is
prohibited in all EU countries), but leaves ample
space for negative statements about specific reli-
gions (decriminalized in many Western countries)
(Van Noorloos, 2014a). In the context of creating a
safe environment for discussion, this distinction be-
tween attacking a religion or people can be hard to
make sometimes and there are cases where it does
not seem to make sense. The example #BanIslam
from Talat and Hovy (2016), for instance, might
be aimed at religion and not at people, but it can
clearly be harmful to Muslims and it is hard to see
how such a hashtag would contribute to a useful
public debate or discussion. In this context, both

the potential harm and added value of statements
to a debate should be taken into account. Though
the example of #BanIslam seems clear, it is easy
to imagine that it is not always straightforward to
make this call.

The challenges mentioned above show that a
clear definition may be a good starting point, but
cannot solve everything. We provided examples
that illustrate the complexity, but full discussions
would merit individual papers on each of these
topics. A final limitation we want to point out is
that our overviews are currently limited to English
datasets. Our framework leaves variables related
to linguistic properties or cultural aspects open and
can thus be easily applied to datasets covering other
languages.

6 Conclusion

We presented modular criteria to construct defi-
nitions and annotator guidelines to address hate
speech. These steps include aspects that have, to
our knowledge, not been prominent before. We
propose five components for defining hate speech:
(1) identifying the target group(s), (2) specifying
the consideration of dominant groups, (3) consider-
ing perpetrator characteristics, (4) finding explicit
negative reference(s) of the target(s), and (5) iden-
tifying the potential consequences/effects. Based
on the task at hand, the definition can be modified
as, depending on the application for which hate
speech is addressed, a different description may be
needed. This ties into how strictly each specific
aspect needs to be defined as well: do we need
annotations that are as consistent as possible (pre-
scriptive) or do we want to investigate diversity in
perspectives on this particular aspect (descriptive)?

We provided an overview of a large variety of
English hate speech datasets based on the dimen-
sions that are present in our criteria. We hope that
the criteria and discussions in this paper will mo-
tivate NLP researchers working on hate speech to
critically think about the tasks they are address-
ing and evaluate how fitting current definitions and
datasets are for their task. The overview can then
help select the most suitable datasets that can either
be directly used or used as starting points that serve
the task after adding further specifications. We par-
ticularly hope that the discussion in this work will
help those working on new datasets to take these
aspects into account from the start.
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A Overview of Target Groups in Datasets

Since many of the datasets have varied target
groups that are taken into consideration, we present
an overview of the target groups that are mentioned
in their definitions, or are explicitly stated to be
their focus, in Table 2. Due to different terminol-
ogy used for related concepts, we use umbrella
terms for the distinct categories and indicate the
precise terms if those categories are present in the
dataset (e.g. health concerns, disease, and disability
grouped under health). Under Other we illustrate
target groups that do not fit the other categories and
do not occur enough to be specified by themselves.
Furthermore, we also indicate if definitions keep
the target groups open to unspecified ones by using
wordings like "groups such as ..." (e.g. Kirk et al.
(2021); Mandl et al. (2019)).

Datasets that do not have any target groups indi-
cated, as can be seen in Table 1, are left out from
this overview.

When a specific focus is mentioned (e.g. Chung
et al. (2019); Basile et al. (2019)), instead of using
the umbrella terms, we use the exact targets as
mentioned by the paper. Moreover, when both
Gender and Gender Identity are considered by a
dataset, this is indicated as Gender (Identity).
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Gender Origin Religion Sexual
Orientation

Health Other

Talat and Hovy (2016) Gender Race

ElSherief et al. (2021) Gender
(Identity),

Sex

Race,
Ethnicity,

Nationality

Religion Sexual
Orientation

Disability,
Disease

Age

Kennedy et al. (2022) Gender Race,
Ethnicity,

Nationality,
Regionalism

Religion,
Spiritual
Identity

Mental,
Physical
Health

Ideology, Political
Identification

Basile et al. (2019) Women Immigrants

Kirk et al. (2021) Gender Race,
Ethnicity,

Nationality,
Color, Descent

Religion "Other identity
factor"

Founta et al. (2018) Gender Ethnicity, Race Religion Sexuality Disability "Attributes such as"

Mandl et al. (2019) Gender Race Sexual
Orientation

Health
Condition

Political Opinion,
Social Status, "or

similar"

Mollas et al. (2020) Gender Race, National
Origin

Religion Sexual
Orientation

Disability

Zufall et al. (2020) Race, Colour,
Descent,

National or
Ethnic Origin

Religion

ElSherief et al. (2018) Gender, Sex Race,
Ethnicity,
National
Origin

Religion Sexual
Orientation

Disability,
Disease

Gao and Huang (2017) Gender Ethnicity Sexual
Orientation

"Facet of identity"

Qian et al. (2019) Gender
(Identity),

Sex

Race,
Ethnicity,
National

Origin, Caste

Religion Sexual
Orientation

Disease,
Disability

Ribeiro et al. (2018) Gender
(Identity)

Race,
Ethnicity,
National
Origin

Religion Sexual
Orientation

Disability,
Disease

Age

Röttger et al. (2021b) Women,
Trans people

Black people,
Immigrants

Muslims Gay people Disabled
people

Chung et al. (2019) Islamophobia

Fanton et al. (2021) Women People of
Color, Romani,

Migrants

Jews,
Muslims

LGBT+ Disabled
people

Overweight people

Mathew et al. (2021) Gender Race,
Indigenous,

Refugee,
Immigrant

Religion Sexual
Orientation

Ousidhoum et al. (2019) Gender Origin Religion Sexual
Orientation

Special
Needs

Table 2: Overview of target groups. Each column represents a type of target, under which we indicate the
specific targeted group per dataset. An empty cell indicates that the target group type was not mentioned in the
definition/focus.
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B Example of Applying the Criteria to a
Task

To showcase the utility of the proposed criteria to
create a definition and associated annotation guide-
lines, we will apply the criteria to a prescriptive
and descriptive scenario. For reasons of simplicity,
we assume the questions are applied to texts that
contain some form of abuse (where we use abuse
as an overarching term which includes any form
of hate speech as well as other forms potentially
harmful content).

B.1 Prescriptive scenario

Consider the following scenario where we want
to create a definition for a task that takes down
hate speech on a social media platform that goes
against the Dutch law for hate speech.11 We ini-
tially want annotations in a prescriptive setting: as
the addressed task concerns the law, we strive to
reduce subjectivity to a minimum.

For each step, we fill in what is specified accord-
ing to the Dutch law. Correspondingly, the target
groups considered are: race, religion or philoso-
phy of life, gender, hetero- or homo-sexuality, and
physical and mental disability. As the law does
not make a distinction between dominant and non-
dominant groups, the task will not either. The step
around perpetrator is more complex: the law does
not define a distinction for the kind of perpetrator,
but does allow for more lenience in a political or
artistic context. We require the presence of all the
explicit references mentioned in the criteria as all
of them are standard cases: stereotype, group char-
acteristic, and slur. Furthermore, the incitement of
violence, hate or discrimination is considered. In
addition, group insult is also seen as a consequence
for all target groups except for gender.

This brings us to the following definition for the
task: For this task, hate speech is defined as lan-
guage targeted at a person or group based on their
race, religion or philosophy of life, gender, hetero-
or homo-sexuality, and physical and mental dis-
ability and incites violence, hate or discrimination
or insults a group on the basis of aforementioned
targets, barring gender.

Then, we transfer this definition using the crite-
ria to annotation guidelines. For each step, we ask
the question if the specification is present or not. If

11Dutch Criminal Code: Articles 137d and 137e
https://wetten.overheid.nl/BWBR0001854/
2022-03-01.

any step is not considered, we keep the lack of con-
sideration as a note to prevent personal judgments
in such cases as much as possible. If the answer to
a question is yes, the annotator can proceed to the
next question. If an answer is no, the instance is
not covered by the task definition of hate speech
and the annotator can directly label the instance as
not hate speech.

For this specific task, we ask the following ques-
tions to be answered for texts that contain a form
of abuse:

1. Does the target (group) belong to one of the
following groups: race, religion or philosophy
of life, gender, hetero- or homo-sexuality, and
physical and mental disability?

2. NOTE: The target (group) can belong to both
non-dominant and dominant groups.

3. Does the text contain an explicit reference to
the group (related to above specified target(s))
through a stereotype, group characteristic or
slur?

4. Does the text incite violence, hate, or discrim-
ination or group insult? If the text incites vio-
lence, hate or discrimination, it should be la-
beled as hate speech. If the text only contains
a group insult proceed to the next question.

5. Is the group insult directed at a group based on
the following characteristics: race, religion or
philosophy of life, hetero- or homo-sexuality,
and physical and mental disability? If yes, it
should be labeled as hate speech.

6. If the text contains hate speech: Is the speaker
an artist or politician making the utterance
in a context of their work? Please indicate
“political or artistic context” (it can still be
hate speech).

Please note that the instructions above literally
follow Dutch law and we are aware that these tar-
gets does not cover all groups (notably this is a
rather limited view on LGBTQ+) and that the ex-
clusion of gender from group insult is debatable.
It should also be noted that aspects such as group
dominance or who the speaker is can have an in-
fluence on a verdict, but applying those subtleties
would, in this scenario, be up to judges making a
final verdict rather than annotators marking poten-
tial violations of the law. For similar reasons, we
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choose to mark the artistic or political context as
a relevant aspect rather than specifying what this
would mean for the ultimate decision.

B.2 Descriptive Scenario
Suppose that we want to study what groups vari-
ous annotators consider potential victims of hate
speech, including whether they distinguish between
dominant or non-dominant groups. We focus on
forms of hate speech that incite violence hate or
discrimination, leaving the more vague category of
group insults out. The questions they should then
answer about texts containing some form of abuse
are:

1. Is the abuse aimed at a specific target group
or a member of such a group?

2. Does the text contain an explicit reference to
the group (related to above specified target(s))
through a stereotype, group characteristic or
slur?

3. Does the text incite violence, hate, or discrim-
ination?

By making it clear for which aspects the sub-
jectivity from annotators is desired, it is easier to
ensure that annotators will deviate from the given
instructions for that facet and that other researchers
are aware of the variation. We know, for instance,
that they did check whether there is an explicit ref-
erence to the group. The awareness can help in
making an informed decision if the dataset is use-
ful for their task or not. Naturally, the outcome
will remain somewhat cluttered by subjective inter-
pretations whether a specific remark could incite,
e.g., discrimination. We can however distinguish
between these motivations by making annotators
answer the question rather than making them label
the data. As such, we learn whether their reason
for ‘no’ was related to the specific group being a
potential target or to the severity or nature of the
abuse.

For reasons of simplicity, we left the criterion
of perpetrator information out of this example. In-
vestigating this aspect would probably require a
different setup. For instance, first defining hate
speech as something that incites violence, hate or
discrimination, and then asking the following ques-
tions:

1. Is the abuse aimed at a specific target group
or a member of such a group?

2. Does the text contain an explicit reference to
the group (related to above specified target(s))
through a stereotype, group characteristic or
slur?

3. Is the speaker a member of the target group?

4. Do you consider this utterance to be hate
speech based on the definition provided
above?

Note that the examples in this appendix are in-
cluded for purposes of illustration as how defini-
tions may help specifying annotation tasks. We are
well aware that providing a good annotation setup,
especially for descriptive scenarios, is complex. As
many aspects mentioned in this paper, the next step
of actually setting up such tasks can merit a paper
on its own.
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Abstract

Tasks such as toxicity detection, hate speech
detection, and online harassment detection
have been developed for identifying interac-
tions involving offensive speech. In this work
we articulate the need for a relational un-
derstanding of offensiveness to help distin-
guish denotative offensive speech from offen-
sive speech serving as a mechanism through
which marginalized communities resist oppres-
sive social norms. Using examples from the
queer community, we argue that evaluations
of offensive speech must focus on the impacts
of language use. We motivate this use of lan-
guage in Cynic philosophy and use it to frame
a use of offensive speech as a practice of re-
sistance. We also explore the degree to which
NLP systems may encounter limits to model-
ing relational context.

1 Introduction

Tasks such as the detection of toxicity, hate speech,
and online harassment have been developed to iden-
tify and intervene in situations that have the poten-
tial to cause significant social harm. These tasks
for identifying and classifying offensive or undesir-
able language have gone by different names (see:
(Waseem et al., 2017; Balayn et al., 2021)) and
have employed varying task definitions, but they
are united by a goal of reducing harm and break-
downs in civil discourse. Because language use
varies contextually, it is difficult to model the nu-
anced social context that informs whether language
produces harm. Offensive language classification
and related tasks capture different forms of undesir-
able language, such as language that is rude, incites
hate, causes offense, or causes people to disengage
from online interaction.

In this paper, we discuss a form of offensive
language that has not previously received much
research attention in the machine learning (ML)

∗Authors contributed equally

community, namely offensive language that is ben-
eficial in its use and whose prosocial effects are
sociologically and historically documented. In
other words, language that uses terminology which
is often noted as offensive, but which is not per-
ceived as offensive in particular contexts of use.
We distinguish this language with contextually-
specific beneficial impacts as reappropriated. Un-
derstanding how to characterize and model this
kind of language is important not only because of
its widespread use, but also because of the criti-
cal sociological role it can play, particularly within
marginalized communities.

We contribute: 1) a framing of offensiveness
that accounts for socially productive uses of de-
notatively offensive language; 2) a general under-
standing of offensive language that builds from
definitions of hate speech and toxicity to show the
difficulty of operationalizing relational context; 3)
specific challenges and directions for improving
how we operationalize relational aspects of offen-
siveness.

We also call on researchers developing offen-
sive speech classification tasks to engage with of-
fensiveness as a social relation that arises not just
between individuals in communication but also be-
tween communities of discourse. In other words,
offensiveness and its impacts are best understood
from the perspectives of those already embedded
in relationships that structure who produces, re-
ceives, perceives and who is targeted (i.e., who is
implicitly or explicitly named) by offensive speech.
We separately name reception and perception to
distinguish between the recipient(s) of a message,
such as an alias tagged in a Tweet, and those who
may not be the intended audience but to whom the
content is visible. However, practical challenges
in data collection and annotation task design can
cause offensiveness to be implicitly operationalized
as a semantic property of language.

Our discussion begins with the foundations of
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offensiveness, adding to challenges that have been
highlighted by others. We also provide considera-
tions and steps forward for improving automated
offensiveness classification. We argue that account-
ing for the social and historical constitution of of-
fensive language is important for the responsible
development of automated and semi-automated
tools to identify offensive language. To do so,
in turn, deepens our understanding of offensive
speech and recognizes the disparate impacts or
ends of offensive language (e.g., as a means to
silence others; as a means to challenge existing
social structures).

2 A Working Definition of Offensiveness

Natural language processing (NLP) systems have
historically faced challenges identifying and classi-
fying denotatively offensive language used with
inoffensive connotation (Ashwitha et al., 2021;
Weitzel et al., 2016; Sun et al., 2021). A chal-
lenge inherent to defining different forms of hate-
ful, toxic, or offensive language is that the char-
acterization of these terms is necessarily socially,
culturally, and politically specific. For this reason,
Hovy and Yang (2021) identify the robust inclusion
of social context in understanding language as a
key missing component for the success of model-
ing approaches. Building from definitions of hate
speech and toxicity, we establish a working defi-
nition of offensiveness that can better account for
missing social context.

Hate speech is typically defined to link the use
of derogatory language to a person or people based
on group membership, such as “some characteristic
such as race, color, ethnicity, gender, sexual orien-
tation, nationality, religion, or other characteristics”
(Basile et al., 2019). One of the key characteristics
of this definition is that it focuses on the injury ap-
plied to a specific subject of offense. Broadly, defi-
nitions of hate speech underscore a need to identify
who the target is in order to assess offense or harm.
We argue that the target of offensive language is
best understood with respect to differential rela-
tions and power dynamics between them and the
producers, receivers, and perceivers of offensive
speech.

In contrast to hate speech and other definitions
of offensive language, toxicity is specifically ori-
ented around the measurable outcome of language
use. Defined as, “a rude, disrespectful, or unreason-
able comment that is likely to make people leave

a discussion,"1 it does not engage explicitly with
injury or harm, but links it to measurable behavior.
Toxicity helps bring attention to the ends of reap-
propriated offensive language, and what character-
istics can help distinguish it from denotative uses of
offensive language. On its own, however, it is not
clear that it suffices to protect the user’s best inter-
est, as it does not engage explicitly with the subject
of verbal injury. The definition serves those with
an interest to maximize user engagement, i.e. to
minimize the chances of the user “leaving a discus-
sion”. It is conceivable that users who experience
offense may not leave a discussion, for example
in cases where users are habitually exposed to the
relevant offense, such as microaggressions.

Hate speech and toxicity help us to construct a
relational view for grounding a more robust defini-
tion of offensiveness– that is, a view that considers
the social relations among targets of offensive lan-
guage, and the producers, receivers, and perceivers
(each of whom can also be a target) of denotatively
offensive speech. This view is focused on identify-
ing the network of social relations rather than some
essential attribute of words or phrases.

3 Drag Queens and the Cynic
Perspective

In this section, we analyze language use within the
queer community to show how social relations and
the ends of targeted language can help us to under-
stand how denotatively offensive language 1) can
have expressly beneficial ends and 2) can work as a
social practice of collective resistance which fulfills
a function of “self-innoculation” against out-group
antagonism. We specifically analyze mock impo-
liteness used by drag queens that implicitly offers
a critique of exclusionary sexual mores and social
attitudes that hinder the self-expression of queer
communities. These social attitudes include the
demonization of queer sexuality, gender expression
and visibility. We foreground our example with the
case of Cynic offensive speech, which we present
as a historical practice of resistance to unreflective
social conventions. We show that denotatively of-
fensive language as vehiculated by drag queens is
not an isolated sociological phenomenon but in-
stead should be inscribed in a history of practices
of resistance.

1https://developers.perspectiveapi.com/s/about-the-api-
attributes-and-languages: :text=%EF%BB%BFAttributestext=
Perspective’s%20main%20attribute%20is%20TOXICITY,make
%20you%20leave%20a%20discussion%E2%80%9D
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Culpeper (2011) defines mock impoliteness as
language which “consists of impolite forms whose
effects are (at least theoretically for the most part)
canceled by the context.” The author continues "[...]
mock impoliteness in theoretical terms [is under-
stood] as involving the canceling of impoliteness’
perlocutionary effects flowing from a convention-
alised impoliteness formula when an obvious mis-
match emerges with the context it is used in.” One
key aspect that we want to emphasize here is how
mock impoliteness works to both reduce the harm-
ful effects of targeted insult while supporting social
bonding and relationship building.

3.1 Mock Impoliteness in the Queer
Community

The use of mock impoliteness is not exclusive to
the queer community. However, compared with
other uses of mock impoliteness, its use in the
queer community acts as a form of social resistance
(McKinnon, 2017). Although, building in-group
solidarity and social bonding are significant effects
of mock impoliteness, we focus on what it means
for queer individuals to “self-innoculate” against
offensive language by practicing employing it them-
selves. McKinnon (2017) uses mock impoliteness
to show that “utterances, which could potentially
be evaluated as genuine impoliteness outside of
the appropriate context, are positively evaluated by
in-group members who recognize the importance
of “building a thick skin” to face a hostile environ-
ment both explicitly via the deployment of offen-
sive language which targets marginalized commu-
nities (e.g., slurs) and implicitly via the structures
of civil language, which may inhibit certain forms
of expression by marginalized communities (e.g.,
comments highlighting nontraditional gender ex-
pression). One complexity in interpreting language
that relies heavily on context, is the “context col-
lapse” that takes place on platforms such as Twitter
(Marwick and Boyd, 2011). A drag queen may
target the drag community in a Tweet, relying on
shared contextual markers with their targeted au-
dience - for example, assuming shared norms of
mock impoliteness, and a mutual understanding
that slurs are not intended literally. However on
platforms such as Twitter, where the wider public
can see these messages, perceivers may lack this
context and thus interpret such utterances as offen-
sive. This “context collapse” must be accounted
for to assess the content of a given Tweet.

(a)

(b)

Figure 1: Examples of mock impoliteness from promi-
nent drag queens featured on RuPaul’s Drag Race.

Oliva et al. (2021) describe erroneously high
toxicity probabilities (provided by the Perspective
API) for language from drag queens on Twitter2.
Although toxicity is distinct from offensiveness,
their analysis shows how the difficulty of imple-
menting a relational approach and detecting rela-
tional context in practice can cause the concept
to be misapplied. This difficulty applies not only
to classifying toxicity, but also classifying hate
speech, offensiveness, and other language rooted in
relational context. The authors compare tweets that
contain queer vernacular produced by drag queens
to racist tweets written by white supremacists that
are predicted to have low toxicity. As the authors
point out, many of the swear words and slurs used
among drag queens that might otherwise be con-
sidered insulting or rude, are used playfully. To
characterize the constructive nature of language in
this example, it is not only important to understand
the individual relation and the type of humor be-
tween two drag queens engaging with each other,
but also to understand their marginalized social po-
sitions relative to broader society. This example
brings to light the difficulty of not only developing
a relational framing but also practical challenges in
identifying this relational context in data.

2Oliva et al. (2021) offer an example tweet of mock impo-
liteness: tweet by drag queen Darienne Lake, “So proud of
this bitch. Love seeing you on @AmericanIdol.”
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Contrary to Oliva et al., we are not focused here
on toxicity. Rather, we assess the above example in
terms of offensiveness and disambiguate between
hate speech, toxicity and offensive speech not only
at the definitional level but also at a conceptual
level. For example, applying Perspective API’s def-
inition of toxicity is complicated by the fact that,
presented without context to a perceiver or data
annotator, this language may be indistinguishable
from rude, uncivil, indecent and impolite exchange.
In addition, with context but without knowledge of
sociological norms within the community, it may
still be assumed by a perceiver that the exchange
also leads to disengagement, thus qualifying the
interaction as toxic. This challenge for outside
perceivers highlights a need to identify which con-
text is required in instances where members of a
community of discourse - in this case drag queens
- may break normative rules of civility (such as
by using widely acknowledged hateful terms like
“fag”, “tranny”, or “dyke”) and consensually use
language deemed uncivil by mainstream standards.

3.2 Mutual Recognition and Consent

It is important to emphasize that social position-
ality, (that is, the roles one can fulfill in a given
social context) is crucial for disambiguating offen-
sive content. Take the example of the Cynics to
whom offense fulfills an ascetic role as part of a
larger project of living one’s life by practicing spir-
itual exercises. Cynic philosophy is defined by a
denunciation of normative social conventions and
by a demand to “return to a simple life in confor-
mity with nature” (Hadot, 2002). Cynic philosophy,
as set out by the philosopher Diogenes, established
ethical practices that its proponents put forward to
support a virtuous way of life, which was achieved
through severe self-discipline and the strategic use
of offensive language. Similar to mock impolite-
ness, cynic insult was used as a way to critique
unreflective social norms from a position of subju-
gation. In this respect they both play a sociological
role as practices of resistance. However, whereas
the outcome of offensive language for Cynics was
to further the way of life of an ancient school of
thought, for drag queens, the outcome is solidaris-
tic bonding, identity formation, and queer survival
in the face of marginalization.

Thus, we must ask if consenting to being both
the producer and recipient of offensive language
is a sufficient condition for an observer to iden-

tify the language as inoffensive or for a platform
to tolerate it. In this case, the drag queens direct-
ing tweets at each other recognize a shared queer
identity referenced in a specific type of offensive
language and can be reasonably confident that their
messages will be considered a practice of mock
impoliteness based on queer vernacular and social
dynamics. Critically, mock impoliteness as used by
drag queens and members of the queer community
features slurs and insults that have precisely been
used in targeted harassment against them. Among
members of the queer community, interactions such
as these are predicated upon a dynamic of group
exchanges, recognition of group membership, and
awareness of such language as used by outgroup
members (e.g., the use of slurs such as ‘faggot’ or
‘tranny’ and insults focused on sexual behavior and
femininity).

Recognition of the sociological norms of mock
impoliteness is reflected in reciprocal, consensual
engagement. In this way, mock impoliteness is a
mutually socially constructed phenomenon. How-
ever, it is critical to note that language use within
groups may not be consistently used or recognized
by all. For example, someone new to the drag com-
munity might be initially unfamiliar with mock
impoliteness, mistaking it for malice, and others
within the community may simply not engage in
mock impoliteness. In these cases, reciprocal, con-
sensual engagement is not achieved. This shows
that recognition of offensive discourse is still an
insufficient condition to identify mock impolite-
ness and that it may need to be followed by explicit
consent to offensive language.

Although we name the combination of recog-
nition and mutual consent to offensive language
as reasons for potentially tolerating its use on a
platform, we do not argue in favor of protecting
hateful exchanges among producers and receivers
who target individuals or groups outside of their
own. This would include, for example, two ho-
mophobic individuals bonding over and consent-
ing to uses of queer slurs among themselves. Any
community of discourse that promotes racist, ho-
mophobic, xenophobic, or similar ideas should be
submitted to scrutiny. Out of context, drag queen’s
reappropriated offensive speech may appear to do
just this, showing that recognition and consent be-
tween producer and recipient to offensive language
are not sufficient conditions for identifying mock
impoliteness. To build from linguistic recognition
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and consent, we ask why and, in particular, to what
ends do drag queens invoke offensive language on
the platform?

As Oliva et al. describe, much of the language
used in the tweets they analyzed is reflective of
mock impoliteness among members of the queer
community, which is a critically important act of
socializing– or training– ingroup members to inure
and defend themselves from derogatory remarks
lobbed by outgroup members. While mock impo-
liteness features swear words and often employs ho-
mophobic slurs, this language can be distinguished
from offensive language invoked by outgroup ha-
rassers in at least two important ways.

First, mock impoliteness serves to inure queer
individuals to homophobic attacks from outgroup
members, as well as to hostility from other commu-
nity members (McKinnon, 2017; Murray, 1979).
In this way, offensiveness is used as a rhetorical
means to prosocial ends that effectively resist to
exclusionary social norms that seek to define queer
existence. Taking automated action on offensive-
ness as an end in itself to be identified stands to
ignore its prosocial impacts and ignores the web
of social relations that support queer survival. In
order to develop content moderation and related
processes that predict and mitigate harm, offensive-
ness must also be conceptualized in such a way that
accounts for the beneficial impacts, or ends, of lan-
guage rather than treating offensiveness as a fixed,
negative property of language itself. While mock
impoliteness might be read as targeted harassment
by a random or non-queer audience, a relational
lens makes clear that offensiveness can operate
within a dynamic relation of in-group recognition
that consolidates the formation of a social identity.

In this respect, the queer practice of mock im-
politeness parallels a Cynic practice of training
for adversity. The Cynic analogy of the adaptive
mouse describes the actions of a mouse adapting
itself to harsh living environments. The analogy
describes how Diogenes, the preeminent Cynic,
rolled himself “over hot sand, while in winter he
used to embrace statues covered with snow, using
every means of inuring himself to hardship.” The
practice of inuring oneself to hardship is consistent
with the description of the drag queens practice of
“building a thick skin.” The Cynics and drag queens
have distinct motivations and engage in distinct be-
havior, however queer practices of self-inoculation
parallel a lineage of ”building a thick skin”, figura-

tively and literally within a history of practices of
training for adversity.

Second, as the case of mock impoliteness illus-
trates, characterizing the ends (or potential ends)
of offensiveness is central. The goal of this work is
not to propose a universal taxonomy of offensive-
ness. Instead, we turn attention to understanding
how offensiveness functions as a social practice and
the ends it produces in order for us to account for
the various ways of operationalizing it. Focusing
on the complex intentions of offensiveness allows
us to describe its relational nature.

We characterize two types of ends – those that
are individual and those that are plural or collec-
tive and related to belonging to a recognized social
identity. Individual ends refer to the impacts local
to a specific interaction and the people directly en-
gaged. This includes the interlocutors as well as
individual entities named explicitly or implicitly in
an utterance. Plural ends refer to those that impact
individuals who are not specifically named or in-
volved but who may bear witness to an interaction
describing their social group, such as through a
curated social media feed. This includes utterances
that name groups or communities. Though they
don’t specifically discuss the ends of offensiveness
or abusive language (Waseem et al., 2017) impor-
tantly highlight that many classification tasks can
be understood in relation to whether they focus on
language that is directed toward a specific individ-
ual or entity or whether they focus on language
directed toward a generalized group. In discussing
ends we posit that intergroup linguistic based recog-
nition between parties are necessary but insufficient
conditions for identifying offensive language with
beneficial outcomes. A sufficient condition for al-
lowing the presence of offensive language is the
verifiable absence of harm.

But our argument with respect to the articulation
of ends goes further. As a way to illustrate the
sociological relevance of mock impoliteness in the
context of drag queen discourse as a practice of
“building a thick skin,” we placed the concept in a
history of ethical and spiritual practice of offensive
language in the Cynic philosophy.

In both the case of mock impoliteness and the
case of the Cynics there are distinct yet connected
practices of engaging with adversarial conditions
and social norms. The Cynic use of offensive
speech is focused on creating a space for the prac-
tice of a virtuous way of life actualized via sys-
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tematic practices of training and endurance. Of-
fense as a public act of provocation instantiates
the ethical substance of a “life of battle and strug-
gle against and for others (Foucault and Foucault,
2012).” queer practices of building thick skin via
offensive speech is similarly defined by the preser-
vation and self-expression of a social identity. In
this way, queer mock impoliteness also stands as an
example of reclaiming offensive language, which
has been studied and documented in relation to
social justice targets, such as misogyny (Gaucher
et al., 2015) and ableism (Smith, 2012).

4 Rethinking Offensiveness for Machine
Learning Practice

In our assessment of mock impoliteness, we moti-
vate a relational frame with an example of marginal
discourse to bring attention to social relations re-
flective of power dynamics in society. However this
does not emerge from a void. Rather, it is grounded
in a broad range of conceptual precedents that ar-
ticulate the social, ethical and epistemological role
of relationality. For example, Foucault’s analyzes
power (pouvoir) as a techno-social relation of sub-
jection (Foucault, 2012) and of freedom (Foucault,
1982), Arendt theorizes power as a capacity to act
in concert with others (Arendt, 2013), Weber un-
derstands power (Macht) as the exercise of a will
on another will (Weber, 2019), and Patricia Hill
Collins’ analysis of lived experience within the do-
main of Black feminist epistemologies are key to
our argument (Collins, 2002). In particular, Hill
Collins analyzes the “connections between knowl-
edge and power relations” and the particular forms
of knowledge operative in Black women’s lived
experience.

In all of these cases, relationality unveils and
constitutes new forms of knowledge, new forms of
ethical action, and new forms of individual and col-
lective experience. More specifically, in the space
of AI ethics, Birhane (2021) discusses relational
ethics as a “framework” that re-examines “hierar-
chical power asymmetries,” how the “contingent
and interconnected background that algorithmic
systems emerge from (and are deployed to) in the
process of protecting the welfare of the most vul-
nerable.” Cooper et al. (2022) put forward a frame-
work for relational accountability, Viljoen (2021)
proposes a relational theory of data governance
which shows how “data relations result in supra-
individual legal interests” that in turn “materialize

unjust social relations” via data flows which order
in particular ways social existence.

At the conceptual level a relational frame shows
that particular social and historical context is cru-
cial to account for how offensive speech emerges
and is constituted in a network of social relations by
introducing discursive markers of style (as our ex-
ample of mock impoliteness in drag queen shows)
rather than relying on the perceived essential at-
tribute of words or phrases. It also lays the founda-
tion for practical experimentation and highlights av-
enues for designing classification tasks and identi-
fying what context must be accounted for in data an-
notation, dataset construction, and modeling tech-
niques.

4.1 Providing Context to Annotators

Drawing from a relational frame, there are oppor-
tunities to improve annotation task design and data
collection by leveraging intuitive human under-
standings of social context. For example, annota-
tion task instructions can invoke relational context
that humans implicitly use to judge the offensive
nature of language. Sap et al. (2019) introduced
dialect priming to annotators as a contextual cue
to the origins of an utterance. They primed anno-
tators with a measure of an utterances’ alignment
with AAE, which significantly reduced the degree
to which they rated AAE utterances as toxic. In
addition, when asked to consider the tweet author’s
likely race, annotators were also less likely to iden-
tify AAE tweets as toxic.

Identifying an utterance as in alignment with
AAE implicitly introduces sociologically informed
norms about language use, the contexts in which it
is likely to be used and consented to, and broader
social context about how language produced by the
likely author may be perceived. However, other
work has found limited success in providing anno-
tators with more context (Pavlopoulos et al., 2020).
More work is needed to explore how exactly an-
notators use additional context, and in which in-
stances additional context is most influential it is
not clear exactly how annotators used contextual
information to make sense of the tweet prompts.

Moreover, research is needed to explore the role
of context in data annotation, for example, to ex-
plore avenues of capturing why a rater may anno-
tate utterances the way that they do. Annotators’
sense making practices– how they rely on different
contextual clues when making judgments– remain
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generally unclear in text labeling. Significant cor-
relations have been shown between annotators’ po-
litical views and their ratings of antiblack speech,
suggesting that political viewpoints may also be
worth considering or documenting when selecting
annotators or evaluating interrater agreement (Sap
et al., 2021). Similarly, Prabhakaran et al. (2021)
found differences between black and non-black an-
notator’s labels of sentiment on age-related text
prompts. Conversely, little work has explored how
raters fill in contextual gaps when details are not
provided, for example what kinds of assumptions
might be made about the producer of an utterance,
which, in terms of race, critical race scholars would
suggest Whiteness is assumed (Sue, 2006). Given
the use of the globally distributed crowd workforce,
the ways in which these assumptions may differ
across regions also stands to be explored.

A parallel direction to highlighting additional
social context is to select data annotators with the
ability to recognize the sociological norms embed-
ded in context. The recognition of the norms sur-
rounding language use is predicated on knowledge
of, experience with, or proximity to specific forms
of language use. In this vein, machine learning
researchers have highlighted a need for considering
annotator social identity in both dataset documen-
tation (Prabhakaran et al., 2021; Díaz et al., 2022)
as well as in modeling techniques (Davani et al.,
2021). In Sap et al. (2019)’s work it is not clear
whether and how individual annotators may have
taken race and dialect information into account
when making judgments.

However, prior work on data annotation by Pat-
ton et al. (2019) shows that annotators’ social iden-
tity and lived experiences can shape the cues they
draw from when making annotation judgments.
Moreover, they demonstrate that lived experience
can inform different judgments in comparison with
annotators who have been formally educated and
trained on the concepts being annotated. This has
particularly important implications for the anno-
tation of linguistic phenomena such as mock im-
politeness by drag queens and others in the queer
community, which may not be familiar or legible to
annotators who do not share a queer social identity.

Mock impoliteness and the Cynic thought are
key to unveiling historical and sociological reasons
for offensiveness language use. We rely on the
intuition that annotators with knowledge and/or
shared group membership are more likely to be

exposed to sociological norms used within their
own social groups than to norms in other groups.
For members of marginalized groups, recognizing
these sociological norms is also an implicit recog-
nition of the social and ethical modes of resistance
that they represent and embody. At the same time,
it is critical to acknowledge that no social group
is monolithic, so there are inherent limits to both
the degree to which members are representative of
other members as well as the degree to which they
can be expected to recognize mock impoliteness
from other in-group members.

4.2 Ends and Outcomes of Offensiveness

Another avenue for improving offensiveness clas-
sification is to bring its measurable outcomes into
focus. Treating offensive language as a means to
an end underscores decisions about which of its dif-
ferent ends we seek to identify, whether beneficial
in the case of queer resistance or more negative in
cases of insult. Identifying which impacts to focus
on can shift design and implementation practices.

By bringing focus to the likelihood of offensive
language to cause a person to disengage from in-
teraction, toxicity as defined by Jigsaw provides an
example of incorporating measurable ends into the
definition of the classification task. As such, the
definition inspires specific behaviors or outcomes
to be measured. Acknowledging the ways in which
members of marginalized communities stand to
be disproportionately harmed, it is also prudent to
consider how people with marginalized identities
may respond to negative or harmful language dif-
ferently from others. For example, because they
are more likely to endure disrespectful or harassing
language, people with marginalized identities may
endure offensive language in interactions longer
than others. This means that a behavioral measure,
such as exiting a conversation, may be differently
predictive of offensiveness depending on the social
identities of targets involved.

Nonetheless, capturing offensive language under
the label ‘toxicity’ is an interesting departure from
other labels used to describe offensiveness, such as
‘misogynous’ or ‘aggressive’, because of its focus
on using observable behavior as a metric. Mishra
et al. (2019) also take into account observable be-
havior by modeling sexist and racist tweets using
author profiles. Doing so captured repeated behav-
iors and hateful discourses represented in certain
profiles and improved model performance. Model-
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ing user profile discourse stands as a way to com-
bine language modeling with measurable behavior
for identifying offensive language. As Cheng et al.
(2017) show, trolling behavior can be predicted,
in part, from user mood as measured through re-
cent user history, which offers a signal of unwanted
speech. . Of course, not all offensive language is
produced by online trolls and not all online trolls
produce offensive language. However, as Mishra
et al. show, capturing histories of behavior and
interactions, including their associated norms and
patterns of speech can be an avenue for using be-
havioral measures to improve language modeling.

Bringing focus to platform and account-level be-
havior also affords the ability to infer additional
social context, such as user political alignment,
which scholars have predicted based on interac-
tions and follower lists on Twitter (Colleoni et al.,
2014). In addition, Hovy (2015) found that training
gender- and age-”aware” classifiers using embed-
dings created from user reviews filtered by author
age and gender provided modest, consistent im-
provements in topic classification and sentiment
analysis tasks. Using similar techniques, informa-
tion about content producers might be used to pre-
vent their content from over-moderation, which
Oliva et al. suggest impacts drag queens on Twit-
ter. As yet another alternative, modeling discourse
and discursive styles might be used to allow per-
ceivers to selectively filter out undesired language
from their social media feeds. At the platform
level, this raises the potential for serious privacy
and surveillance concerns which must be consid-
ered. However, even at the level of individual in-
teractions, work in NLP has shown it is possible to
identify aspects of interpersonal communication in
chat contexts, such as whether a relation is cooper-
ative (Rashid et al., 2020).

Operationalizing offensiveness in terms of spe-
cific ends also allows developers to focus on partic-
ular harms and, for content moderation, add speci-
ficity to whether individual or symbolic harms may
be at stake. On platforms where individual inter-
actions may be visible to many, such as Twitter,
there are murky questions about how to prioritize
impacts on targets in comparison to impacts on per-
ceivers if and when they diverge. For example, a
digital passerby (perceiver) who is unfamiliar with
queer mock impoliteness may take offense based
on language used within a tweet, even if the tweet
producer and receiver are mutually engaging in

mock impoliteness. More broadly, misunderstand-
ings of mock impoliteness might normalize offen-
sive language use for those who do not recognize
its contextual nature. Platforms must consider if
and in which circumstances impacts to perceivers,
who may interpret a message as earnest, warrant
consideration over the target of the message.

These considerations are particularly salient in
regard to platforms that allow one-to-many com-
munication, however they are also relevant for plat-
forms or spaces limited to private or one-on-one
interactions. Certain kinds of language that we
have not discussed here, for example antisemitic
utterances, may be harmful even if the recipient is
not offended and no third party reads the content
(e.g., if the content is shared in a private message).
As such messages can incite violence or hate by as-
serting that some groups or individuals are of lower
value than others, these messages can cause harm.
This may warrant their detection and prohibition
on a given platform.

4.3 Limits to Modeling Context

Identifying context and the ends of offensiveness as
key components for defining offensiveness raises
challenges and illustrates limits to developing au-
tomated classification tasks. One major difficulty
lies in inferring or recording contextual data.

Social identity has been a through line in our
examples of the role context plays in both how of-
fensiveness operates as well as in machine learning
annotation. However, annotating or documenting
social identity, in particular, becomes challenging
and ethically dubious, as Scheuerman et al. (2020)
discuss with regard to gender and race annotation
for computer vision. NLP techniques that have
been used to infer or extract demographic charac-
teristics such as age (Hovy and Søgaard, 2015),
can provide helpful approximations; however they
are limited by similar ethical concerns to annota-
tion. Moreover, identifying social characteristics
of an individual or group targeted in, receiving, or
perceiving an utterance may be impossible to deter-
mine. Documenting demographic information of
data annotators and explicitly inviting reflection on
identity to broaden the sociological norms a rater
pool is able to recognize may be a promising alter-
native. Importantly, this requires limits to protect
the privacy of workers, particularly if workers with
marginalized identities are repeatedly sought out
for their ability to recognize how people in their
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communities communicate. This is to say that eval-
uating the social identities of actors involved in an
online interaction, as well as the social identities
of those perceiving or annotating the interaction,
is a hurdle. Indeed, social media platforms often
allow degrees of anonymity that make such a task
impossible to do with any reliability.

Importantly, we cannot rely on social identity
alone to determine whether a person will be of-
fended by language or not. Social identity groups
are not monolithic and identity likely has varying
ability to predict dynamics in different geographic
regions or for members new to group sociality. In
addition, social identity is fluid across contexts and
time. An obvious example is a change in one’s
age over time, but even at the same age, one may
identify as young or old relative to the individuals
they are with. It may make sense to consider social
identity in relation to the specific temporal context
of an utterance, yet headline news stories about
prominent individuals who have lied about their
social identities, such as Rachel Dolezal3, offer a
clear example of cases where social interactions
once considered innocuous undergo re-evaluation.
In other words, what is the identity that should be
annotated or documented, and what bearing should
this have on future classification of this language?
More broadly, there are hard limits to inferring cul-
tural context on the global web, which introduces
challenges to identifying potential harms of offen-
sive language, and adds difficulty to observing or
measuring these ends compared with those of in-
dividual harms. For these reasons, user interface
components that allow users to provide direct input
on potentially offensive content remain valuable.

Detection and moderation practices that are un-
able to distinguish sociological patterns underpin-
ning mock impoliteness stand to target it as well
as underlying practices of reclaiming language. In-
deed, Oliva et al. (2020) precisely raise censorship
of drag queens’ mock impoliteness as motivation
for their work. Evidence of racial biases in offen-
sive language classification and reports of the neg-
ative impacts of ‘race-blind’ approaches to content
moderation also suggest that poorly targeted de-
tection approaches may disproportionately impact
marginalized communities. Due to the limits intro-
duced by detecting social identity and observing
platform behavior, language models are unlikely to

3https://www.theguardian.com/us-
news/2017/feb/25/rachel-dolezal-not-going-stoop-apologise-
grovel

identify mock impoliteness language in all cases.
In practice, selecting a set of annotators aligned
with the communities and sociological norms rep-
resented in data is nontrivial. There are also limits
to the types and amounts of sociodemographic in-
formation that can or should be collected about
data annotators and users. However, as offensive
language classification improves, insights into pro-
viding context in annotation can also serve to shape
content moderation processes, for example, by in-
corporating similar context for human review of
content. In this respect, our work contributes to
the development of frameworks of analysis attuned
to sociological and historical modes of discourse
that are critical for the responsible deployment of
offensive language classification tasks.

5 Conclusion

Contrary to common understandings of offensive
language as negative and harmful, we show that
offensive speech can function as a practice of resis-
tance to unjust social norms and, in specific cases,
can serve a socially beneficial role. In doing so
we highlight three necessary criteria for evaluating
offensive language, 1) the subject of an offensive
utterance and their social position, 2) the outcomes
of offensive language, and 3) the sociological role
that offensiveness and offense serves. Queer mock
impoliteness specifically illustrates that, although
sarcasm, humor, and irony pose significant chal-
lenges to existing classification tasks, there is an
ethical and social need to account for subversive
uses of denotatively offensive language. This type
of reappropriated speech serves to solidify a col-
lective identity, protect ingroup members from out-
group abuse, and resist exclusionary and restrictive
social norms. The practice finds its historical emer-
gence in a different yet related practice of training
for adversity put forward by the Cynics in which
offensive discourse works as a way to challenge
unreflective societal norms. Although operational-
izing a relational definition of offensiveness comes
with challenges, such as practical and ethical limits
to observing social identity and user behavior, we
point to promising research directions to better ac-
count for the expressly beneficial sociological role
that offensiveness can play in social discourse.
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Abstract

Online messaging is dynamic, influential, and
highly contextual, and a single post may con-
tain contrasting sentiments towards multiple
entities, such as dehumanizing one actor while
empathizing with another in the same mes-
sage. These complexities are important to cap-
ture for understanding the systematic abuse
voiced within an online community, or for de-
termining whether individuals are advocating
for abuse, opposing abuse, or simply report-
ing abuse. In this work, we describe a for-
mulation of directed social regard (DSR) as
a problem of multi-entity aspect-based senti-
ment analysis (ME-ABSA), which models the
degree of intensity of multiple sentiments that
are associated with entities described by a text
document. Our DSR schema is informed by
Bandura’s psychosocial theory of moral disen-
gagement and by recent work in ABSA. We
present a dataset of over 2,900 posts and sen-
tences, comprising over 24,000 entities anno-
tated for DSR over nine psychosocial dimen-
sions by three annotators. We present a novel
transformer-based ME-ABSA model for DSR,
achieving favorable preliminary results on this
dataset.

1 Introduction

The social media landscape is a complex, dy-
namic information environment where actors ex-
press advocacy, opposition, empathy, dehuman-
ization, and various moralistic signals, with the
intent—or sometimes the side-effect—of influenc-
ing others. A single message may also express
multiple sentiments in one sentence, e.g., opposing
one political candidate and endorsing another, or
blaming one party for harming another, or dehu-
manizing one party and empathizing with another.

The complexity of multiple sentiments—which
may comprise multiple strategies of influence—in
a single message means that classifying an entire
tweet’s sentiment (Da Silva et al., 2014), or even

quantifying it (Gao and Sebastiani, 2016), along a
single dimension, is both at too high a granularity
(i.e., we want to assess the author’s perspective on
multiple topics) and at too few dimensions (i.e.,
we want to assess the author’s perspective along
multiple dimensions).

Aspect-based sentiment analysis (ABSA) (Yang
et al., 2018), allowing multiple dimensions of sen-
timent on a message, gets us part-way to a solution.
Multi-entity ABSA (ME-ABSA) (Tao and Fang,
2020) gets us further in this direction by classify-
ing along multiple dimensions across entities, but
these models are frequently expressed as classifi-
cation problems (e.g., positive, neutral, and neg-
ative predictions), and we desire a finer-grained
numerical approach.

In the present work, we present a novel multi-
entity transformer-based ABSA regression imple-
mentation of directed social regard (DSR), the pre-
diction of social attitudes directed toward various
actors and topics mentioned in the text. Social atti-
tudes are modelled along nine continously-valued
sentiment aspects: advocate, oppose, dehumaniza-
tion, empathy, violent, condemn, justified, respon-
sible, and harmed. Masked language modelling
methods are utilized to support sets of aspects asso-
ciated with each unique entity type. In the present
work, DSR is computed for each character (i.e.,
human individual, human group, or ideology) in
a message and each event that harms characters
within a message. Also in the present work, the
DSR dimensions are informed in part by Bandura’s
psychosocial theory of moral disengagement (Ban-
dura, 1999, 2016), which we describe below.

To implement and validate our approach, three
labelers rated nine dimensions of social regard for
each character and event in a dataset of English-
language social media posts sourced from curated
Twitter datasets. To model DSR, we desitned a
transformer-based regression architecture designed
specifically for fine-grained sentiment analysis of
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"I vomit on you and all your lost sheep. The fght is not over and will never be. RESISTANCE!"

"I"
(morally evaluable agent)

"you"
(morally evaluable agent)

"vomit on"
(adverse event)

responsible impacted

"your lost sheep"
(morally evaluable agent)

impacted

"The fght"
(adverse event)

Figure 1: NLP output from “I vomit on you and your
lost sheep. The fight is not over and never will be.”
adapted from a Kaggle social media dataset.

multiple entities.
We next describe the psychosocial theory of

moral disengagement. We then describe our ap-
proach and empirical results, closing with a discus-
sion of limitations and future work.

1.1 Moral Disengagement

People have the capacity for compassion and cru-
elty toward others—and both at the same time—
depending on their moral values and on whom they
include and exclude in their category of humanity
(Bandura, 1999, 2016). These are matters of moral
disengagement, the psychosocial mechanisms of
selectively disengaging self-sanctions from inhu-
mane or detrimental conduct.

Evidence of moral disengagement is present in
modern hate speech: social media contains calls to
violence against outsiders (Kennedy et al., 2018;
Hoover et al., 2020); online forums dehumanize
girls and women (Ging, 2019; Hoffman et al.,
2020); and the manifestos of violent actors justify
their actions by dehumanizing and blaming others
(Peters et al., 2019). We have evidence that hate
speech with these indicators increases prejudice
through desensitization (Soral et al., 2018)—and
that the frequency of this language is related to
the frequency of violent acts in the world (Olteanu
et al., 2018)—so understanding moral disengage-
ment has real-world importance.

2 Approach

We describe our knowlege graph and attibute
schema, sources of textual data, annotation process,
and our architecture for representing and scoring

attributes of social regard.

2.1 DSR Schema

Our DSR schema for a single social media post in-
cludes (1) a simple knowledge graph representation
adapted from previous work in social media NLP
(withheld for review), and (2) nine numerical inten-
sity ratings on said characters and events to capture
the directed social regard of the author, which is
the primary focus of this work. An example of the
system’s output for a public Kaggle dataset tweet is
shown in Figure 1. This was not part of our training
dataset, so this is a novel machine prediction. We
use this example to describe our schema.

The knowledge graph contains two types of enti-
ties, each comprising a span (i.e., contiguous span
of tokens) in the text: (1) characters, also known
as morally evaluable agents, comprising the au-
thor, human individuals, ethnicities, organizations,
religions, ideologies, and geopolitical entities, and
(2) adverse events that may cause harm or be
morally questionable as described by the author.
In Figure 1, the characters are “I,” “you,” and “your
lost sheep,” since the latter was inferred to refer to
people in this context. The events include “vomit
on” and “the fight.”

The DSR values capture sentiment according
to dimensions of moral disengagement described
above, in addition to sentiment analysis, as ex-
pressed by the author of the text. For each dimen-
sion we describe whether it was motivated by Ban-
dura’s (1999, 2016) moral disengagement theory B

or by sentiment analysis S and whether it applies
to characters c or events e or both.

1. Advocate: Endorsement or support of an en-
tity by the author.S,c,e

2. Oppose: Opposition or adversarial attitude to
an entity by the author.S,c,e

3. Dehumanization: Actor described with non-
human or lesser-than-human attributes, dimin-
ishing their agency or humanity.B,c

4. Empathy: Actor described with empathy,
compassion, humanity.B,c

5. Violent: Event described as having literal or
metaphorical physical or sexual violence.B,e

6. Condemn: Entity morally condemned.B,c,e

7. Justified: Entity morally justified.B,c,e

8. Responsible (for harm): Actor described as
causing harm to others or to themselves.B,c

9. Harmed: Actor described as being harmed
by themselves or others.B,c
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Each of the Bandura-motivated dimensions cap-
tures a factor of moral disengagement: diminishing
or accentuating humanity indicates whether the
author might include the target in their circle of hu-
manity; descriptions of violence and responsibility
for harm are indicators of blame or advocacy for
violence; mention of harmed individuals (including
oneself) is an indicator of victimization and poten-
tial justification of subsequent action; and moral
condemnation and justification indicate a moral
standpoint for adverse events.

The heat-map in Figure 1 shows the nine moral
dimensions across all of the characters and events
from this example, where “your lost sheep” are the
ony ones dehumanized.

2.2 Dataset and Annotation Methodology

Documents were selected from text posts known
to contain online abuse or hate speech, including
the Moral Foundations Twitter Corpus (Hoover
et al., 2020); the Gab Hate Corpus (Kennedy et al.,
2018); How ISIS Uses Twitter dataset from Kag-
gle (Khuram, 2017); and Manosphere community
text posts (Ribeiro et al., 2020).

To optimize for content eligible for fine-grained
sentiment analysis, documents were considered
only if they met three criteria: (1) written in 280
or fewer characters; (2) written in English words
or emoticons; and (3) contained more content than
user mentions, URLs, or links to images.

Three English speakers were hired on the Prolific
survey platform (Palan and Schitter, 2018) to score
entities for DSR attributes. Out of our collected
documents, 2,907 documents that met our criteria
were annotated by at least two of our human anno-
tators. These annotations contain a total of 24,425
unique entities. Annotators were asked to rate enti-
ties for each sentiment using a scale ranging from
zero (not present) to five (most intense).

To measure inter-annotator agreement between
our three human raters, we compute Krippendorff’s
α (Krippendorff, 2011) for each of the nine aspects,
as shown in Table 1.

For drawing tentative conclusions, Krippen-
dorff recommends using variables with reliabilities
above α = 0.667 (Krippendorff, 2018), which are
achieved by our aspects violent and oppose. Both
these aspects were labeled with intensity 4-5 more
frequently compared to other aspects. For train-
ing and testing purposes, we identified annotations
with high agreement as those where annotators

Aspect A1 A2 A3 α
advocate 21.4% 16.1% 18.0% 0.366
condemned 20.4% 8.0% 10.5% 0.477
dehumanized 2.7% 3.8% 5.4% 0.591
empathy 1.0% 12.6% 3.2% -0.065
harmed 7.9% 10.8% 9.2% 0.580
justified 7.3% 4.1% 1.5% 0.171
oppose 24.0% 25.4% 36.2% 0.672
responsible 11.2% 13.6% 8.0% 0.607
violent 4.1% 5.6% 8.0% 0.753

Table 1: Nonzero label usage comparision across our
three annotators (A1-3) across 24,245 entities and nine
aspect labels, along a five point intensity scale. Also
includes Krippendorff’s α.

Figure 2: An overview of the ABSA architecture opti-
mized for the DSR task.

falling within two standard units of each other,
and with a maximum difference of two intensity
units. These selection criteria limit disagreements
while maintaining moderate-intensity aspects.

2.3 Architecture

We used two transformer-based NLP models: (1)
an entity- and relation-extractor based on the
SpERT architecture (Eberts and Ulges, 2020) to
extract characters and entities comprising one or
more continuous tokens in the text and (2) a novel
ABSA-based model that scores each character or
entity for the applicable DSR dimensions.

Importantly, for training and testing the DSR
performance, we only use the human-annotated
characters and events; we do not train or test the
DSR model on machine-predicted entities, but this
is how we envision applying the model on novel
texts. We focus on the ABSA/DSR in this paper.
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ABSA/DSR Architecture. The input for the
DSR ABSA model is a text with entities anno-
tated with (1) token start/end indices and (2) entity
type (i.e., character or event). These may be ei-
ther manually annotated (as we have done in our
evaluation) or automatically predicted from a entity
recognition system, e.g., (Eberts and Ulges, 2020;
Friedman et al., 2021).

As shown in Figure 2, the text document is pro-
cessed by a pre-trained BERT (Devlin et al., 2019)
embedding layer using wordpiece tokenization. An
interaction layer creates a fixed-dimentional pooled
matrix, which contains a concatenation of BERT-
encoded document and its entities represented as
masked token sequences, the collection of masks
for each entity type, and the lengths of each token
span. These separate sequences are concatenated
together as a matrix to support batch evaluation
along multiple entities by the linear aspect classi-
fiers.

This matrix representation feeds into a separate
linear layers for each DSR aspect. Which entity
gets graded by each linear layer is determined by
the type of entity (e.g., as shown in Figure 1, an
event entity does not have a dehumanized DSR
aspect). This is implemented when multiplying
the concatenated input matrix by the entity mask,
which creates a matrix with nonzero inputs at the
same indices as the linear layers it is eligible to be
scored by. A softmax activation function calcuates
the prediction associated with each aspect.

3 Experiment

We evaluated the DSR/ABSA architecture on the
above dataset with the above DSR schema. We
used human-labeled characters and events as inputs
for this experiment in order to focus the evaluation
on the DSR rather than the span extraction, but
we report that on a 90/10 train/test split, the entity
extractor scored F1 scores of 0.95 and 0.73 for ex-
tracting characters and events, allowing determiner
mismatch, e.g., an event “the airstrikes” is allowed
to match to “airstrikes.”

We use the pre-trained, case-sensitive BERT-
base model for fine-tuning (12 transformer blocks,
768-size hidden layer, 12 attention heads, and
110M total parameters). We fine-tuned with
dropout probability 0.1 for 3 epochs, and we trained
with learning rate 2e-5. Train, evaluation, and test
splits were generated from our social media dataset
using by creating 60/20/20 splits.

Aspect R2 RMSE
advocate 0.257 1.285
condemned 0.259 1.293
dehumanized 0.130 0.649
empathy 0.150 0.752
harmed 0.194 0.968
justified 0.207 1.037
oppose 0.284 1.419
responsible 0.207 1.037
violent 0.114 0.572

Table 2: ABSA/DSR model performance: R2 mea-
sures correlation between human and machine ratings
and RMSE measures prediction error. Averaged RMSE
is 1.00 out of five units of intensity.

Results. Results are shown in Table 2, with low-
est error (i.e., RMSE) on violent, dehumanized,
and empathy dimensions. As mentioned above, vi-
olent was one of the more intensely-rated aspects
and had highest α score, so we believe this con-
tributed to successful learning. The aspect dehu-
manized—and its dual, empathy—are central to
Bandura’s theory of moral disengagement.

The average RMSE across aspects was 1.00 of a
5-point intensity scale, and all R2 results directly
correlated, explaining between 11-29% of variance
in annotators’ intensity scores across aspects. We
regard these results as preliminary but encouraging
for continued work in this domain.

4 Discussion and Future Work

We have described an approach to encoding the di-
rected social regard (DSR) of authors toward events
and actors in their posts, informed by Bandura’s
(1999, 2016) psychosocial theory of moral disen-
gagement. This helps characterize abuse and harm
in online messaging, including the advocacy and
opposition to said abuse and harm, by highlighting
entities that are associated with aspects associated
with moral disengagement.

Our transformer-based approach uses a multi-
entity aspect-based sentiment analysis (ME-ABSA)
treatment to represent and predict DSR across nine
psychosocial dimensions. We provide empirical
evidence that transformer-based architectures can
detect relevant actors and events and then predict
human DSR ratings within reasonable preliminary
error bounds.

Limitations and Future Work. One factor
likely reducing the performance of our DSR model
is the imbalanced representation of sentiment la-
bels in our dataset. There is a scarcity of examples
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in our dataset of entities that are associated with
some sentiments, particularly moderate to positive
sentiments labels and sentiments with low to mod-
erate degrees of intensity. As shown in Table 1,
annotators used aspect labels empathy and justi-
fied less frequently than other sentiment aspects in
our schema, and was not able to reach a reliably
high degree of agreement when annotating these
sentiments. To improve the capability of our di-
rected social regard model for applications outside
of the domain of online abuse and hate, it would
be beneficial to learn from examples that contain
a more diverse selection of sentiments expressed,
such as examples associated with positive to neu-
tral sentiments as well as examples that contain a
balanced range of low, moderate, and high degrees
of intensity.
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Abstract

A common approach for testing fairness is-
sues in text-based classifiers is through the
use of counterfactuals: does the classifier out-
put change if a sensitive attribute in the in-
put is changed? Existing counterfactual gen-
eration methods typically rely on wordlists
or templates, producing simple counterfactu-
als that don’t take into account grammar, con-
text, or subtle sensitive attribute references,
and could miss issues that the wordlist creators
had not considered. In this paper, we intro-
duce a task for generating counterfactuals that
overcomes these shortcomings, and demon-
strate how large language models (LLMs) can
be leveraged to make progress on this task.
We show that this LLM-based method can
produce complex counterfactuals that existing
methods cannot, comparing the performance
of various counterfactual generation methods
on the Civil Comments dataset and showing
their value in evaluating a toxicity classifier.

1 Introduction

It is well known that classifiers (such as toxicity
detectors) can pick up negative associations about
marginalized groups from their training data, e.g.
due to under-representation of those groups in the
training data, or the higher levels of toxicity in the
text data referring to these groups (Sap et al., 2019;
Dixon et al., 2018; Zhou et al., 2021).

One common method of testing classifier models
for these unwanted associations is by comparing
the classifier’s outputs on a particular type of coun-
terfactual text pair: specifically, text pairs which
are as similar as possible in format and meaning,
but such that one text references a particular sen-
sitive attribute and the other does not (Figure 1;
here the sensitive attribute is Islam). If the classi-
fier exhibits a large number of “flips” (changes in
prediction from original to counterfactual) on these

∗Work done as a Google AI Resident.

Original: True and the same goes with headscarves . Its
not religious requirement but a cultural choice. Simple
otherwise there would be no Muslim woman that don’t
wear them and clearly there are.

Counterfactual: True and the same goes with
yarmulkes . Its not a religious requirement but a
cultural choice. Simple otherwise there would be no
Jewish man that don’t wear them and clearly there are.

Figure 1: Counterfactual generated by our LLM-based
method, given the original text and the prompt “make
this not about Muslims”.

pairs, this indicates a potential problem that may
be addressed through mitigations such as dataset
augmentation (Dixon et al., 2018) or counterfactual
logit pairing (Garg et al., 2019).

Here we focus on counterfactual generation, and
specifically the following questions: 1) How can
we efficiently generate large datasets of counter-
factual pairs? 2) While preserving the diversity,
fluency and complexity of real-world inputs? 3) To
probe for subtle or previously-unknown issues?

One approach is to ask humans to create counter-
factual counterparts by editing existing examples,
but this can be both costly and slow (see e.g. §3 in
Kaushik et al. (2020)). Another method is to use
human-curated wordlists to generate counterfactu-
als: for example to apply ablation or substitution
on existing texts or to fill in preset templates (Garg
et al., 2019; Dixon et al., 2018; Rudinger et al.,
2018; Sheng et al., 2019a). While these approaches
can efficiently generate large datasets (excluding
the time required to create the initial wordlists), the
results often fail to be fluent, diverse or complex
(as we show in Section 5) and are not likely to un-
cover novel issues that the wordlist creators had
not considered.

We suspect that as it becomes more common to
use large language models (LLMs) as the base for
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classifier models (such as toxicity classifiers), these
classifiers will become more sensitive to factors
such as fluency, word order, and context, and coun-
terfactual generation methods will need to evolve
correspondingly to keep up.

With this in mind, we define a new counterfac-
tual generation task (Section 3.1) and demonstrate
the potential of existing LLM techniques to address
this problem (Section 3.2). Specifically, we show
how ideas from Reif et al. (2021) can be used to
generate natural, diverse, and complex counterfac-
tuals from real-world text examples (as in Figure 1)
and combine this with both automated and human
evaluation methods (Section 3.3) to ensure that the
resulting counterfactuals are of high quality and
suited to the task at hand. This human-in-the-loop
component also helps to mitigate the risks intro-
duced by using an LLM to generate the text (Sec-
tion 3.4). Finally, we compare the performance of
our method with existing counterfactual generation
methods (Section 5), and show that existing meth-
ods may not capture certain subtle issues in toxicity
classifiers, and that our method addresses some of
these deficiencies (Section 5.3).

We use toxicity detection as a testbed in this
work, and focus on generating counterfactuals to
probe for false positives – that is, non-toxic text
which is misclassified as toxic due to identity ref-
erences. While we focus on this particular applica-
tion to demonstrate one way in which our frame-
work can be useful, it could also be applied in
other contexts: for example, probing for false nega-
tives, applications other than toxicity detection, and
counterfactual perturbations other than removing
the presence of a sensitive attribute.

2 Related Work

2.1 Counterfactual generation
Two common types of counterfactual text pair gen-
eration are 1) rule-based methods using templates
and/or wordlists, and 2) controlled text generation
using deep learning-based language models.

Template-based counterfactual datasets are often
built from short, simple sentences: for example, the
Jigsaw Sentence Templates dataset consists of tem-
plates such as “I am a 〈adjective〉 〈identity-label〉”
and “I hate 〈identity-label〉”.1 Other examples in-
clude Rudinger et al. (2018); Sheng et al. (2019a).
While this approach provides fine-grained control

1https://github.com/conversationai/
unintended-ml-bias-analysis

over identity references and toxicity balance, it also
has disadvantages: for example, the resulting text
is often not natural and looks quite different from
the actual task data. Works such as Prabhakaran
et al. (2019) and Hutchinson et al. (2020) partially
mitigate this by using real-world data and targeting
specific syntactic slots for substitution, but this can
yield incoherent or contradictory text when there
are multiple entities referenced in a sentence. Fi-
nally, recent works with templates such as Röttger
et al. (2021) and Kirk et al. (2021) have been ef-
fective at detailing problems with modern toxicity
classifiers, by investing significant targeted effort
into probing task-specific functionality, and em-
ploying human validation for generated examples.

There have also been attempts to use deep learn-
ing to build more general-purpose counterfactual
generators. One example is Polyjuice (Wu et al.,
2021), which combines a finetuned GPT-2 model
with control codes to generate diverse natural per-
turbations. But, as we show below, it is diffi-
cult to use Polyjuice to modify references to a
pre-specified topic. Another example is CAT-Gen
(Wang et al., 2020), which trains an RNN-based
encoder-decoder model, using a separate attribute
classifier to guide the decoder towards the modify-
ing the desired attribute. However, both of these
require large training sets labeled by sentence per-
mutation type (Polyjuice) or attribute (CAT-Gen).

Other methods combine a pretrained language
model with a task-specific classifier, e.g. Dathathri
et al. (2020) and Madaan et al. (2020) which both
leverage Bayes’ rule to guide text generation while
avoiding the need to retrain or finetune the lan-
guage model itself, and Davani et al. (2021) which
uses GPT-2 to generate text and uses wordlists and
likelihood thresholds to identify valid counterfactu-
als. ToxiGen (Hartvigsen et al., 2022) uses GPT-3
with and without an adversarial classifier-in-the-
loop method to generate a large set of challenging
examples for toxicity detection, employing identity-
specific engineered prompts. Our method is most
similar to these approaches, though we rely less on
task-specific classifiers and use generic prompts.

2.2 Counterfactual evaluation
While most counterfactual generation work in-
cludes a definition of what constitutes a “good”
counterfactual and some method of measuring suc-
cess relative to these desiderata, the definitions and
methods vary depending on factors such as the in-
tended downstream use of the counterfactuals.
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Attribute Original LLM-D rewrite

LGBQ+ How is “embracing and accepting” their homosexual-
ity not a lifestyle choice?

How is “embracing and accepting” their love not a
lifestyle choice?

transgender Some people are born transgender. That appears to
be a verifiable fact. Why is this a question of “left” or
“right”?

Some people are born left-handed. That appears to
be a verifiable fact. Why is this a question of “left” or
“right”?

Judaism Get JPFO up here. If anyone has anything to say about
guns it is that organization. For those that do not know.
JPFO is Jews for the Preservation of Firearms.

Get the NRA up here. If anyone has anything to say
about guns it is that organization. For those that do
not know. NRA is for National Rifle Association.

Islam If its Muslim he’s all over it.... I can’t figure this guy’s
loyalty. Who is influencing this guy..... Is it the Muslim
Brotherhood, Saudi Arabia, Qatar??

If it’s American he’s all over it.... I can’t figure this
guy’s loyalty. Who is influencing this guy..... Is it the
Democrats, Republicans, Supreme court??

Table 1: Examples of LLM-D-generated counterfactuals, demonstrating LLM-D’s ability to make neutral context-
aware substitutions or multiple consistent substitutions to remove explicit and implicit references.

Many methods prize counterfactuals with mini-
mal edits relative to the original text and measure
success using distance, e.g. Ross et al. (2021a)
Madaan et al. (2020). However, this is not well
suited for evaluating counterfactuals generated
from longer or complex original texts, as these of-
ten require multiple edits to remove all references
to the sensitive attribute. Some methods reward
grammaticality but do not require the text to make
semantic sense (Sheng et al., 2020), while others
require both fluency and consistency (Ross et al.,
2021b; Reif et al., 2021; Madaan et al., 2020); some
use automated metrics such as perplexity (Wang
et al., 2020) and masked language model loss (Ross
et al., 2021a) while others use human raters to eval-
uate fluency (Reif et al., 2021; Wu et al., 2021).

Building on these prior results, we combine
several automated metrics to filter out poor qual-
ity counterfactuals (e.g. ones with large addi-
tions/deletions beyond those required to remove
the sensitive attribute). We also develop a human
evaluation framework to rate the quality of the
counterfactuals that pass automated filtering, with
a view to making it easy for human annotators to
rate examples quickly and consistently while also
rewarding diverse and non-obvious counterfactual
generation (e.g. rows 1 and 2 of Table 1).

2.3 Toxicity detection

It is well documented (Davidson et al., 2019; Dixon
et al., 2018) that toxicity and hate speech classifiers
often pick up on correlations (that are not causa-
tions) between references to certain identities and
toxic speech: that is, these models incorrectly learn
that sensitive attributes such as certain sexual orien-
tations, gender identities, races, religions, etc. are
themselves indications of toxicity.

Recent work has gone further and explored the
effect of indirect toxic examples on classifiers (Sap
et al., 2020; Lees et al., 2021; Han and Tsvetkov,
2020), finding that many datasets do not adequately
represent this form of toxicity (Breitfeller et al.,
2019) and that classifiers are ineffective at identi-
fying it (Han and Tsvetkov, 2020). Based on this,
we conjecture that toxicity classifiers may also as-
sociate indirect references to sensitive attributes
with toxicity, which is consistent with (Hartvigsen
et al., 2022). We focus on exploring this facet of
counterfactual probing.

3 Methodology

Our goal is to detect when a model produces a dif-
ferent score for two examples (original and coun-
terfactual) that differ only by changing a sensitive
attribute and that have the same groundtruth label.
Ideally the dataset of counterfactual pairs used in
this testing should be both large in size and diverse
in topic in order to maximise the chances of identi-
fying issues with the model, including issues that
the dataset creators may not have considered.

3.1 Task Definition

We define our task as follows:
Given a corpus of text examples that reference

a specific sensitive attribute (e.g. a particular reli-
gion, LGBQ+ identity, transgender identity), gener-
ate a counterfactual text for each original text that
preserves both the original label and the original
meaning (as far as possible) while removing all
references to the chosen sensitive attribute.

Taken as a set, the counterfactuals should be:
• Complex: The texts should reflect the com-

plexity of expected real-world inputs.
• Diverse: The counterfactual edits should
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cover a range of topics, both within the at-
tribute’s category (e.g. replacing one religion
with another) and more generally (replacing
specific references with neutral words such as

“person”, “religion”, etc).
• Fluent and consistent: The generated text

should match the style and phrasing of the
input text, should be internally consistent (e.g.
no changing topic part way through), and
should read like plausible natural language.

3.2 Counterfactual Generation with LLMs
To generate our counterfactuals we build on the
results of Reif et al. (2021), which accomplishes a
wide range of style transfers using a Transformer-
based large language model combined with prompt-
ing. Inputs to the LLM consist of three parts: a
small fixed set of prompts that demonstrate the
rewriting task, the piece of text to be rewritten, and
an instruction such as “make this more descriptive”
or “make this include a metaphor”. The LLM re-
turns up to 16 attempts at rewriting the input text
according to the given instruction.

In order to use this method for counterfactual
generation, we retain the prompts used in Reif et al.
(2021) (see Table 8 for the full prompt text) but
replace the style transfer instruction with ones spe-
cific to our task, e.g. “make this not about Muslims”
or “make this not about transgender people” (see
Appendix A.2 for details). This is one of the few
parts of our pipeline that uses the sensitive attribute,
and this generalises easily to other attributes simply
by changing the instruction.

We use LaMDA (Thoppilan et al., 2022) as the
underlying LLM for text generation in this pa-
per, which belongs to the family of decoder-only
Transformer-based dialog models. The LaMDA
model used here, which we refer to as LLM-D, is
described in §6 of Thoppilan et al. (2022): it has
137B parameters, and was pretrained as a general
language model (GLM) on 1.97B public web doc-
uments and finetuned into a dialog model on an
additional dataset of curated dialog examples.

For the experiments reported here, we exclu-
sively used the finetuned dialog model: both for
safety reasons (LLM-D’s finetuning includes a fo-
cus on reducing toxic text generation (Thoppilan
et al., 2022)) and technical reasons (it could gener-
ate longer passages of text than other models avail-
able to us). However, we also achieved success
using our method with the underlying GLM model
(referred to as “PT” in Thoppilan et al. (2022)),

and since prompting techniques have achieved suc-
cess on multiple different language models (Reif
et al., 2021; Brown et al., 2020) we expect that our
method would generalise to other LLMs.

3.3 Counterfactual Evaluation
We evaluate counterfactuals in two phases: an auto-
mated phase using a combination of standard met-
rics and a simple two-layer classifier, and a human
evaluation phase based on criteria we developed for
rating complex counterfactuals. A key considera-
tion here is that while counterfactuals should be as
similar as possible to the originals, they must also
remove sensitive attribute references; thus we can-
not be too strict in enforcing similarity, especially
via automated methods.

LLM-D was configured to generate up to 16 re-
sponses for each input, so we use a combination of
automated metrics to identify potential good coun-
terfactuals to pass to human raters. In addition to
some simple filtering rules (e.g. to catch examples
where LLM-D simply regurgitates its prompt) we
use three main metrics:
• BLEU score (Papineni et al., 2002),
• BERTScore (Zhang et al., 2020), and
• a prediction of whether the sensitive attribute

is still referenced (described below).
A high BLEU score relative to the original text
indicates high lexical similarity (Reif et al., 2021,
Appendix B), while a high BERTScore indicates se-
mantic similarity; based on early (separate) tuning
experiments, we found that requiring both scores to
be above 0.5 was a good trade-off between produc-
ing plausible counterfactuals while also allowing
some diversity of responses.

The sensitive attribute predictor is a two-layer
fully connected classifier trained for this purpose;
full training details are given in Appendix A.3. We
imposed a threshold of 0.5 on this classifier as well,
although the results in this paper suggest that this
would benefit from further tuning.

Our human evaluation criteria evaluate the (orig-
inal, counterfactual) pair along four axes:

1. fluency/consistency,
2. presence of sensitive attribute,
3. similarity of label, and
4. similarity of meaning.

Raters are asked whether the proposed counter-
factual is fluent and consistent (yes/no/unsure),
whether it references the sensitive attribute (ex-
plicitly/implicitly/not at all), whether it should
be assigned the same label as the original
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(yes/no/unsure),2 and whether it is similar in mean-
ing and format to the original (scale of 0 to 4). The
full rater instructions are given in Appendix C.

We use majority vote to consolidate annotator
ratings for each example, discarding ties. For our
purposes, a counterfactual is deemed “good” if it
is fluent, does not reference the sensitive attribute,
has the same label as the original, and scores at
least 2 (out of 4) on similarity of meaning. Thus
examples where the majority vote resulted in a
rating of “unsure” were treated as if they had been
rated “no” when reporting results in Section 5.

Quantifying “similarity of meaning” “Similar-
ity of meaning” was the hardest metric to define,
since removing references to the sensitive attribute
often required major edits to the input text. Thus,
our score buckets split the counterfactuals in a way
that captures both type and severity of edit. This
allows us to identify a more diverse pool of good
counterfactuals, while also making it easy for users
to select a stricter subset if required.

A score of 4 indicates a perfect ablation counter-
factual with no unnecessary changes or new infor-
mation, 3 means that the counterfactual contains
substitutions to similar or neutral words (e.g. “Mus-
lim”→ “Christian”, “Judaism”→ “religion”; use-
ful for comparing classifier predictions among iden-
tities within a category), while 2 allows for more
diverse edits such as minor additions/deletions or
substitutions to other topics (useful for initial fair-
ness probing of a model). 1 indicates an example
that is reasonably similar to the original but too
different to be a useful counterfactual, and a 0 indi-
cates that the text is changed beyond recognition.
See Appendix C for full guidelines and examples.

3.4 Safety

Large language models come with safety and toxi-
city issues (Bender et al., 2021; Abid et al., 2021),
which is of particular concern when using them to
generate text for the purpose of counterfactual fair-
ness probing in other models. The LLM-D model
has been finetuned by its creators to help mitigate
some of these safety concerns (Thoppilan et al.,
2022, §6), and we also built safeguards into our
pipeline to reduce the chances of our method pro-
ducing problematic or toxic counterfactuals. Even
with human-in-the-loop, it is still possible for our
method to produce some problematic examples, e.g.

2Note that this criteria is task-dependent; in our case the
labels were toxic/nontoxic.

ones that perpetuate negative stereotypes, but we
aim to reduce this risk.

First, we only aim to generate counterfactu-
als in the sensitive → neutral direction. That is,
we choose input texts that reference the sensitive
attribute, and ask LLM-D to remove these refer-
ences; we do NOT ask the model to generate text
about marginalized groups starting from neutral
texts (though in practice it can sometimes substi-
tute one identity group for another). Additionally,
our evaluation setup ensures that all generated text
is checked by at least one human, specifically in-
cludes a criteria checking for implicit references to
the identity as well as explicit ones, and includes
a “reject for other reason” box to allow raters to
remove examples if either the original or counter-
factual text contains negative stereotypes or hate
speech. This provides a second line of defence
against any toxic text that might slip through.

4 Implementation

4.1 Data

The CivilComments dataset (Borkan et al., 2019) is
a set of approximately 2 million English-language
internet comments from 2015-2017, with crowd-
sourced toxicity annotations. CivilComments-
Identities (CC-I) is a 450k subset of CivilCom-
ments where each text has additional crowdsourced
labels for references to various identities, such as
gender,3 sexual orientation, religion, and race.

Our experiments focus on four iden-
tity subcategories in CC-I, namely
muslim, jewish, transgender, and
homosexual_gay_and_lesbian,4 which
for simplicity we refer to as LGBQ+. These
categories were chosen because they are all groups
that have faced high levels of online toxicity that
may have bled through into classifier models (e.g.
Abid et al. (2021); Borkan et al. (2019)), and
because the annotators we used for our experiments
were sufficiently familiar with these categories to
evaluate our generated counterfactuals effectively.

3The available labels in this category are male, female,
transgender, and other_gender, which should al-
ways be used with extreme care to avoid any implication
that “male”/“female” and “transgender” refer to disjoint sets
(see e.g. Larson (2017)); for this work we use only the
transgender label.

4Despite the name, this category appears to have been
more broadly interpreted by crowd raters as referring to all
non-straight sexual orientations, and therefore we continued
to treat it as such in our experiments.
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Method Text F A L M
Original So you are saying it’s OK? Not enough? Long way to go? An apologist for Islamic terrorism? - - - -
Ablation so you are saying it’s ok? not enough? long way to go? an apologist for terrorism? 3 3 3 4
Substitution so you are saying it’s ok? not enough? long way to go? an apologist for christian terrorism? 3 3 3 3
Polyjuice So you are saying it’s OK? Not enough? Long way to go? An apologist for secular enlight-

enment?
3 3 3 2

LLM-D So you are saying it’s OK? Not enough? Long way to go? An apologist for terrorism? 3 3 3 4
Original Shocking that this article didn’t once mention “islam”, “islamic” or “Muslim”. - - - -
Ablation shocking that this article didn’t once mention “”, “” or “”. 7 3 - -
Substitution shocking that this article didn’t once mention “christianity”, “christian” or “christian”. 3 3 3 3
Polyjuice Waving that this article didn’t once mention “islam”, “islamic” or “islandic”. 7 7 - -
LLM-D Shocking that this article didn’t once mention “christian”, “christians” or “Christ”. 3 3 3 3

Table 2: Civil Comments examples referencing Islam, with generated counterfactuals and human annotations
(Fluent, doesn’t reference Attribute, similarity of Label, and similarity of Meaning). In the top example all methods
produced a reasonable counterfactual; in the second, only LLM-D and substitution generated good counterfactuals.

We restrict our dataset to texts between 10 and
45 words long that do not contain URLs, for ease
of analysis by human raters. We further require that
texts have a score of at least 0.8 for the relevant
attribute, and a toxicity score of at most 0.1: i.e.
least 80% of the CC-I annotators agreed that the
text referenced the specified attribute/identity, and
at most 10% of them viewed the comment as toxic.

We chose to focus on only non-toxic examples
(as rated by the CC-I annotators) in our experi-
ments, because toxic examples can introduce an
unwanted confounding factor: there are many ex-
amples in the dataset that are only toxic because
they contain a slur, and removing or substituting
the slur often renders the resulting text non-toxic.
Since we are focused on the ability to generate
counterfactuals with the same label as the original,
we excluded these examples from our dataset. Note
that this a choice we make in the context of this
particular application, but the general methodology
described here could also be used to investigate
toxic original examples if deemed appropriate.

4.2 Counterfactual generation

We compare our LLM-D-based generation method
to three other methods: ablation, substitution, and
the Polyjuice counterfactual generator (Wu et al.,
2021). We summarise each of these methods here,
and full details are given in Appendix B.

We generate a list of keywords relevant to each
topic using frequency analysis on the entire CC-I
corpus, followed by manual curation to remove
words that often co-occur with a sensitive attribute
but are not specific to that topic (e.g. “discriminat-
ing” and “surgery” for transgender identity).

To generate ablation counterfactuals, we replace

any occurrence of the keywords in our input exam-
ples with the empty string. For substitution, we
replace all religion-based keywords with a corre-
sponding concept from Christianity, and all sexual-
ity/gender words with their “opposite”, e.g. “gay”
→ “straight”, “transgender”→ “cisgender”. Key-
words with no obvious replacement (e.g. “transi-
tion”, or “Israel”) are left unchanged. Note that
this can make the substitution method appear ar-
tificially good at performing multiple consistent
substitutions within a sentence, something that can
usually only be achieved with complex rule-based
systems (e.g. Lohia (2022)), and comes at the
cost of limited counterfactual diversity. This is
discussed further in Section 5 when comparing the
results of substitution and LLM-D counterfactuals.

In order to fairly compare our LLM-D method
with Polyjuice, we generated 16 Polyjuice counter-
factuals per input: 8 with no constraints on gener-
ation, and 8 where we first used our ablation key-
word list to replace all topic-specific keywords in
the input sentence with the token [BLANK]. These
16 results were then filtered and ranked in the same
way as with LLM-D, and the top result returned.

Examples for each method are given in Table 2.

4.3 Counterfactual evaluation

All human annotation of our generated counterfac-
tuals were performed by three of the authors. Each
annotator initially rated a subset of the examples,
divided to ensure that every counterfactual received
at least two ratings, and any examples with non-
unanimous scores were passed to the third rater
(with scores hidden) for a tiebreaker vote. Ex-
amples that received three distinct ratings for a
category (yes/unsure/no) were discarded; the only
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Method # examples Fluent Attribute ref Label
FAL and...

Meaning 4 Meaning 3+ Meaning 2+
Ablation 200 46.6 87.6 99.5 33.0 33.0 33.0
Substitution 200 96.5 88.7 100.0 0.0 84.0 84.5
Polyjuice 162 71.2 15.4 88.8 2.5 4.9 10.5
LLM-D 191 95.7 71.1 96.3 14.1 39.3 62.3

Table 3: Percentage of counterfactuals (generated from Islam-referencing texts) that were labeled by annotators as
being fluent, not referencing the sensitive attribute, and having the same label as the original, respectively. “FAL
and Meaning n+” lists the percentage of examples that satisfied all of these criteria and were given a score of n or
higher by annotators for similarity of meaning.

exception to this was the Similarity of Meaning
category, where we averaged the raters’ scores.

In order to ensure rating consistency and refine
the clarity of the instructions, we performed two
smaller rounds of test annotation first (50-100 ex-
amples) followed by a review session to discuss
examples with divergent scores or “unsure” ratings.
While the annotators were of diverse genders (male,
female, non-binary) and moderately to extremely
familiar with the sensitive attributes chosen for our
experiments, we also note that they were all white
citizens of Western countries and that this could
have informed their interpretation of the toxicity
task and what substitutions are “neutral”.

4.4 Toxicity detection
We use our generated counterfactuals to evaluate
the robustness of the Perspective API toxicity clas-
sifier to counterfactual perturbations.5 Perspective
API defines toxicity as “a rude, disrespectful, or
unreasonable comment that is likely to make you
leave a discussion”; the toxicity score is the pre-
dicted probability of a reader perceiving the input
as toxic.

We focus on the change in predicted toxicity
score from original to counterfactual. This is both
because any toxicity cut-off threshold will likely
vary by use-case, and because we expect that large
changes in score will provide interesting and useful
information about the classifier even if they do not
happen to straddle the toxicity threshold.

5 Results

5.1 Comparison of generation methods
We sample 200 examples that reference Islam from
our curated subset of CivilComments-Identities and
generate a counterfactual with each of four meth-
ods: ablation, substitution, Polyjuice, and our LLM-
D-based method. The resulting 753 counterfactuals

5www.perspectiveapi.com

were shuffled and split between the three annotators
for rating;6 annotators had access to the sensitive
attribute label but not the generation method for
each example. The results are given in Table 3.
Recall that for our purposes, a counterfactual is
“good” if it is fluent, does not reference the sensi-
tive attribute, has the same label as the original, and
scores at least 2 on similarity of meaning (bolded
column in Table 3).

In Table 3 we see that ablation counterfactuals
are often not fluent, but that when the input text
can be ablated successfully (e.g. sentences where
the keywords are used as adjectives, such as “The
Muslim woman...”) the resulting counterfactuals
all receive the maximum score for Similarity of
Meaning. Polyjuice was generally unsuccessful
at removing references to the sensitive attribute,
despite the use of [BLANK] tokens to direct the
model to the portions of the sentence requiring
editing. While substitution achieved higher success
rates than LLM-D in this experiment, we show in
Section 5.2 below that this may partly have been
due to the choice of topic and/or wordlist; this
breakdown also does not capture the diversity of
topics in the generated counterfactuals.

Finally, we note that the subset of input texts
for which ablation produced a good counterfactual
tended to be the “easy” examples, in that substitu-
tion produced a good counterfactual for 98.5% of
this subset, and LLM-D 75%.

5.2 Generation on multiple topics

We sample 100 examples from our curated sub-
set of CivilComments-Identities for each of the at-
tributes Judaism, LGBQ+, and transgender, along
with a subset of 100 examples referencing Islam
from the set used above. Annotators had access to

6Neither LLM-D nor Polyjuice always successfully gener-
ated valid counterfactuals, resulting in 191 LLM-D counterfac-
tuals and 162 Polyjuice counterfactuals.
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Method Topic # examples Fluent Attribute ref Label
FAL and...

Meaning 3+ Meaning 2+

LLM-D

LGBQ+ 99 100.0 54.6 98.6 24.2 48.5
transgender 99 97.9 43.9 98.5 22.2 36.4
Judaism 95 96.7 58.4 96.2 41.1 50.5
Islam 94 95.6 67.0 97.5 35.1 58.5

substitution

LGBQ+ 20 93.8 92.3 100.0 50.0 50.0
transgender 20 95.0 42.1 100.0 35.0 35.0
Judaism 20 89.5 57.9 100.0 50.0 50.0
Islam 20 100.0 80.0 100.0 80.0 80.0

Table 4: Percentage of examples satisfying each rating criteria, split by topic. Columns are similar to Table 3.

the sensitive attribute label for each example while
rating. Results are given in Table 4.

The key observation here is that our LLM-D-
based method generalises easily to multiple top-
ics. We also see further evidence (e.g. attribute
reference in Table 4) that our pipeline’s automated
ranking requires further finetuning, in particular for
identifying counterfactuals which have successfully
removed all references to the sensitive attribute. In
examining discarded LLM-D responses we found
that of the 200 examples where the top-ranked LLM-
D response did not pass human rating, 105 of these
examples (52.5%) had a plausible counterfactual
further down the ranking (as judged by one annota-
tor); including these in our evaluation would have
raised LLM-D’s overall success rate to 75%.

We also generate substitution counterfactuals
for a subset of 20 randomly selected examples for
each topic, and find that substitution performs al-
most identically to LLM-D at generating good coun-
terfactuals for each of the non-Islam topics. For
the LGBQ+ and transgender categories in particu-
lar, this may be due to the fact that explicit labels
are most commonly used only to refer to minor-
ity groups: one talks about “same-sex marriage”
and “transgender athletes”, but simply “marriage”
and “athletes” when referring to the majority group.
Thus a reference to e.g. “cisgender atheletes” still
carries an implicit reference to transgender issues.
This highlights the need for more complex and di-
verse counterfactual generation techniques that do
not rely solely on substitutions and wordlists.

5.3 Toxicity detection

Throughout this section we restrict our attention
only to the “good” counterfactuals (as rated by the
human annotators) because poor-quality ones can
produce artificially high or low swings in toxicity
(due to changing the text too much relative to the
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Figure 2: Differences in toxicity score from original
texts to their counterfactuals; negative scores indicate
that Perspective API rated the counterfactual less likely
to be viewed as toxic than the original.

original, or by failing to remove the sensitive at-
tribute, respectively); we omit Polyjuice because it
produced too few good examples to analyse.

Counterfactuals generated by all methods have
lower predicted toxicity scores on average than
the original Islam-referencing texts, as shown in
Figure 2; see also Figure 3 in the appendix for a
more detailed breakdown. Substitution produce
the smallest change in toxicity scores: an average
difference of -0.08, compared to -0.15 for LLM-D

and -0.17 for ablation. This suggests that counter-
factuals generated by LLM-D and other methods
may be producing more challenging examples for
the classifier than substitution is, possibly because
substitution (by design!) produces text that stays
within the same broad topic, and this lack of di-
versity can make it harder to uncover unexpected
negative associations in the classifier.

We also look at the average change in toxicity
score across the four topics for both LLM-D and
substitution-generated counterfactuals (Table 5).
While the sample sizes are too small to draw con-
crete conclusions, the small average change in tox-
icity for religion-referencing substitution counter-
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Method Topic # ex Avg tox diff

LLM-D

LGBQ+ 48 -0.25
transgender 36 -0.10
Judaism 48 -0.11
Islam 55 -0.15

substitution

LGBQ+ 10 -0.28
transgender 7 -0.15
Judaism 10 -0.04
Islam 16 - 0.05

Table 5: Average difference in toxicity from original
to counterfactual, measured on the good counterfactual
pairs generated in Section 5.2. A negative value indi-
cates that the Perspective API classifier found the coun-
terfactual less toxic than the original.

factuals compared both to other topics and to LLM-
D-generated counterfactuals reinforces the conjec-
ture that the toxicity classifier may view all ref-
erences to religion as similarly toxic. This sug-
gests that more diverse counterfactuals are indeed
necessary to effectively probe a model for subtle
counterfactual fairness issues.

Note that the average change in toxicity score
is not necessarily meaningful to an end-user. For
example, if Perspective API is used to remove com-
ments online with scores above a certain threshold,
only score changes around that threshold will have
a noticeable end-user impact. Figures 3 and 4 in
the appendix provide a more detailed breakdown
of how these score changes were distributed, which
can help to place the above results in context. How-
ever, for the purposes of counterfactual fairness
probing we believe it is still important to look at
all score changes, not only those near the cut-off
point, as this can help to identify areas of potential
bias before end-users are affected.

6 Conclusion

Our Contributions We have defined a new coun-
terfactual generation task for fairness probing of
text classifier models, and have shown that several
common types of methods fail to satisfy the require-
ments of this task and that these failures may limit
the effectiveness of the resulting counterfactuals in
probing these classifier models. We further show
that our LLM-D-based approach combined with au-
tomated and human rating can generate high qual-
ity, diverse, and complex counterfactual pairs from
real-world text examples.

Usage and Limitations Counterfactuals gener-
ated via our LLM-D-based approaches could used

both to test for undesired behaviour in classifiers
and potentially to mitigate that behaviour via meth-
ods such as dataset augmentation, as has been
found useful in various settings, e.g. Dinan et al.
(2020), Hall Maudslay et al. (2019).

However, we emphasise that this is not without
risk. Language models are known to produce toxic
text (Wallace et al., 2019) and reflect or amplify bi-
ases from their training data (Sheng et al., 2019b),
among other problems (Bommasani et al., 2021,
§5); we always recommend human review on at
least a subset of the data when using potentially
sensitive generated text. Language is contextual,
and there is a great deal of social context that must
be accounted for when attempting to evaluate the
behaviours and biases of machine learning models
and generated text, so it is important for human
review to be performed by a diverse pool of review-
ers knowledgeable about the downstream task and
the social issues at play (in contrast to the small set
of annotators for this illustrative study).

Using text generated from methods such as ours
is also not appropriate in all situations. For exam-
ple, we emphasise that this generated data should
be used to augment other forms of data, not replace
it. Similarly, while this study sought to generate
diverse texts for analysis, a more restrictive defi-
nition of counterfactual may be appropriate when
using generated text to mitigate classifier issues,
e.g. by using a stricter cut-off for the “Similarity
of Meaning” evaluation criteria.

Future Research There are several areas of fu-
ture research to highlight. Most generally, for this
investigation we focused on one way this frame-
work can be useful, and made several narrowing
choices; however, our framework can be useful in
other contexts and applications such as investigat-
ing false negatives (by considering original exam-
ples that are toxic), probing other types of classi-
fiers than toxicity models, or generating other types
of counterfactuals than simply removing the sensi-
tive attribute (e.g. rewording text to explore model
robustness). Furthermore, our method would bene-
fit from improved control over the LLM-generated
text through e.g. prompt tuning (Lester et al., 2021),
demonstration-based prompt-engineering and ad-
versarial decoding (Hartvigsen et al., 2022), or fine-
tuning (Wei et al., 2021), as well as more effective
filtering of counterfactuals that still reference the
sensitive attribute.
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A LLM-D counterfactual text generation

A.1 Setup
Following Reif et al. (2021), we use “{” and “}”
delimiters in the formatting of the prompt to en-
courage LLM-D to provide its response in a similar
format, and automatically discard any text outside
of the first set of delimiters in each response. The
prompts are formatted in a second-person conversa-
tional style, as this is the style of data that LLM-D

was finetuned on; for a template suitable for stan-
dard next-token language models, see (Reif et al.,
2021, Table 7).

While our initial experiments used the underly-
ing General Language Model (GLM) part of LLM-
D, all results in this paper were generated using
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LLM-D. We used a temperature of 1 and k = 40
for the top-k next token sampling, and we did not
discard responses regardless of the “safety” score
LLM-D assigned to them, as we found that this too
severely curtailed the diversity of responses. We
mitigated the safety risks of this by ensuring that
we had a robust human evaluation step in place
later in the pipeline.

We also filter out responses with failure modes
observed often in early experiments, including re-
sponses that were just a string of punctuation or
the “shrug emoji” , verbatim repetitions of
the input text, and responses that regurgitated part
of the prompt (“here is a rewrite...”, “here is some
text...”). These filters were applied to the initial set
of 16 responses from the model.

A.2 Prompt and instruction selection
The full set of prompts used in all of our exper-
iments are listed in Table 8; these are the same
prompts used in Reif et al. (2021).

We experimented with different prompts, but
found that more task-specific prompts did not pro-
duce measurably better results, and in fact found
that LLM-D tended to overfit much more strongly to
the final few prompts when the prompts specifically
referenced the sensitive attribute. For example, us-
ing a set of 7 prompts demonstrating examples of
counterfactual generation specifically for transgen-
der identity, where the last two prompts referenced
beauty pageants and Kiwi transgender weightlifter
Laurel Hubbard respectively, the (unfiltered) LLM-
D responses to the 100 transgender-referencing ex-
amples used in Section 5.2 included 22 references
to New Zealand, 31 references to weight lifters, and
5 references to beauty queens / beauty pageants. By
comparison, using the prompts in Table 8 gener-
ated 0 results involving any of these keywords, and
a total of 7 results referencing bells/snow/trees (see
the final two prompts in Table 8).

For the rewriting instruction, we found that
“make this not about [sensitive attribute]” helped
to focus the language model’s attention on the de-
sired parts of the sentence (as opposed to Polyjuice,
which would often produce permutations that were
completely unrelated to the sensitive attribute ref-
erence in the sentence) but that this did not reliably
translate into removing the reference to the sensi-
tive attribute. However, the fact that LLM-D pro-
duces 16 independent responses meant that there
was consistently at least one response that did sat-
isfy the criteria to be a good counterfactual, and

one direction of future work is to automatically
identify these responses more effectively.

A.3 Automated metrics

We used the implementation of BLEU score pro-
vided by the sacrebleu package, using the NIST
smoothing method as described in Chen and Cherry
(2014) to mitigate the fact that we are using a
corpus-level metric to compute scores on individual
pairs of sentences.

The implementation of BERTScore is the one
provided by the authors (Zhang et al., 2020),
modified to accept a Flax-based BERT model.
BERTScore computes both a recall score (which
rewards text pairs where everything in the original
sentence is also represented in the counterfactual)
and a precision score (rewards pairs where every-
thing in the counterfactual is also represented in
the original).7 We use the resulting F1 score as our
metric since we want our counterfactuals to neither
add too much nor delete too much compared to the
original text.

The attribute classifier is also JAX/Flax-based,
and comprises a 2-layer fully connected network
(hidden dimension 2048), using the first token of
the input text’s BERT representation (Devlin et al.,
2019) as the embedding function. It was trained
on a subset of CivilComments-Identities (all texts,
regardless of toxicity, that referenced at least one
attribute of interest with a score > 0.5, along with
20k negative examples that referenced none of the
attributes of interest) using the AdamW optimizer
(Loshchilov and Hutter, 2018) (with learning rate
0.001, weight decay 0.002) for 36k steps with a
batch size 256, using a binary cross-entropy loss
function to allow for multi-label predictions.

B Counterfactual generation methods

B.1 Ablation

For ablation, we generate a list of key terms per
identity and simply remove those terms from each
text. The lists for each attribute are in Table 6.

The term list was generated by fitting a unigram
naive bayes classifier to the non-toxic subset of
Civil Comments data (toxicity < 0.1), separating
texts labeled with the given identity group (attribute
score > 0.5) from a random sample of the rest. The

7Note that these are not symmetric: for example, a coun-
terfactual that simply repeats the original text but adds an
extra detail to the end would score more highly on recall than
precision.
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20 features (unigrams) most strongly associated
with the identity class were used as the candidate
wordlist, and were filtered by hand to remove irrel-
evant terms.

We emphasise that these wordlists are not
complete representations of the corresponding at-
tributes and that our ablation counterfactuals were
generated purely to provide a baseline score for
comparison to other methods.

B.2 Substitution

To generate counterfactuals using substitution, we
take the ablation wordlists and (where possible) as-
sign each one a corresponding word from another
identity in the same broad category, e.g. replacing
one religion with another. For examples with no
plausible substitution (e.g. “transition” in the trans-
gender category) we leave the word unchanged.
See Table 7 for the full set of word pairs.

As with the ablation wordlists above, we em-
phasise that these are not necessarily complete rep-
resentations of the corresponding attributes. They
were generated purely for the purposes of providing
a baseline for comparison in our experiments, and
should not be used as-is to generate counterfactuals
for fairness probing in real world settings.

B.3 LLM-D

We use the same fixed set of prompts for every
input text (see Appendix A.2 and Table 8), and the
instruction “make this not about X”, where X is the
sensitive attribute referenced in the input text. LLM-
D generates up to 16 responses per input, which
are filtered as described in Appendix A.3 and then
ranked by taking the average of their BLEU score
and BERTScore F1 score. Only the top-ranked
example is returned for rating.

For some inputs, it can happen that none of LLM-
D’s responses are of sufficient quality to pass the
filtering step. We rerun the generation pipeline on
each of these failed inputs until a counterfactual is
returned, up to a maximum of 5 attempts.

B.4 Polyjuice

Polyjuice (Wu et al., 2021) is a general-purpose
counterfactual generator that uses a finetuned LM
(GPT-2) along with control-codes to generate di-
verse permutations of sentences. To our knowledge,
Polyjuice has not been evaluated for fairness prob-
ing, but its flexible generation abilities make it a
promising approach to compare with.

A Polyjuice user can choose from various types
of permutation (negation, shuffle, deletion, etc) and
can even specify where in the sentence the edit
should be made by replacing words or phrases with
the [BLANK] token.

For each input text, we generate 16 potential
counterfactuals: 8 where we allow Polyjuice to
choose which parts of the text to modify, and 8
where we direct its attention to the sensitive at-
tribute reference(s) by replacing all keywords from
the corresponding ablation list with the [BLANK]
token. These 16 examples are then filtered and
ranked by the same criteria as the LLM-D examples,
and the top-scoring one is returned for rating.

As with the LLM-D counterfactuals, we rerun the
Polyjuice generation pipeline on inputs that failed
to return a valid counterfactual, up to 5 times per
example.

We found that some of the generated Polyjuice
counterfactuals still contained tokens such as
BLANK or EMPTY, which we replaced with the
empty string before rating the examples.

C Human rater guidelines

We rate each (original, counterfactual) pair on four
criteria:
• fluency
• presence of sensitive attribute
• similarity of meaning
• similarity of label

Precise definitions of each criteria (along with ex-
amples) are given in the rater instructions below.
For our purposes, we required an (original, coun-
terfactual) pair to be rated “yes” for fluency, “no
reference” for presence of sensitive attribute, “yes”
for similarity of label, and at least 2 (out of 4) for
similarity of meaning.

These guidelines are designed to be flexible and
easily modifiable to apply to multiple text formats
(internet comments, video titles, etc) and down-
stream tasks (toxicity detection, sentiment analysis,
etc). We highlight the parts that are specific to our
task by [bracketing and underlining] them.

C.1 Rater instructions

1. Fluency/consistency
Is the text fluent and consistent, and does
it make sense? (yes/no/unsure)
Ignore any extraneous punctuation marks at
the beginning or end of the text. You should
also ignore capitalisation / lack thereof unless
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it makes a significant difference to the fluency.
Evaluate the fluency relative to the original
text and in the context of the domain: these ex-
amples are [internet comments], so they need
not adhere to perfect spelling and grammar to
be realistic examples.
Examples of sufficiently fluent sentences:
• “islam is great, its just a fact” [fine: mi-

nor incorrect grammar but not unrealistic
for internet speech]
• “Some folks are born white... just ac-

cept it.” [fine: awkward phrasing but not
inconsistent]

Examples of sentences that are not consistent
or do not make sense:
• “Christians want to impose sharia law

on the country.” [inconsistent: Sharia
law is associated with Islam]
• “The problem with on violence is it

harms” [does not make sense]
• “—!!!!!–„„„xxxxz” [gibberish]

2. Presence of sensitive attribute
Does the text:
• explicitly reference the attribute?
• implicitly reference the attribute?
• not reference the attribute?

The targeted attribute will be specified for
each example; references to other sensitive
attributes (e.g. references to other religions
when the specified attribute is Islam) do not
count.
An implicit reference is a group or identity ref-
erenced but not stated explicitly. For example:
• “Jack went on a date with his boyfriend”

implicitly references the fact that Jack is
queer but does not state it explicitly.
• “Our state is trying to pass a bathroom

bill, this sucks” implicitly references
transgender identity, since “bathroom
bill” is commonly understood to be a
type of law that targets trans and non-
binary people.
• “She wore a hijab on stage” is an implicit

reference to Islam, since the hijab is a
common marker of Muslim identity.

If the text contains an explicit reference to
the attribute, there’s no need to evaluate it for
implicit references as well.

3. Similarity of meaning
Taking into account both the changes
made to remove references to the sensitive

attribute and any other changes in the sen-
tence, how similar is the text to the origi-
nal? (scale of 0 to 4)
• Score of 4: Retains the same grammati-

cal structure and overall meaning as the
original, and changes only the parts of
the sentence required to remove the sen-
sitive attribute (no other changes or dele-
tions).
• Score of 3: Substitutes or removes the

sensitive attribute, only differing from
the original in ways that don’t materi-
ally affect the meaning of the example,
e.g. minor grammatical changes, use of
synonyms, substitutions to similar or se-
mantically neutral concepts (“BLM”→
“environmental protestors”, “Allah” →
“God” are examples of similar substitu-
tion, “Muslims” → “people”, “Antifa”
→ “protest movement” are examples of
neutral substitution).
Note that here “neutral” means words
like “people” ,“citizens”, “protest move-
ment”, “religion” etc. Non-toxic substi-
tutions that change the meaning of the
sentence should be assigned a score of 2
(see below).
• Score of 2: Makes an additional change

(addition or removal) beyond the mini-
mal changes required to remove the sen-
sitive attribute, and/or makes edits that
change the meaning of the sentence.
• Score of 1: Bears some resemblance

to the original sentence, but has major
changes beyond those necessary to re-
move the sensitive attribute.
• Score of 0: Is completely unrelated to

the original sentence.
Here are some example texts for each score.
• Original:

– How would you feel about opening
a meeting with a Muslim prayer to
Allah?

• Score of 4:
– How would you feel about opening a

meeting with a prayer? [no changes
beyond minimal necessary]

– How would you feel about opening a
meeting with prayers?

• Score of 3:
– How would you feel about opening a
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meeting with a Christian prayer to
God? [substitution to similar con-
cept]

– How would you feel about opening
a meeting with a religious reading?
[substitution to neutral concept]

– How would you feel about opening
this event with a prayer? [minor extra
rewording beyond minimum neces-
sary]

• Score of 2:
– Since we’re in Portland, how would

you feel about opening this meeting
with a prayer? [addition of extra de-
tail in addition to necessary chances]

– How would you feel about opening
a meeting with a brief political state-
ment? [substitution that changes the
meaning of the sentence]

– How would you feel about opening
a meeting? [removal of extra detail
that changes the meaning in a non-
trivial way]

• Score of 1:
– What’s all this about meetings and

prayers? [similar topic but major
changes to original beyond those nec-
essary to remove attribute]

• Score of 0:
– By the banks of the Seine. [no resem-

blance to original]

4. Similarity of label
Should this example be assigned the same
ground-truth [toxicity] label as the origi-
nal text? (yes/no/unsure)
Note: you are not trying to determine whether
the two texts are equivalent or whether the con-
cepts referenced in either text are comparable
or even true: your answer should depend only
on whether you would think it would cause
harm if a [toxicity] classifier model treated
the two texts differently.
[For the purposes of this question, we define
toxicity to mean “a rude, disrespectful, or un-
reasonable comment that is likely to make you
leave a discussion”.]8

The following are examples where both texts
should be assigned the same label, because a

8This is the definition of toxicity used by Perspec-
tive API; https://developers.perspectiveapi.
com/s/about-the-api-key-concepts

[toxicity] classifier model should treat them
the same way:
• Text: Miss Nevada (2021) is a beauty

queen.
Original: Miss Nevada (2021) is a trans-
gender woman.
(both non-toxic)
• Text: Maybe the lead scientist is a

woman.
Original: Maybe the lead scientist is gay.
(both non-toxic)
• Text: I hate white people.

Original: I hate straight people.
(both toxic)

The following are examples where the exam-
ple should not be assigned the same label as
the original text, because a [toxicity] classifier
model should not treat them the same way:
• Text: All white men are dangerous.

(toxic)
Original: All white men think cats are
great. (non-toxic)
• Text: Can’t trust a velociraptor, they

don’t have morals. (non-toxic)
Original: Can’t trust a Christian, they
don’t have morals. (toxic)

5. Reject for other reason? (yes/leave blank)
Use this field to flag examples that pass all of
the other criteria but seem inappropriate for
use as counterfactuals.

C.2 Example

Text: He was a baker? I did not see that in the
story.
Original: He was Muslim? I did not see that in the
story.
Sensitive attribute: Islam

1. Is the text fluent and consistent, and does it
make sense? (yes/no/unsure)
Yes

2. Does the text: explicitly reference the at-
tribute? implicitly reference the attribute? not
reference the attribute?
Not reference the attribute

3. Taking into account both the changes made
to remove references to the sensitive attribute
and any other changes in the sentence, how
similar is the text to the original? (scale of 0
to 4)
2
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4. Should this example be assigned the same
ground-truth toxicity label as the original text?
(yes/no/unsure)
Yes

5. Reject for other reason? (yes or 〈leave blank〉)
〈leave blank〉
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Attribute Ablation unigrams

LGBQ+ gay, gays, homosexual, homosexuality, homosexuals, lesbian, lesbians,
lgbt, lgbtq, sexuality

transgender bathroom, bathrooms, hormones, lgbt, lgbtq, testosterone, trans, transgen-
der, transgendered, transition

Judaism holocaust, israel, israeli, israelis, jew, jewish, jews, judaism, semitic,
semitism, zionist

Islam allah, hijab, islam, islamic, islamist, islamists, islamophobia, koran,
mosque, mosques, muslim, muslims, quran, sharia, sunni

Table 6: Ablation Wordlists, generated as described in Appendix B.1. Note that these are not intended to be
comprehensive wordlists for each topic, nor are all of the words direct references to the attribute itself (e.g. “Israel”
or “bathroom”); we chose to retain these indirect references if they appeared in the top 20 unigrams produced
by the naive Bayes classifier since we were evaluating the resulting counterfactuals on implicit references to the
attribute as well as explicit ones.

Attribute Replacement
category

Substitution wordpairs

LGBQ+ heterosexual (gay, straight), (gays, straights), (homosexual, heterosexual),
(homosexuality, heterosexuality), (homosexuals, heterosexuals),
(lesbian, straight), (lesbians, straights), (lgbt, straight), (lgbtq,
straight)

transgender cisgender (lgbt, cis), (lgbtq, cis), (trans, cis), (transgender, cisgender),
(transgendered, cisgendered)

Judaism Christianity (jew, christian), (jewish, christian), (jews, christians), (judaism,
christianity)

Islam Christianity (allah, god), (hijab, cross), (islam, christianity), (islamic, chris-
tian), (islamist, fundamentalist), (islamists, fundamentalists),
(islamophobia, anti-christian bias), (koran, bible), (mosque,
church), (mosques, churches), (muslim, christian), (muslims,
christians), (quran, bible), (sharia, canon law), (sunni, catholic)

Table 7: Substitution Wordlists. Note that while some of the pairings are direct analogs (e.g. “gay”→ “straight”,
“Muslim”→ “Christian”), others were chosen to maximise the chances of generating valid counterfactuals while
retaining the general meaning of the sentence (e.g. “LGBTQ”→ “straight”/“cis”, “hijab”→ “cross”); we are not
implying that all of these pairings are completely analogous.
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Figure 3: Toxicity scores of counterfactuals (generated from the Islam-referencing texts in Section 5.1) plotted
against the toxicity scores of their original text; points in the lower right portion of each graph correspond to
examples where Perspective API rated the counterfactual as less likely to be toxic than the original. We include the
counterfactuals that did not pass the human rating step in order to illustrate the effects of different counterfactual
generation methods on toxicity detection: for example, ablation failed mostly on the fluency criteria so its “poor”
counterfactuals still exhibit a drop in toxicity here, whereas Polyjuice failed mostly on removing references to the
sensitive attribute so its “poor” counterfactuals tend to cluster around the y = x line.
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Figure 4: Toxicity scores of LLM-D counterfactuals (from Section 5.2) plotted against the toxicity scores of their
original text; points in the lower right portion of the graph correspond to examples where Perspective API rated
the counterfactual as less likely to be toxic than the original. Observe that the LGBQ+ category sees some swings
in toxicity score that could result in a label flip (represented by the points closest to the bottom right corner), a
phenomenon which is much less common with the other three topics.
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0: Here is some text: {When the doctor asked Linda to take the
medicine, he smiled and gave her a lollipop.}. Rewrite it to be more
scary.

1: {When the doctor told Linda to take the medicine, there had been
a malicious gleam in her eye that Linda didn’t like at all.}

0: Here is some text: {they asked loudly, over the sound of the
train.}. Rewrite it to be more intense.

1: {they yelled aggressively, over the clanging of the train.}

0: Here is some text: {When Mohammed left the theatre, it was
already dark out}. Rewrite it to be more about the movie itself.

1: {The movie was longer than Mohammed had expected, and despite
the excellent ratings he was a bit disappointed when he left the
theatre.}

0: Here is some text: {next to the path}. Rewrite it to be about
France.

1: {next to la Siene}

0: Here is some text: {The man stood outside the grocery store,
ringing the bell.}. Rewrite it to be about clowns.

1: {The man stood outside the circus, holding a bunch of balloons.}

0: Here is some text: {the bell ringing}. Rewrite it to be more
flowery.

1: {the peales of the jangling bell}

0: Here is some text: {against the tree}. Rewrite it to be include
the word “snow”.

1: {against the snow-covered bark of the tree}’

0: Here is some text: {input text here}. Rewrite it to be instruction here.

Table 8: The full prompt text used to generate counterfactuals with LLM-D. The “0” and “1” indicate two speakers,
since LLM-D expects inputs formatted in turns of conversation. The text to be rewritten and the corresponding
instruction (e.g. “not about transgender people”) are inserted in the last line (blue, boldface).
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A Appendix

In this appendix, we present the search space used
for grid search for each of our classical machine
learning models.

Logistic Regression

• solver: liblinear

• penalty: l1, l2

• C: 0.0001, 0.001, 0.01, 0.1, 1, 10, 100

Random Forest

• bootstrap: True

• max_depth: 10, 50, 100, None

• max_features: auto

• min_samples leaf: 1, 2, 4

• min_samples_split: 2, 5, 10

• n_estimators: 5, 10, 100

Support Vector Machines

• kernel: linear, rbf

• C: 0.001, 0.01, 0.1, 1, 10, 100

• gamma: 0.0001, 0.001, 0.01, 0.1
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Abstract

The past decade has seen an abundance of work
seeking to detect, characterize, and measure on-
line hate speech. A related, but less studied
problem, is the specification of identity groups
targeted by that hate speech. Predictive ac-
curacy on this task can supplement additional
analyses beyond hate speech detection, moti-
vating its study. Using the Measuring Hate
Speech corpus, which provided annotations for
targeted identity groups on roughly 50,000 so-
cial media comments, we create neural network
models to perform multi-label binary prediction
of identity groups targeted by a social media
comment. Specifically, we study 8 broad iden-
tity groups and 12 identity sub-groups within
race and gender identity. We find that these net-
works exhibited good predictive performance,
achieving ROC AUCs of greater than 0.9 and
PR AUCs of greater than 0.7 on several identity
groups. At the same time, we find performance
suffered on identity groups less represented in
the dataset. We validate model performance
on the HateCheck and Gab Hate Corpora, find-
ing that predictive performance generalizes in
most settings. We additionally examine the per-
formance of the model on comments targeting
multiple identity groups. Lastly, we discuss is-
sues with a standardized conceptualization of a
“target” in hate speech corpora, and its relation
to intersectionality. Our results demonstrate the
feasibility of simultaneously detecting a broad
range of targeted groups in social media com-
ments, and offer suggestions for future work on
modeling and dataset annotation for this task.

1 Introduction

The proliferation of hate speech on online plat-
forms continues to be a significant human rights is-
sue, associated with a host a negative consequences

(Tsesis, 2002; Wilson, 2017). Hate speech distin-
guishes itself from other types of toxic or offensive
content in that it specifically targets an individual or
group on the basis of their membership in an iden-
tity group, such as race, religion, gender, sexual
orientation, etc. (Sellars, 2016). Thus, develop-
ing methods that can identify and characterize hate
speech, and its targets, is of paramount importance.

Given the scale of online hate speech, much ef-
fort has been made toward the development of au-
tomated approaches to classify or measure it given
raw text (Fortuna and Nunes, 2018; Tontodimamma
et al., 2021). While initial efforts used binary la-
bels, subsequent work has introduced additional
labels that more finely characterize or measure hate
speech (Kennedy et al., 2020; Davidson et al., 2017;
Kennedy et al., 2022). These include studies that
implicitly specify the targeted identity group, such
as labeling speech as racism or sexism (Waseem
and Hovy, 2016).

Predicting the identity group targeted by social
media content is useful beyond hate speech de-
tection. Such algorithms could identify comments
that target groups of interest for secondary analyses.
These analyses include evaluating the impacts, such
as adverse health outcomes, of social media target-
ing specific communities (Nguyen et al., 2021).
Furthermore, leveraging knowledge of the target
identity can better inform interventions or moder-
ation of hateful content (Tekiroglu et al., 2020).
Thus, automated approaches to targeted identity
prediction could serve these analyses by streamlin-
ing the process of labeling new corpora for study.

While some efforts have been made to develop al-
gorithms that predict targeted identity groups, they
have largely focused on classifying individual vs.
group targets (Zampieri et al., 2019) or implicitly
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characterizing the target (Waseem and Hovy, 2016).
Predictive models capable of identifying a broad
range of targeted protected classes have been less
studied (Chiril et al., 2022). Hate speech corpora
that include the requisite range of targeted iden-
tity annotations have been limited until recently,
opening the door to a full examination of this prob-
lem (Kennedy et al., 2020; Mathew et al., 2020;
Kennedy et al., 2022).

In this work, we developed models to predict
identity groups targeted by social media comments.
Using the Measuring Hate Speech (MHS) corpus
(Kennedy et al., 2020), we trained neural networks
to predict 8 identity group and 12 sub-group targets
of hate speech. We demonstrated that these mod-
els exhibited good predictive performance, validat-
ing them within the MHS corpus and on external
datasets. Lastly, we examined model performance
on comments with multiple targets, finding that
performance depended highly on those targets.

2 Related Work

Hate Speech Detection and Measurement. This
work builds on the long line of work investigat-
ing automated hate speech detection (Waseem and
Hovy, 2016; Waseem, 2016; Davidson et al., 2017;
Del Vigna et al., 2017). Currently, the state-of-
the-art approaches utilize large-scale transformer
models with transfer learning to detect hate speech
(Koufakou et al., 2020; Tran et al., 2020). We use
similar approaches in this work.

Targeted Identity Detection. Most work inves-
tigating the identification of identity targets in hate
speech has viewed it as a sub-task of hate speech
detection (Waseem et al., 2017). Several works
focused on hate speech detection have implicitly
considered target identity via labels that contain
information about the target of the speech, such as
“racism”, “sexism”, and others (Kwok and Wang,
2013; Waseem and Hovy, 2016; Indurthi et al.,
2019; Grimminger and Klinger, 2021). Other work
has considered hate speech targets in the context
of “single” or “group” targets. Notably, the shared
task OffensEval 2019 (Zampieri et al., 2019) in-
cluded single vs. group target identification, which
has been used in subsequent multi-task frameworks
(Plaza-del Arco et al., 2021). Lastly, Mossie and
Wang (2020) consider the identification of ethnic
groups in Ehtiopian social media comments.

Several works have sought to define the notion
of “targeting” while providing analysis on what

groups are targeted (ElSherief et al., 2018; Silva
et al., 2016). These works largely used rules or
lexica based approaches for detection. Shvets et al.
(2021) explicitly define a “target” and correspond-
ing “aspects”, while developing neural networks to
extract text matching these concepts in comments.

The creation of corpora that provide labels on
targeted identity groups have allowed further anal-
ysis of targeted identity prediction (Mathew et al.,
2020; Kennedy et al., 2020, 2022). Most relevant
to this work is an analysis by Chiril et al. (2022)
examining multi-task target identity prediction on
a wide range of past corpora. Our study builds on
these works by examining the performance on a
thorough range of both broad target identity groups
and more specific sub-groups.

3 Methods

All code used in this work is available on the
hate_measure repository1, which contains a
codebase of various models applicable to the
MHS dataset, and the hate_target repository2,
which contains the code used for the analyses and
figures described in this paper. All datasets were
obtained as described by their corresponding en-
tries on the Hate Speech Data website (Vidgen and
Derczynski, 2020).

3.1 Datasets
We trained and evaluated all models on the Measur-
ing Hate Speech (MHS) corpus created by Kennedy
et al. (2020). We performed additional generaliza-
tion evaluations on two other corpora: the Hate-
Check Corpus (Röttger et al., 2021) and Gab Hate
Corpus (GHS) (Kennedy et al., 2022). We chose to
train on the MHS corpus because it was the largest
dataset that covered a diverse range of platforms.

Measuring Hate Speech. The MHS corpus was
constructed to facilitate the measurement of hate
speech with item response theory. It consists of
50,070 hate speech comments obtained from Red-
dit, Youtube, and Twitter, labeled by 11,143 anno-
tators. Annotations consisted of 10 survey items
spanning a theorized spectrum of hatefulness. Ad-
ditional annotations, of main interest for this work,
included the target of the comment. Specifically,
annotators were asked “Is the [comment] directed
at or about any individuals or groups based on...”,

1https://github.com/dlab-projects/
hate_measure

2https://github.com/dlab-projects/
hate_target
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with the option to select among the following eight
identity groups: race/ethnicity, religion, national
origin or citizenship status, gender, sexual orien-
tation, age, disability status, political identity; or
“none of the above”. Annotators could select more
than one identity group. We note that the MHS cor-
pus allows target identity annotations to include
those that are the subject of supportive speech.
Thus, “target” within the scope of this dataset can
be understood to mean the identity group a com-
ment speaks to, whether it is hateful or supportive.

For each identity group selected (if any), the an-
notator was prompted to select identity sub-groups.
For example, if the annotator indicated a target
based on race/ethnicity, they were asked to spec-
ify racial/ethnic sub-group identities, including:
Black/African American, Hispanic/Latino, Asian,
Middle Eastern, Native American or Alaska Native,
Pacific Islander, Non-hispanic White, or an “Other”
category with the option to provide written text.
As another example, the possible sub-groups for
gender identity included Men, Women, Non-binary,
Transgender Men, Transgender Women, or Trans-
gender unspecified (along with an “Other” cate-
gory allowing for annotator specification). See
Appendix B for all identity sub-groups.

HateCheck Corpus. The HateCheck Corpus
is comprised of a set of functional tests for hate
speech detection models. The samples in Hate-
Check are synthetically constructed to allow diag-
nostic assessment of model performance. These
synthetic expressions generally make apparent who
the target is, e.g., “I hate [IDENTITY GROUP]”.
Thus, they serve as a useful sanity check for vali-
dating the performance of a model.

The HateCheck Corpus contains 3,901 com-
ments, of which 3,606 have a labeled target. These
targets are specifically labeled as “gay people”,
“women”, “disabled people”, “Muslims”, “black
people”, “trans people”, and “immigrants”. To eval-
uate generalization performance, we recast these la-
bels as follows: “gay people”→ Sexual Orientation,
“women” → Gender Identity, “disabled people” →
Disability, “Muslims” → Religion, “black people”
→ Race, “trans people” → Gender Identity, and
“immigrants” → National Origin.

Gab Hate Corpus. The Gab Hate Corpus
(GHC) is comprised of 27,665 posts from the so-
cial media platform Gab (Kennedy et al., 2022).
Using a hierarchical coding typology, The posts
were annotated for “the presence of hate-based

rhetoric.” The corresponding identity group tar-
gets include nationality/regionalism, race/ethnicity,
gender identity, religious/spiritual identity, sexual
orientation, ideology, political identification, and
mental/physical health status. We recast the ideol-
ogy and political identification labels as a single
“political ideology” label and map the remaining
groups directly onto those of the MHS corpus.

The GHC only includes target identity labels
if the comment expressed hate toward those tar-
get identities. Since the MHS corpus includes tar-
get identity labels for either hateful or supportive
speech, we omitted samples in the GHC which
lacked target identity labels, resulting in a sub-
corpus of 7,801 comments. We did this since a
model trained on the MHS may predict targets for
the GHC that would have no corresponding label,
since annotators would not have identified targets
if they did not deem the comment hateful.

3.2 Data Preparation
We performed minimal preprocessing on each data
sample, including normalizing blank space and re-
placing URLs, phone numbers, and emails with
respective tokens. We then passed each com-
ment through a tokenizer corresponding to the base
model architecture being trained.

We formulated the task of predicting targeted
identities as a multi-label binary prediction. How-
ever, each comment was annotated by more than
one annotator. Annotators expressed moderate
agreement on identifying the targeted groups, with
Krippendorff’s alphas ranging from 0.6−0.75 (see
Appendix C). We used soft labeling for training,
where the proportion of annotators identifying an
identity group as a target served as the “label”.
When calculating evaluation metrics, we only used
binary labels by majority voting.

Following Kennedy et al. (2020), we removed
annotators according to two quality checks revolv-
ing around the infit mean-square statistic (Linacre
et al., 2002), and satisfactory identification of tar-
get identities. Filtering annotators according to
these quality checks resulted in 8,472 annotators
remaining, with 39,565 accompanying comments.

3.3 Model Architecture
We tested various pre-trained transformer architec-
tures in predicting the multi-label binary outcome.
Specifically, we used Universal Sentence Encoder
(Cer et al., 2018), BERT (Devlin et al., 2018), and
RoBERTa (Liu et al., 2019) as base models. We
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Figure 1: Transformer models are predictive of target identity groups. The performance on target group identity
prediction across test folds of the MHS corpus as quantified by threshold-dependent and threshold-agnostic metrics.
Error bars denote the standard deviation across the test folds. a. Precision, recall, and F1 score on test set data
according to a 0.5 threshold, for each target group identity. b. ROC and PR AUC on test set data. Black lines denote
the incidence rate (proportion of positive labels) of the corresponding target identity group. Identity groups are
sorted in order of decreasing incidence rate.

stacked a feedforward layer on top of the model em-
beddings, and then placed M binary output layers,
where M is the number of output groups under con-
sideration. We applied dropout to the feedforward
layer, with the specific rate chosen as a hyperpa-
rameter. We used pre-trained models obtained from
HuggingFace (Wolf et al., 2020).

3.4 Training Procedure

We considered a variety of hyperparameter con-
figurations when training models, varying the size
of the dense layer, the batch size, and the dropout
rate. The full set of configurations is listed in Ap-
pendix A. We used a validation set to determine
the number of epochs to train on, as described be-
low. We additionally weighted each sample by the
square root of the number of annotators. Lastly,
we used cross-entropy as the loss function for each
output, and used the sum of individual losses as the
loss for the entire network.

We performed 5-fold cross validation to train
and evaluate models. After shuffling the data across
samples, we split the dataset into 5 folds. For each
architecture, we trained 5 models, each using 4
folds for training and the remaining fold for evalua-
tion. Each training fold was further split into train-
ing and validation sets. We then trained the model
using the training set data with early stopping on
the validation loss. When validation performance
decreased past epoch E, we halted training, and
retrained the model on the entire training fold for E
epochs. We then evaluated the model performance

on the test fold. Model evaluation metrics were
reported across the 5 test folds. For out-of-corpus
generalization tasks, we applied a model trained
on the entire dataset, using the average number of
epochs across folds during cross-validation.

3.5 Evaluation Metrics

Since most labels we considered were imbalanced,
we evaluated an array of complementary metrics.
As is commonly done, we focused on a set of
threshold-dependent metrics (precision, recall, F1
score) and threshold-agnostic metrics (ROC AUC
and PR AUC) in the main text. We report two
additional metrics–the accuracy over chance and
log-odds difference–in the Appendix.

We used traditional threshold-dependent metrics
capturing false positive/false negative rates, includ-
ing the precision, recall, and F1 score. We calcu-
lated these metrics using predictions at a threshold
of 0.5, unless otherwise specified. We supplement
the traditional metrics with threshold-agnostic met-
rics, including the area under the receiver operater
characteristic curve (ROC AUC), and the area un-
der the precision-recall curve (PR AUC). Impor-
tantly, we use the PR AUC in addition to ROC
AUC as it may be more informative in imbalanced
datasets (Davis and Goadrich, 2006). We used
macro-averaging to summarize a metric across la-
bels. This process consisted of weighting each
label’s performance metric by their incidence rate
when calculating an overall average.

We considered two additional metrics: accu-
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racy over chance and the log-odds difference. For
brevity, we describe them here, but report their
values in Appendix A. We considered accuracy di-
vided by chance performance in order to confirm
that models did in fact generalize beyond that of
a naive classifier which could artificially achieve
high accuracy in imbalanced settings. In highly im-
balanced settings (i.e., fewer than 1% of the labels
in the positive class), accuracy over chance may not
sufficiently capture the performance of a predictive
model. This stems from the difficulty in improving
performance in highly accurate regimes (e.g., it is
more difficult to improve from 99% to 99.5% than
90% to 90.5% accuracy). Thus, we additionally
turn to the log-odds difference:

LOD = log

(
a

1− a

)
− log

(
b

1− b

)
(1)

where a is the test set accuracy and b is the baseline
accuracy (e.g., chance). The log-odds difference
more effectively weights the difficulty in achiev-
ing performance gains when the dataset is heavily
imbalanced (e.g., the second term is very large).

4 Results

Our main goal was the multi-label binary predic-
tion of target identity groups. We first trained and
evaluated models to predict the targeting of the
broad identity groups. We repeated these experi-
ments, but on identity sub-group predictions. We
then evaluated the performance of the model on two
additional datasets: the HateCheck and Gab Hate
Corpora. Lastly, we evaluated the performance of
the model on samples which had multiple targets.

4.1 Targeted Identity Group Prediction

We first considered the task of predicting the
identity group(s) targeted by a comment. We
constructed a multi-label binary prediction task,
with the binary outcomes corresponding to gender,
race/ethnicity, sexual orientation, religion, national
origin, politics, disability, and age (ordered in de-
creasing incidence rate). We then trained a variety
of transformer-based neural networks to predict the
targeting of each identity group in parallel. Each
model consisted of a base network (pre-trained
transformer model) stacked with a dense layer map-
ping onto the 8 identity groups, with variations on
the hyperparameter configuration and data prepa-
ration. The full set of experiments and architec-
tures, along with their performance, is listed in

Appendix A. For brevity, we show results using
a RoBERTa-Large base network with soft labels
and training samples weighted by number of an-
notators (see Methods), which exhibited the best
performance of the models we considered.

We found that the model generally excelled at
predicting the target of the comment, with perfor-
mance varying according to the incidence rate of
the label. We first evaluated model performance us-
ing threshold-dependent metrics such as precision,
recall, and the F1 score (Fig. 1a). At a threshold of
0.5, the model achieved F1 scores from 0.7− 0.85
for the gender, race, sexual orientation, and reli-
gion labels. For national origin, politics, disability,
and age, the F1 score decreased. This likely corre-
sponds to the decrease in incidence rate for these
labels (Fig. 1b: black lines). Additionally, preci-
sion generally exceeded recall, indicating that the
model generally suffered from false negatives more
often than false positives. This implies that the
model could fail to identify comments which tar-
geted identity groups, particularly for the national
origin and political ideology labels.

We examined the threshold-agnostic labels–
ROC AUC and PR AUC–similarly finding that they
indicated high predictive accuracy (Fig. 1b). The
ROC AUC values for all identity groups were above
0.90. Meanwhile, PR AUC values were above 0.80
for the gender, race, sexual orientation, and religion
labels, above 0.60 for the politics and disability la-
bels, and below 0.30 for age. The performance of
the PR AUC roughly tracked with the incidence
rate (Fig. 1b), as we might expect. We note that
the PR AUC may be a better indicator of perfor-
mance than the ROC AUC due to the imabalanced
nature of the dataset (Davis and Goadrich, 2006).
Together, these results demonstrate that the model
can simultaneously predict several targeted identity
groups. However, this performance suffers on iden-
tity groups that are less represented in the dataset
(e.g., age and disability).

4.2 Targeted Identity Sub-Group Prediction

We next considered the prediction of specific iden-
tity sub-groups. For example, secondary analy-
ses on social media comments may be interested
in comments targeting a specific gender identity
(e.g., comments targeting women). To this end,
we evaluated the performance of a similar task–
multi-label binary prediction–but the identity sub-
groups. We specifically focus on racial/ethnic iden-
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Figure 2: Model performance on identity sub-groups varies strongly across sub-groups. The performance on
target sub-group identity prediction across test folds of the MHS corpus as quantified by threshold-dependent and
threshold-agnostic metrics. a-b. Precision, recall, and F1 score on the test set data according to a 0.5 threshold
(a) and ROC/PR AUCs (b) for the racial sub-groups. c-d. Same as top row, but for the gender identity groups.
Black lines denote the incidence rate (number of positive labels) of the corresponding target identity group. Identity
groups are sorted in order of decreasing incidence rate.

tity sub-groups (Black, White, Latinx, Asian, Mid-
dle Eastern, Pacific Islander, Native American, or
some other group; listed in decreasing order of inci-
dence rate) and gender identity sub-groups (women,
men, non-binary; listed in decreasing order of in-
cidence rate) because these groups were the most
well-represented in the corpus. Within the gender
identity sub-group task, we added an additional
transgender label. As in the case of the broader
identity groups, we found that the best performing
model was a network with a RoBERTa-Large base
with soft labels and weighted samples.

We found that the best performing model exhib-
ited high predictive performance on some racial
identities (Fig. 2). However, predictive perfor-
mance was generally lower than that of the group
identity prediction. We first evaluated threshold-
dependent metrics, finding that the model exhibited
the best performance on Black-targeting speech, a
median F1 score of 0.72. Similar to the target iden-
tity models, precision generally exceeded that of
recall, implying the presence of false negatives.
These discrepancies were most strongly observed
in the racial groups which had the lowest incidence
rate, including Middle Eastern, Pacific Islander,

Native American, and the Other category (Fig. 2b:
black lines). Among the threshold-agnostic metrics,
ROC AUC generally indicated superior predictive
performance, though this may be a product of la-
bel imbalance (Davis and Goadrich, 2006). PR
AUC generally tracked with the F1 score (and the
incidence rate). A notable exception is Asian iden-
tity, which exhibited higher PR AUC than Latinx
identity, despite having a lower indicidence rate.

Meanwhile, for the gender sub-groups, we ob-
served worse performance relative to race. The best
predictive performance was observed on identify-
ing comments targeting women, with an F1 score of
roughly 0.65. Interestingly, we observed substan-
tially better predictive performance in identifying
comments targeting transgender people compared
to men, despite comparable incidence rates. Over-
all, we found that the reduced number of samples
resulted in decreased predictive performance for
many identity sub-groups.

4.3 Models Generalize to External Corpora

Thus far, we have examined model performance
on held-out data within the MHS corpus, which
consists of comments from Reddit, Twitter, and
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HateCheck Corpus
Identity Group Accuracy (Chance) F1 Score ROC AUC PR AUC

Disability 0.989 (0.869) 0.957 0.996 0.986

Gender 0.978 (0.739) 0.954 0.994 0.990

National Origin 0.986 (0.875) 0.941 0.990 0.972

Race 0.981 (0.871) 0.926 0.990 0.972

Religion 0.984 (0.869) 0.935 0.967 0.951

Sexual Orientation 0.993 (0.852) 0.974 0.991 0.981

Gab Hate Corpus
Identity Group Accuracy (Chance) F1 Score ROC AUC PR AUC

Disability 0.972 (0.969) 0.237 0.857 0.408

Gender 0.954 (0.927) 0.636 0.939 0.721

National Origin 0.868 (0.846) 0.402 0.821 0.523

Politics 0.788 (0.710) 0.557 0.826 0.667

Race 0.873 (0.781) 0.622 0.880 0.778

Religion 0.924 (0.827) 0.773 0.916 0.763

Sexual Orientation 0.981 (0.954) 0.780 0.948 0.784

Table 1: Target identity models generalize to out-of-corpus, out-of-platform comments. The test performance
of the target identity model (specifically, the model corresponding to Fig. 1) on the HateCheck (top table) and Gab
Hate Corpus (bottom table). The labels provided by each corpus were reassigned to align with the model’s outputs
(see Methods). Model predictions for identity groups without a corresponding label (age and political affiliation for
HateCheck; age for GHC) were discarded. F1 score is calculated with a threshold of 0.5.

YouTube. However, past work has found that hate
speech models exhibit a drop in performance on
external corpora, particularly when those corpora
are sourced from other platforms (Koufakou et al.,
2020; Arango et al., 2019). Therefore, we sought to
assess out-of-corpus/platform performance of the
trained model by evaluating it on two corpora: the
HateCheck corpus and Gab Hate Corpus (GHC).

We first considered the HateCheck corpus be-
cause it served as a sanity check for model valida-
tion. The HateCheck corpus consists of functional
tests for hate speech, which often clearly make ap-
parent the targeted identity group (Röttger et al.,
2021). Due to the relatively simple syntactic struc-
ture, we should expect a trained model to perform
well at identifying targeted identities. We relabeled
the HateCheck identity groups to align with the
trained model, matching to 6 of its 8 identity groups
(see Methods). We applied our model to all sam-
ples in the corpus and evaluated the performance.

We found that the model exhibited superior pre-
dictive performance on the HateCheck corpus (Ta-
ble 1: top). We obtained accuracies ranging from
0.97−0.99 for each identity group, greatly exceed-
ing that of chance, which ranged from 0.7− 0.86.
At a threshold of 0.5, F1 scores were all above 0.90.
Meanwhile, AUC scores were well above 0.95 for

all identity groups, implying tight control of false
positives and false negatives.

We supplemented the above generalization check
with the Gab Hate Corpus (GHC), consisting of
comments extracted from the social media plat-
form Gab (Kennedy et al., 2022). The GHC covers
a wide range of target group identities that match
closely with those of the MHS corpus. Further-
more, it presents a useful test case to evaluate the
extent to which the target identity model general-
izes to a new distribution of comments. We applied
our model to the subset of comments on which the
annotators specified a hateful target (see Methods).

We found that the model generally performed
well on the GHC, but exhibited a slight drop in
predictive performance relative to the MHS corpus
(Table 1: bottom). The model achieved accuracies
ranging from 0.78− 0.98, well above chance. The
model exhibited wide ranging F1 scores, with poor
or average performance on the disability, national
origin, and political affiliation groups. The ROC
AUC and PR AUC scores similarly suggested good
predictive performance, but were lower than those
on the MHS corpus. Tracking with incidence rate,
the model exhibited the best performance on the
gender, race, religion, and sexual orientation cate-
gories. Overall, these results demonstrate that the
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Figure 3: Models exhibit diverse performance on multi-target samples. a. The log-count of samples for each
pair of identity groups in the MHS corpus. b. The macro-F1 score evaluated on sub-corpora containing samples in
which each pair of identity groups was targeted (according to annotators) or predicted to be targeted by the classifier.
c. The PR AUC on the same sub-corpora, across identity group pairs.

predictive models generalize fairly well to novel,
out-of-platform data.

4.4 Model Performance on Multiple Targets

Hate speech can target multiple identity groups,
either referencing them as separate targets (e.g.,
referencing a Black person and woman separately)
or as a single, intersectional target (e.g. referenc-
ing a Black woman, a single subject with racial
and gender identity components). We sought to
examine how well the classifier performed in sce-
narios where two identities were targeted in the
same comment, either by annotation or prediction.

We first examined the number of comments for
each pair of target identity groups in the corpus. We
assigned binary labels based on annotator majority
voting for each target. Then, for each pair of iden-
tity groups, we calculated the number of comments
which targeted both identity groups. The distribu-
tion of log-counts for each pair of identity groups is
shown in Figure 3a. These counts generally aligned
with the number of samples for each identity group.
For example, (gender, race), the two largest iden-
tity groups in the corpus, had among the highest
log-counts. However, the relationship between the
identity groups also played a role in the observed
counts. For example, (race/ethnicity, national ori-
gin) and (gender identity, sexual orientation) were
the two combinations with the largest number of
samples. This likely stems from the topic overlap
within each pair.

We might expect a classifier to perform well on
identity group pairs with a large number of sam-
ples. The classifier could, however, produce errors
on these pairs by mistaking one identity group for
another. Furthermore, the classifier may predict

multiple targets when only one target is present.
In order to evaluate the performance of the model
in these settings, we consolidated a sub-corpus of
comments for which (i) annotators identified two
targeted identity groups or (ii) the classifier iden-
tified two targeted identity groups. Thus, the sub-
corpus could contain either false negatives (classi-
fier failed to predict both identity groups) or false
positives (classifier mistakenly identified multiple
identity groups). For each pair of identity groups,
we calculated the average F1 score and PR AUC
across the pair of labels (weighted by incidence
rate). We note that we could only calculate these
metrics when the classifier exhibited some false
positives. If this did not occur, the F1 score and
PR AUC would be undefined. We denote these rare
instances with an X in Figure 3.

We examined the distribution of the F1 score
and PR AUC across the pairs of identity groups
(Fig. 3b-c). We found that, generally, the model ex-
hibited worse performance on identity pairs which
had the least number of samples, such as (age, dis-
ability) and (age, politics). On the other hand, the
model generally performed well in cases where
there were an abundance of samples, such as (race,
gender). However, we observed other interesting
relationships. For example, the model exhibited
the best performance for identity pairs that were
less related to each other, such as (age, sexual ori-
entation), despite these pairs having lower counts.
Notably, (origin, politics) exhibited markedly lower
predictive performance, despite having more sam-
ples than other pairs. Together, these results high-
light that performance on samples with multiple
identity groups is modulated by the identity group
pair under consideration.
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5 Discussion

We have demonstrated that transformer-based neu-
ral network models can achieve good predictive
performance on classifying multiple targeted iden-
tity groups or sub-groups simultaneously. We ad-
ditionally validated the models on out-of-corpus
data, finding that the results indicated some degree
of generalizability. These results largely serve to
benchmark this task for future studies, but also raise
additional questions on the definition and concep-
tual framing of “targeting” in hate speech corpora.

We evaluated the performance of the model on
multiple targets. However, the survey question
prompting for identity targets did not distinguish
between a single target with multiple identities, or
multiple distinct targets. For example, a secondary
analysis may be interested in comments that target
Black women (at the intersection of racial and gen-
der identity sub-groups), which are distinct from
comments that separately target a Black person
and a woman, but would be indistinguishable un-
der the labeling scheme. The distinction is impor-
tant, as the former setting corresponds to intersec-
tional identity (Crenshaw, 2018), on which datasets
and machine learning algorithms have been demon-
strated to exhibit biased coverage or performance
(Kim et al., 2020). Thus, the development of new
labeling instruments that ask annotators to make
the distinction between intersectional and multiple
targets is of interest for future work. For example,
Fortuna et al. (2019) developed a hierarchical label-
ing scheme which allowed for the the identification
of intersectional targets in a Portugese dataset.

In this work, we considered multi-label networks
designed to simultaneously predict either identity
groups or sub-groups. However, constructing net-
works that can simultaneously predict multiple sets
of sub-groups is of interest, particularly for identi-
fying intersectional targets in social media content.
This can be viewed as multi-task problem, which
may require adjustment to network architectures
in order to achieve desirable performance (Craw-
shaw, 2020; Talat et al., 2018). The development
of multi-task networks with identity group specific
sub-networks is of interest for future work (Plaza-
del Arco et al., 2021). Such networks could, for
example, contain sub-networks predicting racial
identity sub-groups, gender identity sub-groups,
and others, in parallel.

We relied on synthesizing annotator responses
into a single label for each comment, while incorpo-

rating some knowledge of their disagreement. This
approach generally falls in line with the weak per-
spectivist approach in predictive computing (Basile
et al., 2021). However, annotator disagreement
on the identity group targets (Appendix C) indi-
cates that there is some subjectivity in identify-
ing targeted groups. Data perspectivist approaches
more strongly incorporating different annotator re-
sponses are a viable path forward (Basile et al.,
2021; Sudre et al., 2019; Uma et al., 2020). At
the same time, continued improvement in labeling
instruments could further ameliorate these issues.
For example, instruments that allow annotators
to explain their reasoning in a structured fashion
could shed light on why annotator disagreement
is present. Qualitative examination of comments
could support additional theorization of the the con-
cept of “targeting”. In this vein, following Kennedy
et al. (2020), it may be possible to develop a mea-
surement scale for “targeting” to facilitate item
response theory approaches on this task.

Extensions to this work could facilitate parsing
of the sentence to better elucidate the manner in
which hateful comments refer to targets. For exam-
ple, Shvets (2021) develop extraction networks to
identify the text corresponding to both the “target”
of a comment and its “aspect”, or the characteristic
attributed to the target. Such work could facilitate
additional qualitative examination of comments.

While hate speech is understood to “target” a per-
son or group based on a characteristic, the notion
of “targeting” is slightly different across datasets.
For example, we used “target” to mean the identity
group that a comment is directed toward, whether
the comment exhibited positive or negative va-
lence. This was framed in the context of a measure-
ment scale spanning supportive and hateful speech
(Kennedy et al., 2020). However, other corpora
limit their definition to content that is strictly hate-
ful. These subtle distinctions limit the ability of
out-of-corpus validation on datasets. For exam-
ple, in this context, we could only use a subset of
the GHC for generalization, since many comments
were deemed not hateful (and thus did not have
targeted identity annotations), despite referencing
an identity group. Datasets may also reference the
manner in which “targeting” occurs, such as calls
to violence, usage of profanity, or implicit rhetoric
(e.g., sarcasm or irony). Further work is needed to
standardize these definitions to better inform the
curation of future corpora.
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A Extended Experiment Results

Base Model Hyperparams Acc/Chance LOD AUC ROC PR ROC F1 Score

USE V4

Binary Labels
H256
B32
D0.1

1.062 0.941 0.949 0.498 0.428

USE V4

Soft Labels
H256
B128
D0.1

1.130 1.131 0.938 0.607 0.529

DistilBERT

Binary Labels
H256
B64
D0.1

1.135 1.179 0.942 0.648 0.597

DistilBERT

Binary Labels
H128
B64
D0.1

1.136 1.203 0.940 0.650 0.584

BERT Base

Binary Labels
H128
B32
D0.1

1.137 1.215 0.942 0.667 0.610

BERT Base

Soft Labels
H128
B32
D0.1

1.138 1.243 0.952 0.681 0.594

BERT Base

Soft Labels
Weighted Samples

H128
B32
D0.1

1.139 1.259 0.952 0.682 0.597

RoBERTa Base

Binary Labels
H128
B32
D0.1

1.137 1.202 0.947 0.660 0.609

RoBERTa Base

Soft Labels
Weighted Samples

H128
B32
D0.1

1.139 1.231 0.952 0.673 0.593

RoBERTa Large

Soft Labels
Weighted Samples

H256
B8

D0.05

1.164 1.343 0.964 0.724 0.647

Table 2: Full experimental results. LOD denotes “log-odds difference”. USE denotes “Universal Sentence Encoder”.
“H” denotes the size of the hidden layer. “B” denotes batch size. “D” denotes dropout rate. Metrics are calculated by
averaging across identity groups.
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B Annotator Identity Groups and Sub-Groups

Identity Group Identity Subgroups

Race or ethnicity
Black or African American, Latino or non-white Hispanic, Asian, Middle Eastern,
Native American or Alaska Native, Pacific Islander, Non-hispanic white

Religion Jews, Christians, Buddhists, Hindus, Mormons, Atheists, Muslims
National origin A specific country, immigrant, migrant worker, undocumented person

Gender identity
Women, men, non-binary or third gender, transgender women, transgender men,
transgender (unspecified)

Sexual orientation Bisexual, gay, lesbian, heterosexual

Age

Children (0 - 12 years old),
adolescents / teenagers (13 - 17),
young adults / adults (18 - 39),
middle-aged (40 - 64),
seniors (65 or older)

Disability status

People with physical disabilities (e.g., use of wheelchair),
people with cognitive disorders (e.g., autism) or learning
disabilities (e.g., Down syndrome),
people with mental health problems (e.g., depression, addiction),
visually impaired people,
hearing impaired people,
no specific disability

Table 3: Identity group and corresponding subgroups annotators were asked to identify as targets of comments.

C Annotator Agreement on Targeted Identity Groups

Identity Group Krippendorff’s Alpha
Age 0.341

Disability 0.744

Gender Identity 0.712

National Origin 0.571

Race 0.672

Religion 0.797

Sexual Orientation 0.718

Table 4: Annotator agreement on target identity group labels, calculated across samples with Krippendorff’s alpha.

244



Proceedings of the Sixth Workshop on Online Abuse and Harms (WOAH), pages 245 - 251
July 14, 2022 ©2022 Association for Computational Linguistics

Revisiting Queer Minorities in Lexicons

Krithika Ramesh♣ Sumeet Kumar♡ Ashiqur R. KhudaBukhsh♠∗
♣Manipal University

♡Indian School of Business
♠Rochester Institute of Technology

kramesh.tlw@gmail.com, Sumeet Kumar@isb.edu, axkvse@rit.edu

Abstract

! This paper contains words that are offen-
sive.

Lexicons play an important role in content mod-
eration, often being the first line of defense.
However, little or no literature exists in analyz-
ing the representation of queer-related words
in them. In this paper, we consider twelve well-
known English lexicons containing inappropri-
ate words and analyze how gender and sex-
ual minorities are represented in these lexicons.
Our analyses reveal that several of these lexi-
cons barely make any distinction between pejo-
rative and non-pejorative queer-related words.
We express concern that such unfettered usage
of non-pejorative queer-related words may im-
pact queer presence in mainstream discourse.
Our analyses further reveal that the lexicons
have poor overlap in queer-related words. We
finally present a quantifiable measure of consis-
tency and show that several of these lexicons
are not consistent in how they include (or omit)
queer-related words.

1 Introduction

On August 23, 2013, the online version of the Ox-
ford English Dictionary updated the meaning of a
word. Updates to this dictionary are not uncommon.
However, the updates typically include new words
in the latest edition. For instance, Bollywood,
the notorious name for the Mumbai film industry,
made its way into the dictionary in 2004. Or, for
example, the ongoing pandemic forced a slew of
vaccine-related words – vaccine passport,
vaccine hesitancy, and vaxxed – into the
2021 edition. Every new edition introduces sev-
eral such words reflecting the ever-changing world
with intermixing cultures and acknowledging the
fluid and expansive nature of English – one of the

∗Ashiqur R. KhudaBukhsh is the corresponding author.

most popular, pluricentric world languages (Leit-
ner, 1992).

What was remarkable about the August 23, 2013,
online update was that this word had its first known
usage in the 14th century, and its primary meaning
remained unaltered since its inclusion in the very
first edition of the Oxford dictionary! Marriage,
previously defined as the formal union of a man
and a woman, typically as recognized by law, by
which they become husband and wife, received an
inclusive definition in the dictionary following the
legalization of gay marriage in the UK. The new
definition dispensed with the gender restriction and
defined marriage as a union between two persons.

Words and their meanings exist in a contin-
uum (Hamilton et al., 2016; Xie et al., 2019), of-
ten shifted and shaped by evolving social norms,
hard-fought legal acceptances, and new world
events. Lexicons proposed to aid content mod-
eration, in turn, exhibit a rather static nature
and a much narrower scope, representing a col-
lection of words deemed as potentially hate-
ful/harmful/abusive/toxic/offensive by a group of
annotators (possibly exhibiting limited diversity
and/or with under-specified expertise) at a given
point of time. In this paper, we focus on twelve
such lexicons aimed at aiding content moderation.
A varied collection of words have been used to
describe them, including being termed as abusive,
offensive, profane, toxic, and hate speech lexicons.
We use an umbrella term inappropriate to refer to
any of these descriptions. In this paper, we focus
on twelve inappropriate lexicons and analyze the
presence (and absence) of words related to gender
and sexual minorities (we call these words queer-
related words) in them 1.

Our paper seeks to attract the attention of the

1Code and additional resources are available at https:
//github.com/stolenpyjak/revisiting-quee
r-lexicons.
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broader community of psycho-linguistic experts
and ethicists on the following issues.

First, our study reveals that these lexicons have
limited overlap, and many of these under-specify
how they were obtained. While data sets have
received considerable attention for audits (Gebru
et al., 2021), inappropriate lexicons have received
little or no attention for quality control. Given that
such lexicons often serve as the first line of defense
against inappropriate content, certain omissions
and inclusions can significantly influence what gets
flagged as inappropriate and may impact minori-
ties to get their voices heard. As we seek to move
towards more transparent, responsible, and ethical
AI systems, we need to build stronger guardrails
for methods and resources that are used for content
moderation/filtering.

We see our work as a voice in the scientific con-
versation focusing on the treatment of the queer
community in language technologies (Dev et al.,
2021; Nozza et al., 2022; Dodge et al., 2021).
Among these recent prominent studies, Dev et al.
(2021) discuss the potential erasure of non-binary
identities due to stereotypical harms propagated by
language models; Nozza et al. (2022) reveal that
large language models exhibit discriminative be-
havior by producing harmful text completions for
subjects from the queer community; and Dodge
et al. (2021) demonstrate how blocklist-based fil-
ters have been shown to remove content related
to the queer community, particularly when it con-
tains terms related to sexual orientation. Our work
focusing on queer-related terms in inappropriate
lexicons complements these aforementioned impor-
tant studies.

Second, our study raises a question that we be-
lieve is timely and important. We observe that sev-
eral non-pejorative words representing gender and
sexual minorities (e.g., gay, queer, lesbian,
trans) are present in these inappropriate lexicons.
However, these lexicons often do not make any
clear distinction between the targets for harm and
targeted harms. We worry that unfettered use of
gay, lesbian or trans along with their pejora-
tive versions (e.g., faggot 2) within the same lex-
icon may hinder the inclusion of sexual minorities
into mainstream discourse. Thus we seek guidance

2In this paper, we have not censored any of these histori-
cally charged words. There is a broad range of opinions and
practices on censoring (or not censoring) historically charged
words (Cannon, 2005; Stephens-Davidowitz and Pabon, 2017;
Sap et al., 2020; Schick et al., 2021).

from true experts on this issue that may signifi-
cantly influence how a safe web may look like for
sexual minorities in the future.

Third, continuing the same thread of discus-
sion surrounding the inclusion or omission of non-
pejorative versions representing gender and sexual
minorities, we present a first step towards quanti-
fying inconsistencies in lexicons with respect to
queer-related words. Our study reveals that these
lexicons exhibit inconsistencies that can potentially
influence content moderation outcomes if these lex-
icons are used as an aid.

2 Design Considerations

2.1 Classification of Lexicons into Abusive,
Offensive, and Hate Speech

As mentioned in Davidson et al. (2017), the dif-
ference between hate speech, offensive language,
and abusive language is that hate speech tends to
be directed toward specific communities so as to
disparage or disadvantage them. Davidson et al.
(2017) also state that their definition of hate speech
may not include all instances of offensive language,
as it is possible that these derogatory terms that tar-
get certain communities may be used in a manner
that is not necessarily motivated by the intention
to deride the said community. This includes words
that have been reclaimed by the very same groups
they were meant to stigmatize. This distinction
is important as the resulting lexicon used in of-
fensive/abusive language detection may vary from
those used in hate speech detection, as the latter
may contain more relevant pejoratives targeted at
specific demographics. Caselli et al. (2020) explore
the distinction between abusive language and offen-
sive language. According to Caselli et al. (2020),
abusive language focuses more on the intention
of the message conveyed, and offensive language
emphasizes more on the target’s sentiment and the
profanity in the message. However, profane lan-
guage is shown to fall under both these categories.
Additionally, we find that the source for some of
our lexicons uses the terms profane, abusive and
offensive interchangeably. The term toxicity is also
used for one of these lexicons, which Mohan et al.
(2017) use to refer to various forms of harassment,
such as hate speech, cyber threats, cyberbullying,
etc. As our lexicons are obtained from multiple
sources with various such classifications and defi-
nitions of their own, we thereby deem it necessary
to classify all these words as inappropriate words
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that cover a broad taxonomy of potentially harmful
language.

2.2 Development of Queer Lexicon

In order to carry out our analysis across these En-
glish lexicons, we survey several web sources to
identify terms that are commonly used among the
queer community. We compile terms based on
both gender and sexuality (including any pejorative
terms encountered) from multiple online resources
3.

The non-pejorative version of the lexicon was
obtained by eliminating terms that are considered
pejorative from multiple sources, including 4. Over-
all, our list of queer-specific words, LQ , consists
of 115 terms. Of this, we identify 28 as pejorative
(denoted as LQ

p ) and 87 as non-pejorative terms
(denoted as LQ

np). These 115 terms have consensus
labels from two annotators, one cis-female and one
cis-male, of whom one identifies as a queer.

We acknowledge that our list is not comprehen-
sive and may (inadvertently) fail to include terms
pertaining to several sexualities and genders across
the spectrum. We further note that some of the
terms in this non-pejorative version of the lexicon
(such as gay) can be considered derogatory based
on context. Similarly, as mentioned in Section 2.1,
some of the terms not present in the non-pejorative
version of this lexicon have been reclaimed by
some parts of the queer community and, there-
fore, may not be considered derogatory in a given
context. Ideally, we feel that studies that aim to
construct and utilize lexicons should provide infor-
mation regarding the same (see, e.g., Pamungkas
et al. (2022)), as opposed to imposing a blanket
statement (via their lexicon) that dictates that terms
like gay are considered offensive language or hate
speech.

Overall, we use 12 well-known lexicons listed
in Table 1. In addition, we also present the overlap
of individual lexicons with LQ , LQ

np and LQ
p along

with any publicly available annotation details.

3https://www.smcgov.org/lgbtq/lgbtq-g
lossary
https://www.itspronouncedmetrosexual.com
/2013/01/a-comprehensive-list-of-lgbtq-t
erm-definitions/
https://www.healthline.com/health/differ
ent-types-of-sexuality#takeaway

4https://www.advocate.com/arts-entert
ainment/2017/8/02/21-words-queer-communi
ty-has-reclaimed-and-some-we-havent

Figure 1: Jaccard similarity of all queer-related words
in the inappropriate lexicons. Jaccard similarity is a
statistic to gauge similarity between two sets, A,B, ex-
pressed as |A∩B|

|A∪B| .

Figure 2: Some of the most frequently occurring queer-
related words in the English lexicons.

3 Analysis

We now present an analysis of these lexicons con-
sidering the following aspects.
Coverage: We first note that the overlap between
LQ and the twelve inappropriate lexicons is mini-
mal, with the CMU Lexicon achieving the highest
overlap (23.48%), indicating that a vast majority
of the queer lexicon is not incorporated into any
of the well-known lexicons. When we combine all
lexicons, the resulting lexicon has a slightly higher
overlap of 40.87%. As shown in Figure 1, within
the lexicons, limited overlap of these queer-related
terms exists. These findings point to the following
observations. First, lexicons can benefit from fur-
ther inclusive efforts in identifying pejorative (if
the sole intended purpose is to detect harm) and
non-pejorative (if the purpose also involves detect-
ing targets of harm) queer-related terms. Second,
given that there is poor overlap within lexicons with
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Name Year Size
Annotation

Method
Overlap
with LQ

Overlap
with LQ

np

Overlap
with LQ

p
Classification

HurtLex 2019 5,963 Experts 11.3% 6.9% 25% Offensive, ag-
gressive, and
hateful words

Rezvan et al. (2018) 2018 700 Crowdsourced sources,
compiled by a Native
English speaker

10.43% 8.05% 17.86% Offensive/Profane
words

Wiegand et al. (2018) 2018 7,049 Experts 12.17% 4.6% 35.71% Abusive words
Palomino et al. (2021) 2021 1,924 Compiled from multi-

ple lexicon sources
15.65% 9.2% 35.71% Toxic/Profane

words
Kwon and Gruzd (2017) 2017 426 Crowdsourced with

custom expert addi-
tions

6.09% 1.15% 21.43% Offensive words

CMU Lexicon Not specified 1,383 Not specified 23.48% 16.09% 46.43% Offensive/Profane
words

LDNOOBW 2019 403 Not specified 4.35% 0% 17.86% Offensive/Profane
words

HateBase 2019 1,522 Crowdsourced 8.7% 2.3% 28.57% Hate speech lex-
icon

Google Profanity Words 2022 451 Not specified 6.96% 0% 28.57% Offensive/Profane
words

NoSwearing 2022 361 Partially crowdsourced
list

7.83% 3.45% 21.43% Offensive/Profane
words

Wiktionary 2022 4,738 Crowdsourced 15.65% 3.45% 53.57% Offensive/Profane
words

Surge AI Not specified 1,598 Not specified 13.04% 1.15% 50% Offensive/Profane
words

Table 1: Details about English lexicons and their overlap with LQ and LQ
p .

Figure 3: Most frequently occurring queer-related words
juxtaposed with similarly frequently occurring slurs
from the lexicons.

respect to queer-related terms, consulting multiple
lexicons can improve coverage.
Annotation: We note that four lexicons have not
specified how they are annotated. Of the remaining,
only three are vetted by experts. Existing lexicons
with an unspecified annotation that can potentially
decide the content outcome for minorities is a ma-
jor concern, and we identify this as an area where
future lexicons can substantially improve.
Presence of pejorative and non-pejorative terms:
We note that ten lexicons have more pejorative
queer-related words than non-pejorative queer-
related words (in terms of absolute value). We
argue that putting the pejorative and non-pejorative
terms together in the same lexicon potentially con-

Name Consistency %
(Bassignana et al., 2018) 55.56
(Rezvan et al., 2018) 66.67
(Wiegand et al., 2018) 100.0
(Palomino et al., 2021) 66.67
(Kwon and Gruzd, 2017) 88.89
CMU Lexicon 88.89
LDNOOBW 88.89
HateBase 77.78
Google Profanity Words 88.89
NoSwearing 77.78
Wiktionary 77.78
Surge AI 100.0

Table 2: Consistency % of the English Lexicons

flates between targets of harm and words to in-
flict harm. As shown in Figure 2, among the
most-frequent queer-related words in the lexicon,
gay and queer are present. To emphasize our
point further, Figure 3 juxtaposes a few words
from LQ

np along with other similarly frequent words
across the lexicons. We note that words like
motherfuckers or whores have appeared less
frequently than queer or gay! We believe that
unless these lexicons present concrete examples dis-
tinguishing between pejorative and non-pejorative
usage of gay as presented in Pamungkas et al.
(2022), unfettered use of non-pejorative queer-
related terms can seriously limit queer presence
in mainstream discourse.

Consistency: If a lexicon contains both dyke and
faggot in it yet omits tranny, content moder-
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ation outcomes (that considers this lexicon) could
affect the transgender minority. Similarly, notwith-
standing our earlier point that speculates if non-
pejorative queer specific words should be at all
present in an inappropriate lexicon, presence of
gay in the lexicon but absence of lesbian could
potentially trigger differential content moderation
treatment for the two communities. In what follows,
we develop simple constraints and quantify how
consistent published lexicons are. We acknowl-
edge that our choice of lexicon subsets and defined
constraints are somewhat over-simplified and a far
more nuanced treatment is possible, our primary
goal in this experiment is to attract the research
community’s attention about addressing these po-
tential inconsistencies that can pave the way to-
wards better practices in future lexicons.

Let Lnp and Lp denote two disjoint lexicon
subsets where Lnp contains non-pejorative queer-
related words and Lp contains pejorative queer-
related words; i.e., Lnp ∩ Lp = ∅. Further, let a
bijective mapping f from Lnp to Lp exist, i.e., for
each element in Lnp, a corresponding unique ele-
ment in Lp exists and vice versa. Let the function,
f , returns the corresponding pejorative word.

We define Lnp = {gay,lesbian,trans}
and Lp = {faggot,dyke,tranny}. Next, we
define the following constraints with respect to a
lexicon L:

1. ∀w1, w2 ∈ Lnp, if w1 ∈ L then w2 ∈ L

2. ∀w1, w2 ∈ Lp, if w1 ∈ L then w2 ∈ L

3. ∀w ∈ Lnp, if w ∈ L then f(w) ∈ L . If
f(w) ̸∈ L, we impose a penalty of equal
weight. That is, if gay exists in the lexicon,
but its pejorative counterpart faggot does
not, we penalize the consistency score by the
same weight awarded to a lexicon with both
the pejorative and non-pejorative versions.

The consistency of these lexicons based on these
constraints are depicted in Table 2, with lexicons
that contain neither words from Lp or Lnp being
declared completely consistent as well. The lexi-
cons from Wiegand et al. (2018) and the Surge AI
profanity lexicon5 do not fall under this category,
and are the most consistent. It is worth noting that
neither of these lexicons contains words from the
non-pejorative set Lnp.

5https://www.surgehq.ai/datasets/profanity-dataset

4 Conclusions and Discussions

In this paper, we analyze the presence of queer-
related words in several well-known inappropriate
English language lexicons. Our analysis identi-
fies possible avenues to provide stronger guardrails
against potential harm through (1) expanding lexi-
cons with additional terms; (2) setting more trans-
parent annotation guidelines; (3) distinguishing be-
tween pejorative and non-pejorative queer related
terms; and (4) improving lexicon consistency con-
cerning queer-related terms.

We believe our most important contribution is
raising the question of whether non-pejorative
queer-related terms should appear in inappropri-
ate lexicons to begin with. With the current dis-
turbing situation in US politics, where six states
are considering passing what the proponents of mi-
nority rights dub as the Don’t say gay bill 6, we
strongly feel that including non-pejorative queer-
related words merits serious discussion. We believe
our paper will motivate a scientific dialogue by set-
ting better guidelines to encourage queer presence
in mainstream discourse.

Our work raises several important points to pon-
der.
Grounding Other Research Efforts: Apart from
aiding content moderation, inappropriate lexicons
can lend grounding to other research efforts. For
example, a recent paper (Ramesh et al., 2022) has
consulted the CMU Lexicon and another lexicon
listing taboo-words for kids (Jay, 1992) to construct
a set of inappropriate words for kids. Ramesh et al.
(2022) take a rather passive stance in their treat-
ment of queer-related words. Ramesh et al. (2022)
state that the authors extensively debated whether
non-pejorative queer-related words such as gay or
queer should be in the lexicon, but since these
words were already present in both lexicons, they
retain them, seeking more inputs from developmen-
tal psychologists. Unless the research community
takes a more definitive stance on when and how
non-pejorative queer-related words should be in-
cluded in these inappropriate language lexicons,
we may see more research efforts sidestepping this
important issue.
Cultural Effect: Our study is limited to English
lexicons. We notice the non-uniform presence of
queer-related words across lexicons even within

6https://www.npr.org/2022/04/10/10915
43359/15-states-dont-say-gay-anti-transg
ender-bills

249



that. Different countries and cultures have varying
degrees of legal, social, and cultural acceptance of
the queer community. We believe our study will
open the gates for a multi-lingual, multi-cultural
analysis of queer presence in inappropriate lexi-
cons.
In-The-Wild Impact Assessment: We hypothesize
that lexicon variations can influence content out-
come when deployed in the wild to decide the mod-
eration fate of web users. While some anecdotal
evidence already exists7, an extensive in-the-wild
impact assessment of how different lexicons can
affect content moderation outcomes can further
strengthen our findings.
A List To Criticize Other Lists: Regardless of how
well-meaning our intentions are, the 115 queer-
related terms chosen by our annotators affect our
analyses. Nonetheless, we point out that several of
our findings are unaffected (or minimally affected)
by LQ . For example, the annotation details (or lack
thereof) of the inappropriate lexicons have nothing
to do with LQ . Second, our consistency analysis fo-
cuses on a handful of pejorative and non-pejorative
queer-related words that are well-recognized by
the community. Finally, using well-recognized
non-pejorative words such as gay and queer to
substantiate our argument, we show that certain
non-pejorative queer-related words are more fre-
quently listed than unambiguously inappropriate
non-queer-related words.
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Abstract
Warning: This paper contains examples of lan-
guage that some people may find offensive.

Online hate speech is a dangerous phenomenon
that can (and should) be promptly counteracted
properly. While Natural Language Process-
ing has been successfully used for the purpose,
many of the research efforts are directed toward
the English language. This choice severely lim-
its the classification power in non-English lan-
guages. In this paper, we test several learning
frameworks for identifying hate speech in Ital-
ian text. We release HATE-ITA, a set of multi-
language models trained on a large set of En-
glish data and available Italian datasets. HATE-
ITA performs better than mono-lingual mod-
els and seems to adapt well also on language-
specific slurs. We believe our findings will en-
courage research in other mid-to-low resource
communities and provide a valuable bench-
marking tool for the Italian community.

1 Introduction

Online hate speech is a dangerous phenomenon that
can (and should) be promptly counteracted prop-
erly. While Natural Language Processing supplies
algorithms to achieve that, most research efforts are
directed toward the English language. Indeed, there
is now a plethora of approaches and corpora (In-
durthi et al., 2019; Kennedy et al., 2020b; D’Sa
et al., 2020; Mollas et al., 2022; Kiela et al., 2021,
inter alia), that can be adopted for addressing En-
glish hate speech detection.

However, this choice strongly limits the clas-
sification power in other languages where fewer
resources are available, like Italian. Researchers
have put a great effort into improving Italian mod-
els (Fersini et al., 2018; Bosco et al., 2018; San-
guinetti et al., 2018, 2020). However, previous
work does not address the task systematically, re-
sulting in no clear evidence of the performance
of these models. Consider also that a competi-
tive baseline for hate speech detection in Italian

does not yet exist. Current datasets are not broad
enough to cover all the protected categories and are
generally based on a few thousand samples. Data
annotation is a costly process, and annotating hate
speech requires tremendous care.

Multi-lingual models give a possible way out
of this issue. Nozza (2021) shows that combining
multiple languages in training can help overcome
the apparent limitations of hate speech detection
models. We start from those conclusions to build
up our work by collecting a large dataset of En-
glish hate speech data that we combine with some
data in Italian. We use this new collection to train
multi-lingual models and show the performance
and examples across different Italian datasets.

The contribution of this short workshop paper is
thus straightforward: we thoroughly evaluate and
release to the community a set of models for Italian
hate speech detection obtained through fine-tuning
of multi-lingual models (HATE-ITA).1 These mod-
els are wrapped in high-level API that will allow
the community to access and use these models for
future research easily. These models set a new base-
line on two state-of-the-art hate speech detection
datasets in Italian. To the best of our knowledge,
this is the first paper that showcases the use of a
large English dataset in combination with a small
portion of Italian to create a robust resource for
hate speech detection in Italian.

Contribution 1) our experiments show that
multi-lingual models can effectively be used to
cover missing ground in some mid-to-low resource
languages; 2) while providing researchers with
strong baselines, our models can also be used to
study which areas and targets are still not yet cov-
ered, thus guiding directions for future research
(see Section 4.4). We release HATE-ITA as an
open-source Python library2.

1https://huggingface.co/MilaNLProc
2https://github.com/MilaNLProc/

hate-ita
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2 Datasets

2.1 Background

In this work, we consider the task of hate speech
as binary (hate/non-hate). To control the number
of samples for each protected group in the training
data, we consider the target of the hateful messages.
We select six target attributes based on the type of
discrimination, namely origin, gender identity, sex-
ual orientation, religious affiliation, and disability.
We consider these targets as the superset of classes
able to cover the majority of dataset-specific labels.
We discarded the other and none class from all the
datasets because they might represent other classes.

2.2 State-of-the-art Corpora

We describe the datasets we included in the training
set in this work. The English corpora have been
selected by filtering the ones covering our desired
targets from a public list3.

Italian For Italian, we consider two different cor-
pora proposed for Evalita shared tasks (Caselli
et al., 2018): the automatic misogyny identifica-
tion challenge (AMI18) (Fersini et al., 2018) for
hate speech towards women and the hate speech
detection shared task (HaSpeeDe18) (Bosco et al.,
2018) for the part related to hate speech towards
immigrants proposed in (Sanguinetti et al., 2018).
Both datasets comprise 2,500 instances for training,
500 for validation, and 1,000 for testing.

English Ousidhoum et al. (2019) present MlMa,
a multi-lingual multi-aspect hate speech analysis
dataset in Arabic, English, and French. The dataset
consists of tweets collected by querying language-
specific keywords.

Mollas et al. (2022) propose ETHOS, a multi-
label English hate speech detection dataset of Red-
dit posts. They employ an automatic pre-annotation
process where the posts are first labeled with a ma-
chine learning classifier. Only the uncertain ones
(within the [.4, .6] probability range) are manually
labeled using a crowdsourcing platform. Following
the authors, we binarise the values of each label
(if value ≥ 0.5 → 1 else value → 0). The targets
are identified only when the post is hateful, so we
discard the non-hateful ones. Here, we map the
targets national_origin and race to origin.

Kennedy et al. (2020c) collected a large set
of comments from different social media sources

3https://hatespeechdata.com/

(YouTube, Twitter, and Reddit). The annotation
process has been performed via a crowdsourcing
platform where each comment receives four ratings.
The authors further ensured that every annotator
received comments across all the hate speech scale.
Since the dataset is annotated with a continuous
hate score, we used a threshold set to binarise the
problem: if value < -1 → 0 and if value > 0.5 → 1.
We merged origin and race classes into the origin
class.

Mathew et al. (2021) collected English posts
from the social media platforms Twitter and Gab.
Then, they used a crowdsourcing platform for an-
notating each post as hate, offensive, or normal
speech; annotators also have to select the target
communities mentioned in the posts. Labels are
aggregated, and the final one is obtained through
majority voting. We discard the instance when
there is no majority (i.e., the three annotators have
assigned a different label). Here, we binarise the
targets as suggested by the authors into toxic (hate-
speech or offensive) and non-toxic (normal). We
also map the targets based on the grouping made
in the paper (see Table 3 in (Mathew et al., 2021)),
with the only exception of Indigenous and Refugee
that we assign to origin class.

Kennedy et al. (2020a) presented the Gab Hate
Corpus (GHC), a multi-label English corpus of
posts from the social network gab.com. Com-
ments were annotated by at least three trained an-
notators with the following classes: Call for Vio-
lence, Assault on Human Dignity, or Not Hateful.
Following Kennedy et al. (2020b), we aggregate
the first two for obtaining the hateful class. We se-
lected only the targets used in our study (removing
political) and merged nationality/regionalism and
race or ethnicity classes into the origin class.

Kiela et al. (2021) introduced a novel framework
for dynamically creating benchmark corpora. The
annotators are asked to find adversarial examples,
i.e., hard examples that a target model would mis-
classify. The obtained dataset also provides the
target group.4 Here, we mapped their targets to
ours, removing the ones not covered.

Table 1 shows the size of the dataset created
by combining all the afore-mentioned English cor-
pora.

4https://github.com/bvidgen/
Dynamically-Generated-Hate-Speech-Dataset
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Hate Non-hate Total

Disability 3,128 1,488 4,526
Gender 22,655 24,182 46,829
Origin 44,047 31,211 75,327
Religion 17,010 10,840 27,864
Sex. Orientation 9,980 12,312 22,313
Total 97,014 80,729 177,749

Table 1: Statistics of the English dataset.

3 Experimental Methodology

Our experimental setup illustrates three aspects: 1)
the performance of the different models on a train,
validation, and test setup that we construct on our
data, 2) the performance on different datasets (also
considering two new additional datasets that we
take as out-of-domain) and 3) a qualitative evalua-
tion section in which we use explainability methods
to assess which words are contributing more to the
prediction.

3.1 Models

In this paper, we tested different pretrained lan-
guage models. As multi-lingual models: the XLM
Roberta base and large models from (Conneau
et al., 2020) (XLM-Base, XLM-Large), multilin-
gualBERT5 (mBERT), and a model pre-trained on
multi-lingual twitter data (XLM-Twitter) (Barbieri
et al., 2021). As mono-lingual models for Ital-
ian: dbmdz/bert-base-italian-xxl-cased (ITA-Base-
XXL) and dbmdz/bert-base-italian-cased (ITA-
Base).6 In addition, we used DeHateBert (Aluru
et al., 2020), a fine-tuned mBERT model trained
on (Sanguinetti et al., 2018).

For the models we train, we run three differ-
ent experimental frameworks: 1) mono-lingual
(MONO), in which we train our models only on
Italian data; 2) multi-lingual (MULTI), in which we
combine the Italian and the English data for train-
ing; 3) zero shot, cross-lingual (ZERO), in which
we train a model only with English data. All the
models are tested on the Italian test data (Fersini
et al., 2018; Sanguinetti et al., 2018).

3.2 Data Setup

We used the splits provided by the associated
shared tasks for the Italian dataset. This setup en-

5https://github.com/google-research/
bert/blob/master/multilingual.md

6https://huggingface.co/dbmdz

Model MONO MULTI ZERO

XLM-Large 59.25 81.23 57.27
XLM-Base 52.36 80.74 54.47
XLM-Twitter 63.52 83.34 56.45
mBERT 66.93 80.48 51.87
ITA-Base-XXL 61.20 - -
ITA-Base 40.45 - -

Table 2: Macro-F1 results. The most frequent class
classifier has a Macro-F1 of 36.85.

sures performance comparability. For Sanguinetti
et al. (2018), we isolated 500 instances from the
training to be used as the validation set. For the
combined English data, we isolate 20% with strati-
fied sampling to be used as the validation set. The
details of the parameters used to fine-tune the mod-
els can be found in the Appendix A. Models are
trained for 5 epochs and evaluated every 50 steps,
and we select the best checkpoint considering the
validation loss.

4 Results

4.1 Overall Results

Table 2 shows the results only for the models that
we trained by testing on the official splits of each
Italian dataset (see Section 2.2). We have found
two crucial takeaways. First, the best multi-lingual
model (XLM-Large) performs sensibly better than
the best model trained only on mono-lingual data
(mBERT). Second, models subject to multi-lingual
training always outperforms mono-lingual ones.
Recent research (Nozza et al., 2020) has shown that
language-specific datasets are more effective when
used to fine-tune language-specific models; this
research suggests that training only on the small
set of Italian data is not enough even when using
a language-specific model: joint fine-tuning with
larger datasets is an effective way of obtaining more
accurate hate speech classifiers. This is a very in-
teresting result: considering the small amount of
Italian data used by the multi-lingual model, this
opens future applications of multi-lingual pipelines
to low-resource languages. Finally, the increase in
performance of the multi-lingual framework comes
directly from the Italian data we added to the train-
ing since the performance of the purely zero-shot
cross-lingual models is much worse than the mono-
lingual one.
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Model AMI18 AMI20 Sanguinetti et al. (2018) HaSpeeDe18 HaSpeeDe20

XLM-Twitter 82.10 72.73 78.53 74.59 72.68
XLM-Base 79.88 66.47 79.64 76.40 72.57
XLM-Large 80.37 73.75 79.96 78.13 75.86
DeHateBert 42.66 53.97 - - 70.79

Table 3: Results on different benchmark datasets for the multi-lingual models.

4.2 Results by Dataset

This section shows the results split by datasets
for our multi-lingual best models and for DeHate-
Bert. We show the results on the test sets of San-
guinetti et al. (2018) and AMI18 (Fersini et al.,
2018). Moreover, we also test on the complete test
set of HaSpeeDe18, Bosco et al. (2018) and the
shared task re-runs HaSpeeDe20 (Sanguinetti et al.,
2020) and AMI20 (Fersini et al., 2020b). Unfortu-
nately, DeHateBert was not fine-tuned following
the guidelines described in (Bosco et al., 2018) as
the authors used different splits. For this reason, we
cannot evaluate the performance of this model on
HaSpeeDe18 and (Sanguinetti et al., 2018) (some
examples of the examples in the test sets are used
for training).

Table 3 shows the results for each dataset. We
do not show results for Italian models as they per-
form much worse (see Table 2). These results show
that our models have consistent performance over
most categories. Indeed, XLM-Twitter, beats De-
HateBert by 39 and 19 points in F1 on AMI18 and
AMI20 respectively. This outcome further demon-
strates the need for protected group coverage in the
training set.

4.3 Results on Multi-Lingual HateCheck

We also use the recently introduced Multi-Lingual
HateCheck (MHC) (Röttger et al., 2022). MHC
is a suite of functional tests for multi-lingual hate
speech detection models that extend the original En-
glish HateCheck (Röttger et al., 2021). MHC tests
several functionalities that can affect hate predic-
tion (e.g., counterspeech, spelling variations, use of
slurs). Here, we used only the Italian subset. MHC
should serve as an external testbed to validate our
models.

Results in Table 4 show the consistent perfor-
mance of our models. XLM-Twitter and XLM-
Large strongly outperform the results of the origi-
nal baseline proposed by Röttger et al. (2022).

Model F1-h F1-nh Macro-F1

XLM-Twitter 84.74 61.17 72.96
XLM-Base 82.71 55.10 68.90
XLM-Large 88.63 65.88 77.26
Röttger et al. 81.50 57.80 69.60

Table 4: Results on different MULTILINGUAL HATE-
CHECK. We report F1 score the for hateful and non-
hateful cases, and the overall macro-F1 score.

P(hate) / True Class

0.002 / 0

0.925 / 1

come si fa a rompere la lavatrice p*rca p*ttana

sei una p*rca e p*ttana 

0.960 / 1 sono arrivati i finocchi

0.080 / 0 è arrivata l'insalata di finocchi

Figure 1: Examples of predictions with SHAP (Lund-
berg and Lee, 2017) contributions on a color scale; color
scale: blue (not-hate), red (hate). Translation available
in Appendix B.

4.4 Qualitative Evaluation

Figure 1 reports token contribution explanations
of four correct predictions from our multi-lingual
XLM-Large. The texts are complex examples
in Italian, as standard models usually misclassify
them (Nozza, 2021). We extracted token contri-
butions using the interpretability suite provided in
Attanasio et al. (2022b). The first two examples
regard the taboo Italian expression p*rca p*ttana
(literally p*rca (pig) + p*ttana (sl*t)). When used
separately (porca e puttana (pig and slut)), they
should be considered literally; when used together,
the two words form taboo expressions that do not
have a misogynistic connotation. The latter two ex-
amples regard the ambiguous Italian term finocchi.
The word means fennels in a food-related context,
but can also be translated to f*ggots when refereed
to individuals.
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5 Related Work

National evaluation campaigns and shared tasks
played a significant role in releasing non-English
corpora for hate speech detection (Wiegand et al.,
2018; Mulki and Ghanem, 2021; Basile et al., 2019;
Ptaszynski et al., 2019). Indeed, the research of
hate speech detection in Italian in mono-lingual set-
tings mainly revolves around the datasets (Fersini
et al., 2018; Bosco et al., 2018; Sanguinetti et al.,
2020; Fersini et al., 2020b) released for shared
tasks (Bakarov, 2018; Cimino et al., 2018; Attana-
sio and Pastor, 2020; Lees et al., 2020; Lavergne
et al., 2020; Fersini et al., 2020a; Attanasio et al.,
2022a, inter alia).

In NLP, the scarcity of data in languages beyond
English has generated an interest in zero-shot learn-
ing (Srivastava et al., 2018; Ponti et al., 2019; Pfeif-
fer et al., 2020; Wu et al., 2020; Bianchi et al., 2021,
2022, inter alia) and the application of this to hate
speech detection methods (Corazza et al., 2020;
Stappen et al., 2020; Aluru et al., 2020; Leite et al.,
2020; Rodríguez et al., 2021; Feng et al., 2020;
Pelicon et al., 2021). In particular, Aluru et al.
(2020) exploited several deep learning models and
multi-lingual embeddings for performing an exten-
sive analysis on 16 datasets in 9 different languages
in few- and zero-shot learning settings. Rodríguez
et al. (2021) use the pre-trained Language Agnos-
tic BERT Sentence Embeddings (Feng et al., 2020)
obtaining good results. Other research efforts fo-
cused on translating English data to enrich data
availability in other languages with mixed results:
Ibrohim and Budi (2019) shows that translations
do not bring good results using traditional machine
learning classifiers. However, more sophisticated
pipelines of translation and pre-training can indeed
provide some improvement over standard bench-
marks (Pamungkas et al., 2021; Wang and Banko,
2021).

6 Conclusion

This paper presents a novel resource for Italian
hate speech detection on social media text, HATE-
ITA. Researchers can use this new set of models
to assess the quality of new systems by providing a
more reliable benchmark. However, this is just the
first step. Indeed, we do not claim to have released
the final model for Italian hate speech detection;
HATE-ITA requires careful benchmarking to un-
derstand if it can accurately capture hate speech on
other targets.
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A Model Training

All the models are trained with the same pipeline.
We report the shared parameters in Table 5. As
mentioned in the table we fix the maximum num-
ber of epochs, but we evaluate the models during
training and eventually select the model with the
best validation loss. All the experiments are run 5
times and we take the average of the results.

Param Value

Batch Size 64
Warm Up Steps 50
Learning Rate 1e-3
Learning Epochs* 5
Optimizer AdamW
Betas 0.9 and 0.999
Max Length 100

Table 5: The main parameters we used to run the models.
*While epochs are 5, we remark that we are running a
step-wise evaluation.

B Examples Translation

We provide as literal as possible translations.

• IT: Sei una p*rca e p*ttana

• EN: you are pig and sl*t
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• IT: Come si fa a rompere la lavatrice p*rca
p*ttana

• EN: How the hell can you break the washing
machine

• IT: Sono arrivati i finocchi

• EN: Here come the f*ggots

• IT: È arrivata l’insalata di finocchi

• EN: Here it comes the fennel salad
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