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Abstract

African languages are spoken by over a bil-
lion people, but are underrepresented in NLP
research and development. The challenges im-
peding progress include the limited availability
of annotated datasets, as well as a lack of under-
standing of the settings where current methods
are effective. In this paper, we make progress
towards solutions for these challenges, focusing
on the task of named entity recognition (NER).
We create the largest human-annotated NER
dataset for 20 African languages, and we study
the behavior of state-of-the-art cross-lingual
transfer methods in an Africa-centric setting,
demonstrating that the choice of source lan-
guage significantly affects performance. We
show that choosing the best transfer language
improves zero-shot F1 scores by an average
of 14 points across 20 languages compared to
using English. Our results highlight the need
for benchmark datasets and models that cover
typologically-diverse African languages.

1 Introduction

Many African languages are spoken by millions
or tens of millions of speakers. However, these
languages are poorly represented in NLP research,
and the development of NLP systems for African
languages is often limited by the lack of datasets
for training and evaluation (Adelani et al., 2021b).

Additionally, while there has been much re-
cent work in using zero-shot cross-lingual trans-
fer (Ponti et al., 2020; Pfeiffer et al., 2020;
Ebrahimi et al., 2022) to improve performance
on tasks for low-resource languages with multilin-
gual pretrained language models (PLMs) (Devlin
et al., 2019a; Conneau et al., 2020), the settings un-
der which contemporary transfer learning methods
work best are still unclear (Pruksachatkun et al.,
2020; Lauscher et al., 2020; Xia et al., 2020). For
example, several methods use English as the source
language because of the availability of training data
across many tasks (Hu et al., 2020; Ruder et al.,
2021), but there is evidence that English is often
not the best transfer language (Lin et al., 2019;
de Vries et al., 2022; Oladipo et al., 2022), and the
process of choosing the best source language to
transfer from remains an open question.

There has been recent progress in creating bench-
mark datasets for training and evaluating models
in African languages for several tasks such as ma-
chine translation (∀ et al., 2020; Reid et al., 2021;
Adelani et al., 2021a, 2022; Abdulmumin et al.,
2022), and sentiment analysis (Yimam et al., 2020;
Muhammad et al., 2022). In this paper, we focus on
the standard NLP task of named entity recognition
(NER) because of its utility in downstream applica-
tions such as question answering and information
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extraction. For NER, annotated datasets exist only
in a few African languages (Adelani et al., 2021b;
Yohannes and Amagasa, 2022), the largest of which
is the MasakhaNER dataset (Adelani et al., 2021b)
(which we call MasakhaNER 1.0 in the remainder
of the paper). While MasakhaNER 1.0 covers 10
African languages spoken mostly in West and East
Africa, it does not include any languages spoken
in Southern Africa, which have distinct syntactic
and morphological characteristics and are spoken
by 40 million people.

In this paper, we tackle two current challenges
in developing NER models for African languages:
(1) the lack of typologically- and geographically-
diverse evaluation datasets for African languages;
and (2) choosing the best transfer language for
NER in an Africa-centric setting, which has not
been previously explored in the literature.

To address the first challenge, we create the
MasakhaNER 2.0 corpus, the largest human-
annotated NER dataset for African languages.
MasakhaNER 2.0 contains annotated text data from
20 languages widely spoken in Sub-Saharan Africa
and is complementary to the languages present in
previously existing datasets (e.g., Adelani et al.,
2021b). We discuss our annotation methodology
as well as perform benchmarking experiments on
our dataset with state-of-the-art NER models based
on multilingual PLMs.

In addition, to better understand the effect of
source language on transfer learning, we exten-
sively analyze different features that contribute to
cross-lingual transfer, including linguistic charac-
teristics of the languages (i.e., typological, geo-
graphical, and phylogenetic features) as well as
data-dependent features such as entity overlap
across source and target languages (Lin et al.,
2019). We demonstrate that choosing the best
transfer language(s) in both single-source and co-
training setups leads to large improvements in NER
performance in zero-shot settings; our experiments
show an average of a 14 point increase in F1 score
as compared to using English as source language
across 20 target African languages. We release the
data, code, and models on Github1

2 Related Work

African NER Datasets There are some human-
annotated NER datasets for African languages

1https://github.com/masakhane-io/
masakhane-ner/tree/main/MasakhaNER2.0

such as the SaDiLAR NER corpus (Eiselen, 2016)
covering 10 South African languages, LORELEI
(Strassel and Tracey, 2016), which covers nine
African languages but is not open-sourced, and
some individual language efforts for Amharic (Jib-
ril and Tantug, 2022), Yorùbá (Alabi et al.,
2020), Hausa (Hedderich et al., 2020), and
Tigrinya (Yohannes and Amagasa, 2022). Closest
to our work is the MasakhaNER 1.0 corpus (Ade-
lani et al., 2021b), which covers 10 widely spo-
ken languages in the news domain, but excludes
languages from the southern region of Africa like
isiZulu, isiXhosa, and chiShona with distinct syn-
tactic features (e.g., noun prefixes and capitaliza-
tion in between words) which limits transfer learn-
ing from other languages. We include five lan-
guages from Southern Africa in our new corpus.

Cross-lingual Transfer Leveraging cross-
lingual transfer has the potential to drastically
improve model performance without requiring
large amounts of data in the target language (Con-
neau et al., 2020) but it is not always clear from
which language we must transfer from (Lin et al.,
2019; de Vries et al., 2022). To this end, recent
work investigates methods for selecting good
transfer languages and informative features. For
instance, token overlap between the source and
target language is a useful predictor of transfer
performance for some tasks (Lin et al., 2019;
Wu and Dredze, 2019). Linguistic distance (Lin
et al., 2019; de Vries et al., 2022), word order (K
et al., 2020; Pires et al., 2019) and script dif-
ferences (de Vries et al., 2022), and syntactic
similarity (Karamolegkou and Stymne, 2021) have
also been shown to impact performance. Another
research direction attempts to build models of
transfer performance that predicts the best transfer
language for a target language by using some
linguistic and data-dependent features (Lin et al.,
2019; Ahuja et al., 2022).

3 Languages and Their Characteristics

3.1 Focus Languages
Table 1 provides an overview of the languages in
our MasakhaNER 2.0 corpus. We focus on 20 Sub-
Saharan African languages2 with varying numbers
of speakers (between 1M–100M) that are spoken
by over 500M people in around 27 countries in

2Our selection was also constrained by the availability
of volunteers that speak the languages in different NLP/AI
communities in Africa.
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African No. of % Entities #
Language Family Region Speakers Source Train / dev / test in Tokens Tokens

Bambara (bam) NC / Mande West 14M MAFAND-MT (Adelani et al., 2022) 4462/ 638/ 1274 6.5 155,552
Ghomálá’ (bbj) NC / Grassfields Central 1M MAFAND-MT (Adelani et al., 2022) 3384/ 483/ 966 11.3 69,474
Éwé (ewe) NC / Kwa West 7M MAFAND-MT (Adelani et al., 2022) 3505/ 501/ 1001 15.3 90420
Fon (fon) NC / Volta-Niger West 2M MAFAND-MT (Adelani et al., 2022) 4343/ 621/ 1240 8.3 173,099
Hausa (hau) Afro-Asiatic / Chadic West 63M Kano Focus and Freedom Radio 5716/ 816/ 1633 14.0 221,086
Igbo (ibo) NC / Volta-Niger West 27M IgboRadio and Ka O. dI. Taa 7634/ 1090/ 2181 7.5 344,095
Kinyarwanda (kin) NC / Bantu East 10M IGIHE, Rwanda 7825/ 1118/ 2235 12.6 245,933
Luganda (lug) NC / Bantu East 7M MAFAND-MT (Adelani et al., 2022) 4942/ 706/ 1412 15.6 120,119
Luo (luo) Nilo-Saharan East 4M MAFAND-MT (Adelani et al., 2022) 5161/ 737/ 1474 11.7 229,927
Mossi (mos) NC / Gur West 8M MAFAND-MT (Adelani et al., 2022) 4532/ 648/ 1294 9.2 168,141
Naija (pcm) English-Creole West 75M MAFAND-MT (Adelani et al., 2022) 5646/ 806/ 1613 9.4 206,404
Chichewa (nya) NC / Bantu South-East 14M Nation Online Malawi 6250/ 893/ 1785 9.3 263,622
chiShona (sna) NC / Bantu South 12M VOA Shona 6207/ 887/ 1773 16.2 195,834
Kiswahili (swa) NC / Bantu East & Central 98M VOA Swahili 6593/ 942/ 1883 12.7 251,678
Setswana (tsn) NC / Bantu South 14M MAFAND-MT (Adelani et al., 2022) 3489/ 499/ 996 8.8 141,069
Akan/Twi (twi) NC / Kwa West 9M MAFAND-MT (Adelani et al., 2022) 4240/ 605/ 1211 6.3 155,985
Wolof (wol) NC / Senegambia West 5M MAFAND-MT (Adelani et al., 2022) 4593/ 656/ 1312 7.4 181,048
isiXhosa (xho) NC / Bantu South 9M Isolezwe Newspaper 5718/ 817/ 1633 15.1 127,222
Yorùbá (yor) NC / Volta-Niger West 42M Voice of Nigeria and Asejere 6877/ 983/ 1964 11.4 244,144
isiZulu (zul) NC / Bantu South 27M Isolezwe Newspaper 5848/ 836/ 1670 11.0 128,658

Table 1: Languages and Data Splits for MasakhaNER 2.0 Corpus. Language, family (NC: Niger-Congo),
number of speakers, news source, and data split in number of sentences

the Western, Eastern, Central and Southern regions
of Africa. The selected languages cover four lan-
guage families. 17 languages belong to the Niger-
Congo language family, and one language belongs
to each of the Afro-Asiatic (Hausa), Nilo-Saharan
(Luo), and English Creole (Naija) families. Al-
though many languages belong to the Niger-Congo
language family, they have different linguistic char-
acteristics. For instance, Bantu languages (eight in
our selection) make extensive use of affixes, unlike
many languages of non-Bantu subgroups such as
Gur, Kwa, and Volta-Niger.

3.2 Language Characteristics

Script and Word Order African languages
mainly employ four major writing scripts: Latin,
Arabic, N’ko and Ge’ez. Our focus languages
mostly make use of the Latin script. While N’ko
is still actively used by the Mande languages like
Bambara, the most widely used writing script for
the language is Latin. However, some languages
use additional letters that go beyond the standard
Latin script, e.g., “E”, “O”, “N”, “e.”, and more than
one character letters like “bv”, “gb”, “mpf”, “ntsh”.
17 of the languages are tonal except for Naija,
Kiswahili and Wolof. Nine of the languages make
use of diacritics (e.g., é, ë, ñ). All languages use
the SVO word order, while Bambara additionally
uses the SOV word order.

Morphology and Noun classes Many African
languages are morphologically rich. According to
the World Atlas of Language Structures (WALS;
Nichols and Bickel, 2013), 16 of our languages
employ strong prefixing or suffixing inflections.

Niger-Congo languages are known for their system
of noun classification. 12 of the languages actively
make use of between 6–20 noun classes, includ-
ing all Bantu languages, Ghomálá’, Mossi, Akan
and Wolof (Nurse and Philippson, 2006; Payne
et al., 2017; Bodomo and Marfo, 2002; Babou and
Loporcaro, 2016). While noun classes are often
marked using affixes on the head word in Bantu
languages, some non-Bantu languages, e.g., Wolof
make use of a dependent such as a determiner that
is not attached to the head word. For the other
Niger-Congo languages such as Fon, Ewe, Igbo
and Yorùbá, the use of noun classes is merely ves-
tigial (Konoshenko and Shavarina, 2019). Three
of our languages from the Southern Bantu family
(chiShona, isiXhosa and isiZulu) capitalize proper
names after the noun class prefix as in the lan-
guage names themselves. This characteristic may
limit transfer from languages without this feature
as NER models overfit on capitalization (Mayhew
et al., 2019). Appendix B provides more details
regarding the languages’ linguistic characteristics.

4 MasakhaNER 2.0 Corpus

4.1 Data source and collection

We annotate news articles from local sources. The
choice of the news domain is based on the avail-
ability of data for many African languages and the
variety of named entities types (e.g., person names
and locations) as illustrated by popular datasets
such as CoNLL-03 (Tjong Kim Sang and De Meul-
der, 2003).3 Table 1 shows the sources and sizes

3We also considered using Wikipedia as our data source,
but did not due to quality issues (Alabi et al., 2020).
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of the data we use for annotation. Overall, we col-
lected between 4.8K–11K sentences per language
from either a monolingual or a translation corpus.

Monolingual corpus We collect a large monolin-
gual corpus for nine languages, mostly from local
news articles except for chiShona and Kiswahili
texts, which were crawled from Voice of America
(VOA) websites.4As Yorùbá text was missing dia-
critics, we asked native speakers to manually add
diacritics before annotation. During data collection,
we ensured that the articles are from a variety of
topics e.g. politics, sports, culture, technology, so-
ciety, and education. In total, we collected between
8K–11K sentences per language.

Translation corpus For the remaining languages
for which we were unable to obtain sufficient
amounts of monolingual data, we use a transla-
tion corpus, MAFAND-MT (Adelani et al., 2022),
which consists of French and English news articles
translated into 11 languages. We note that transla-
tionese may lead to undesired properties, e.g., un-
naturalness. However, we did not observe serious
issues during the annotation. The number of sen-
tences is constrained by the size of the MAFAND-
MT corpus, which is between 4,800–8,000.

4.2 NER Annotation Methodology
We annotated the collected monolingual texts with
the ELISA annotation tool (Lin et al., 2018) with
four entity types: Personal name (PER), Loca-
tion (LOC), Organization (ORG), and date and time
(DATE), similar to MasakhaNER 1.0 (Adelani et al.,
2021b). We made use of the MUC-6 annotation
guide.5 The annotation was carried out by three na-
tive speakers per language recruited from AI/NLP
communities in Africa. To ensure high-quality an-
notation, we recruited a language coordinator to su-
pervise annotation in each language. We organized
two online workshops to train language coordina-
tors on the NER annotation. As part of the training,
each coordinator annotated 100 English sentences,
which were verified. Each coordinator then trained
three annotators in their team using both English
and African language texts with the support of the
workshop organizers. All annotators and language
coordinators received appropriate remuneration.6

At the end of annotation, language coordinators
worked with their team to resolve disagreements

4www.voashona.com/ and www.voaswahili.com/
5https://cs.nyu.edu/~grishman/muc6.html
6$10 per hour, annotating about 200 sentences per hour.

Fleiss’ QC flags Fleiss’ QC flags
Lang. Kappa fixed? Lang. Kappa fixed?

bam 0.980 ✗ pcm 0.966 ✗
bbj 1.000 ✓ nya 0.988 ✓
ewe 0.991 ✓ sna 0.957 ✓
fon 0.941 ✗ swa 0.974 ✓
hau 0.950 ✗ tsn 0.962 ✗
ibo 0.965 ✗ twi 0.932 ✗
kin 0.943 ✗ wol 0.979 ✓
lug 0.950 ✓ xho 0.945 ✓
luo 0.907 ✗ yor 0.950 ✓
mos 0.927 ✗ zul 0.953 ✓

Table 2: Inter-annotator agreement for our datasets cal-
culated using Fleiss’ kappa κ at the entity level before
adjudication. QC flags (✓) are the languages that fixed
the annotations for all Quality Control flagged tokens.

using the adjudication function of ELISA, which
ensures a high inter-annotator agreement score.

4.3 Quality Control

As discussed in subsection 4.2, language coordi-
nators helped resolve several disagreements in an-
notation prior to quality control. Table 2 reports
the Fleiss Kappa score after the intervention of lan-
guage coordinators (i.e. post-intervention score).
The pre-intervention Fleiss Kappa score was much
lower. For example, for pcm, the pre-intervention
Fleiss Kappa score was 0.648 and improved to
0.966 after the language coordinator discussed the
disagreements with the annotators.

For the quality control, annotations were auto-
matically adjudicated when there was agreement,
but were flagged for further review when anno-
tators disagreed on mention spans or types. The
process for reviewing and fixing quality control
issues was voluntary and so not all languages were
further reviewed (see Table 2).

We automatically identified positions in the an-
notation that were more likely to be annotation
errors and flagged them for further review and cor-
rection. The automatic process flags tokens that are
commonly annotated as a named entity but were
not marked as a named entity in a specific position.
For example, the token Province may appear com-
monly as part of a named entity and infrequently
not as a named entity, so when it is seen as not
marked it was flagged. Similarly, we flagged to-
kens that had near-zero entropy with regard to a
certain entity type, for example a token almost al-
ways annotated as ORG but very rarely annotated
as PER. We also flagged potential sentence bound-
ary errors by identifying sentences with few tokens
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PLM # Lang. Languages in MasakhaNER 2.0

mBERT-cased (110M) 104 swa, yor
XLM-R-base/large
(270M / 550M)

100 hau, swa, xho

mDeBERTaV3 (276M) 100 hau, swa, xho
RemBERT (575M) 110 hau, ibo, nya, sna, swa, xho, yor, zul
AfriBERTa (126M) 11 hau, ibo, kin, pcm, swa, yor
AfroXLMR-base/large
(270M/550M)

20 hau, ibo, kin, nya, pcm, sna, swa,
xho, yor, zul

Table 3: Language coverage and size for PLMs.

or sentences which end in a token that appears to
be an abbreviation or acronym. As shown in Table
2, before further adjudication and correction there
was already relatively high inter-annotator agree-
ment measured by Fleiss’ Kappa at the mention
level.

After quality control, we divided the annotation
into training, development, and test splits consist-
ing of 70%, 10%, and 20% of the data respectively.
Appendix A provide details on the number of to-
kens per entity (PER, LOC, ORG, and DATE) and
the fraction of entities in the tokens.

5 Baseline Experiments

5.1 Baseline Models

As baselines, we fine-tune several multilingual
PLMs including mBERT (Devlin et al., 2019b),
XLM-R (base & large; Conneau et al., 2020), mDe-
BERTaV3 (He et al., 2021), AfriBERTa (Ogueji
et al., 2021), RemBERT (Chung et al., 2021), and
AfroXLM-R (base & large; Alabi et al., 2022). We
fine-tune the PLMs on each language’s training
data and evaluate performance on the test set using
HuggingFace Transformers (Wolf et al., 2020).

Massively multilingual PLMs Table 3 shows
the language coverage and size of different mas-
sively multilingual PLMs trained on 100–110 lan-
guages. mBERT was pre-trained using masked
language modeling (MLM) and next-sentence pre-
diction on 104 languages, including swa and yor.
RemBERT was trained with a similar objective, but
makes use of a larger output embedding size dur-
ing pre-training and covers more African languages.
XLM-R was trained only with MLM on 100 lan-
guages and on a larger pre-training corpus. mDe-
BERTaV3 makes use of ELECTRA-style (Clark
et al., 2020) pre-training, i.e., a replaced token de-
tection (RTD) objective instead of MLM.

Africa-centric multilingual PLMs We also ob-
tained NER models by fine-tuning two PLMs

that are pre-trained on African languages. AfriB-
ERTa (Ogueji et al., 2021) was pre-trained on
less than 1 GB of text covering 11 African lan-
guages, including six of our focus languages, and
has shown impressive performance on NER and
sentiment classification for languages in its pre-
training data (Adelani et al., 2021b; Muhammad
et al., 2022). AfroXLM-R (Alabi et al., 2022) is
a language-adapted (Pfeiffer et al., 2020) version
of XLM-R that was fine-tuned on 17 African lan-
guages and three high-resource languages widely
spoken in Africa (“eng”, “fra”, and “ara”). Ap-
pendix J provides the model hyper-parameters for
fine-tuning the PLMs.

5.2 Baseline Results

Table 4 shows the results of training NER models
on each language using the eight multilingual and
Africa-centric PLMs. All PLMs provided good
performance in general. However, we observed
worse results for mBERT and AfriBERTa espe-
cially for languages they were not pre-trained on.
For instance, both models performed between 6–
12 F1 worse for bbj, wol or zul compared to
XLM-R-base. We hypothesize that the perfor-
mance drop is largely due to the small number of
African languages covered by mBERT as well as
AfriBERTa’s comparatively small model capacity.
XLM-R-base gave much better performance (> 1.0
F1) on average compared to mBERT and AfriB-
ERTa. We found the larger variants of mBERT
and XLM-R, i.e., RemBERT and XLM-R-large to
give much better performance (> 2.0 F1) than the
smaller models. Their larger capacity facilitates
positive transfer, yielding better performance for
unseen languages. Surprisingly, mDeBERTaV3
provided slightly better results than XLM-R-large
and RemBERT despite its smaller size, demon-
strating the benefits of the RTD pre-training (Clark
et al., 2020).

The best PLM is AfroXLM-R-large, which out-
performs mDeBERTaV3, RemBERT and AfriB-
ERTa by +1.3 F1, +2.0 F1 and +4.0 F1 respec-
tively. Even the performance of its smaller variant,
AfroXLM-R-base is comparable to mDeBERTaV3.
Overall, our baseline results highlight that large
PLMs, PLM with improved pre-training objectives,
and PLMs pre-trained on the target African lan-
guages are able to achieve reasonable baseline per-
formance. Combining these criteria provides im-
proved performance, such as AfroXLM-R-large, a
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Model bam bbj ewe fon hau ibo kin lug luo mos nya pcm sna swa tsn twi wol xho yor zul AVG

PLM pre-trained on 100+ world languages
mBERT 78.9 60.6 86.9 79.9 85.2 87.3 83.2 85.5 80.3 71.4 88.6 87.1 92.4 92.1 86.4 75.7 79.9 85.0 87.7 81.7 82.8±0.2

XLM-R-base 78.7 72.3 88.5 81.9 83.8 87.8 82.5 86.7 79.3 72.7 89.9 88.5 93.6 92.2 86.1 78.7 82.3 87.0 85.8 84.6 84.1±0.1

XLM-R-large 79.4 75.2 89.1 81.6 86.3 87.2 84.3 88.1 80.8 74.9 90.5 89.2 94.2 92.6 85.9 79.8 82.0 88.1 86.6 86.7 85.1±0.5

RemBERT 80.1 74.2 89.2 82.2 84.7 86.4 85.2 87.1 80.4 72.7 91.4 89.5 94.8 92.0 87.0 78.5 83.6 88.3 87.2 85.5 85.0±0.2

mDeBERTaV3 80.2 73.5 89.8 81.8 85.4 88.8 86.4 88.7 80.3 76.4 92.0 90.1 95.5 92.5 86.5 79.4 83.6 88.1 86.7 88.3 85.7±0.2

PLM pre-trained on African languages
AfriBERTa 78.6 71.0 86.9 79.9 85.2 87.3 83.2 85.5 78.4 71.4 88.6 87.1 92.4 92.1 83.2 75.7 79.9 85.0 87.7 81.7 83.0±0.2

AfroXLMR-base 79.6 73.3 89.2 82.3 86.6 88.5 86.1 88.1 80.8 74.4 91.9 89.3 95.7 92.3 87.7 78.9 84.9 88.6 88.3 88.4 85.7±0.1

AfroXLMR-large 82.2 74.8 90.3 82.7 87.4 89.6 87.5 89.6 82.2 76.4 92.4 89.7 96.2 92.7 89.4 81.1 86.8 89.9 89.3 90.6 87.0±0.2

Table 4: NER Baselines on MasakhaNER 2.0. We compare several multilingual PLMs including the ones trained
on African languages. Average is over 5 runs.

Train Lang. Data bam bbj ewe fon hau ibo kin lug luo mos nya pcm sna swa tsn twi wol xho yor zul AVG

Language in MasakhaNER 1.0? ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✓ ✗ -

Evaluation on MasakhaNER 2.0 test set
(a) MasakhaNER 1.0 MasakhaNER 1.0 52.2 48.4 78.3 52.9 76.9 86.0 77.6 83.2 68.6 55.0 82.1 86.7 49.6 89.4 80.0 56.6 73.6 56.9 69.4 69.9 69.7±0.6

(b) MasakhaNER 1.0 MasakhaNER 2.0 50.9 49.8 76.2 57.1 88.7 90.1 87.6 90.0 82.7 49.6 80.4 90.2 42.5 93.1 79.4 57.3 87.0 47.4 89.7 64.3 72.7±0.6

(c) MasakhaNER 2.0 MasakhaNER 2.0 82.3 75.5 89.5 83.2 87.7 92.3 87.2 89.1 81.8 75.3 92.2 89.9 95.9 93.1 89.5 78.8 86.4 89.7 89.1 90.7 87.0±1.2

Evaluation on MasakhaNER 1.0 test set
(a) MasakhaNER 1.0 MasakhaNER 1.0 – – – – 92.1 89.2 79.1 86.0 80.0 – – 91.2 – 89.5 – – 70.8 – 85.0 – 84.8±0.3

(b) MasakhaNER 1.0 MasakhaNER 2.0 – – – – 80.8 84.6 77.7 79.0 67.0 – – 88.0 – 86.3 – – 71.6 – 85.0 – 80.0±0.3

(c) MasakhaNER 2.0 MasakhaNER 2.0 – – – – 80.4 84.3 77.0 79.8 67.6 – – 87.9 – 86.5 – – 72.1 – 84.8 – 80.1±0.8

Table 5: Multilingual evaluation on African NER datasets. We compare the performance of AfroXLM-R-large
trained on languages of MasakhaNER 2.0 and MasakhaNER 1.0 and evaluated both on the same and on the other
dataset. The first column indicate the languages used for training (the 10 languages from MasakhaNER or the 20
languages from MasakhaNER 2.0). The second column indicates the training data. Average is over 5 runs.

large PLM trained on several African languages.

5.3 Entity-level Analysis of MasakhaNER 2.0

5.3.1 Error Analysis with ExplainaBoard
Furthermore, using ExplainaBoard (Liu et al.,
2021), we analysed the best three baseline NER
models: AfroXLM-R-large, mDeBERTaV3, and
XLM-R-large. We discovered that 2-token enti-
ties were easier to predict accurately than lengthier
entities (4 or more words). Moreover, the result
shows that all the models have difficulty predicting
zero-frequency entities effectively (entities with
no occurrences in the training set). Interestingly,
AfroXLMR-large is significantly better than other
models for zero-frequency entities, suggesting that
training PLMs on African languages promotes gen-
eralization to unseen entities. Finally, we observed
that the three models perform better when predict-
ing PER and LOC entities compared to ORG and
DATE entities by up to (+5%). Appendix D pro-
vides more details on the error analysis.

5.3.2 Dataset Geography of Entities
Next, we analyse the geographical representative-
ness of the entities in our dataset, specifically, we
measure the count of entities based on the coun-
tries they originate from. Following the approach
of Faisal et al. (2022), we first performed entity
linking of named entities present in our dataset to
Wikidata IDs using mGenre (De Cao et al., 2022),

followed by mapping Wikidata IDs to countries.
Figure 1 shows the result of number of entities

per continent and the top-10 countries with the
largest representation of entities. Over 50% of
the entities are from Africa, followed by Europe.
This shows that the entities of MasakhaNER 2.0
properly represent the African continent. Seven out
of the top-10 countries are from Africa, but also
includes USA, United Kingdom and France.

5.4 Transfer Between African NER Datasets
African languages have a diverse set of linguistic
characteristics. To demonstrate this heterogene-
ity, we perform a transfer learning experiment
where we compare the performance of multilin-
gual NER models jointly trained on the languages
of MasakhaNER 1.0 or MasakhaNER 2.0 and per-
form zero-shot evaluation on both test sets. We
consider three experimental settings:

(a) Train on all languages in MasakhaNER 1.0
using MasakhaNER 1.0 training data.

(b) Train on the languages in MasakhaNER 1.0
(excl. “amh”) using the MasakhaNER 2.0
training data.

(c) Train on all languages in MasakhaNER 2.0
using MasakhaNER 2.0 training data.

Table 5 shows the result of the three settings. When
evaluating on the MasakhaNER 2.0 test set in set-

4493



Africa Asia Europe N. America Oceania S. America
Continent

0

500

1000

1500

2000

2500

3000

3500

4000

Co
un

t o
f e

nt
iti

es

(a) Number of entities per continent

Ni
ge

ria US
A

So
ut

h A
fri

ca
Ug

an
da UK

Fra
nc

e
Zim

ba
bw

e
Rw

an
da Ma
li

Ma
law

i

Country

0

200

400

600

800

1000

Co
un

t o
f e

nt
iti

es

(b) Top-10 countries
Figure 1: Number of entities per continent and the top-10 countries with the largest number of entities

ting (a), the performance is mostly high (> 65 F1)
for languages in MasakhaNER 1.0. Most of the
languages that are not in MasakhaNER 1.0 have
worse zero-shot performance, typically between
48− 60 F1 except for ewe, nya, tsn, and zul with
over 69 F1. Making use of a larger dataset, i.e.,
setting (b) from MasakhaNER 2.0 only provides
a small improvement (+3 F1). The evaluation
on setting (c) shows a large gap of about 15 F1
and 17 F1 compared to settings (b) and (a) on the
MasakhaNER 2.0 test set respectively, especially
for Southern Bantu languages like sna and xho. On
the MasakhaNER 1.0 test set, training on the in-
distribution MasakhaNER 1.0 languages and train-
ing set achieves the best performance. However,
the performance gap compared to training on the
MasakhaNER 2.0 data is much smaller. Overall,
these results demonstrate the need to create large
benchmark datasets (like MasakhaNER 2.0) cov-
ering diverse languages with different linguistic
characteristics, particularly for the Africa.

6 Cross-Lingual Transfer

The success of cross-lingual transfer either in zero
or few-shot settings depends on several factors, in-
cluding an appropriate selection of the best source
language. Several attempts at cross-lingual trans-
fer make use of English as the source language
due to its availability of training data. However,
English is unrepresentative of African languages
and transfer performance is often lower for distant
languages (Adelani et al., 2021b).

6.1 Choosing Transfer Languages for NER

Here, we follow the approach of Lin et al. (2019),
LangRank, that uses source-target transfer evalu-
ation scores and data-dependent features such as
dataset size and entity overlap, and six different lin-
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Figure 2: Zero-shot Transfer from several source
languages to African languages for 10 languages in
MasakhaNER 2.0 and the average (ave) over all 20 lan-
guages. Appendix G shows results for each of the 20
languages.

guistic distance measures based on lang2vec (Lit-
tell et al., 2017) such as geographic distance (dgeo),
genetic distance (dgen), inventory distance (dinv),
syntactic distance (dsyn), phonological distance
(dpho), and featural distance (dfea). We pro-
vide definitions of the features in Appendix E.
LangRank is trained using these features to deter-
mine the best transfer language in a leave-one-out
setting where, for each target language, we train on
all other languages except the target language. We
compute transfer F1 scores from a set of N trans-
fer (source) languages and evaluate on N target
languages, yielding N ×N transfer scores.
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Top-2 Top-2 Top-3 features selected Target Top-1 Top-2 Top-2 Best Second eng
Target Transf. LangRank by LangRank model Lang. LangRank LangRank Transf. Transf. Best Tranf.
Lang. Lang Model Lang 1; Lang 2 F1 Lang. F1 Lang. F1 Lang. F1 F1 Transf. F1 F1

bam twi, fon wol, fon (dgeo, dinv, sr); (dgeo, sr, dpho) 80.4 47.1 52.8 55.1 54.3 53.0 38.4
bbj fon, ewe twi, ewe (stf , dsyn, dgeo); (stf , dgeo, sr) 72.9 53.9 58.8 60.1 59.8 58.4 45.8
ewe swa, twi pcm, swa (dgeo, stf , sr); (eo, dgeo, stf ) 91.7 78.1 81.1 83.9 81.6 81.5 76.4
fon mos, bbj yor, ewe (dgeo, dsyn, sr); (stf , dgeo, dgen) 84.9 58.4 64.9 69.9 65.4 62.0 50.6
hau pcm, yor yor, swa (dgeo, sr, eo); (eo, sr, stf ) 86.9 74.3 74.8 77.4 75.9 74.3 72.4
ibo sna, yor pcm, kin (eo, dgeo, stf ); (dgeo, sr, eo) 91.0 64.2 63.9 77.1 70.4 66.0 61.4
kin hau, swa sna, yor (eo, dgeo, stf ); (eo, stf , sr) 89.5 69.2 71.8 74.0 71.1 70.6 67.4
lug kin, nya luo, zul (dgeo, sr, eo); (dsyn, dgeo, sr) 91.5 75.9 78.1 82.1 81.1 80.0 76.5
luo swa, hau lug, sna (dgeo, sr, eo); (dgeo, eo, sr) 81.2 54.9 61.6 61.1 60.4 59.5 53.4
mos fon, ewe yor, fon (dgeo, dinv, sr); (dgeo, stf , sr) 78.9 50.8 62.5 65.6 64.2 60.4 45.4
nya swa, nld zul, sna (eo, dgeo, sr); (dgeo, eo, dsyn) 93.5 65.5 81.5 81.8 81.8 81.7 80.1
pcm hau, yor eng, yor (eo, dgen, dsyn); (eo, dgeo, sr) 89.9 75.5 79.9 81.8 80.5 79.1 75.5
sna zul, xho swa, zul (eo, sr, stf ); (dgeo, sr, eo) 96.0 32.4 80.0 80.0 77.5 74.5 37.1
swa deu, ara ita, nld (sr, dinv, eo); (eo, stf , sr) 94.6 84.5 86.0 89.6 88.7 88.1 87.9
tsn deu, swa swa, nya (eo, dinv, stf ); (dinv, dgeo, dgen) 88.7 73.1 73.4 74.0 73.3 73.1 65.8
twi swa, nya swa, ewe (eo, stf , dgeo); (dgeo, stf , sr) 82.0 61.9 57.2 64.3 61.0 61.9 49.5
wol fon, mos fon, yor (dgeo, sr, stf ); (sr, dgeo, dsyn) 85.2 62.0 59.4 63.0 62.0 58.9 44.8
xho zul, sna zul, pcm (eo, dgeo, dgen); (eo, stf , dinv) 90.8 83.7 83.0 84.3 83.7 74.0 24.5
yor hau, pcm fon, pcm (dgeo, dinv, dsyn); (eo, dgeo, dinv) 88.3 37.3 43.2 50.3 50.3 48.8 40.4
zul xho, sna xho, sna (eo, dgen, dgeo); (dsyn, sr, dgeo) 88.6 82.1 85.5 85.5 82.1 69.4 44.7

AVG – 87.3 64.2 69.8 73.1 71.3 68.8 56.9

Table 6: Best Transfer Languages for NER. The best zero-shot result is bolded, numbers that are not significantly
different are underlined. The ranking model features are based on the definitions in (Lin et al., 2019) like: geographic
distance (dgeo), genetic distance (dgen), inventory distance (dinv), syntactic distance (dsyn), phonological distance
(dpho), transfer language dataset size (stf ), transfer over target size ratio (sr), and entity overlap (eo). The languages
highlighted in gray have very good transfer performance (> 70%) using the best transfer language.

Choice of Transfer Languages We selected 22
human-annotated NER datasets of diverse lan-
guages by searching the web and HuggingFace
Dataset Hub (Lhoest et al., 2021). We required
each dataset to contain at least the PER, ORG, and
LOC types, and we limit our analysis to these types.
We also added our MasakhaNER 2.0 dataset with
20 languages. In total, the datasets cover 42 lan-
guages (21 African). Each language is associated
with a single dataset. Appendix C provides de-
tails about the languages, datasets, and data splits.
To compute zero-shot transfer scores, we fine-tune
mDeBERTaV3 on the NER dataset of a source lan-
guage and perform zero-shot transfer to the target
languages. We choose mDeBERTaV3 because it
supports 100 languages and has the best perfor-
mance among the PLMs trained on a similar num-
ber of languages.

6.2 Single-source Transfer Results

Figure 2 shows the zero-shot evaluation of training
on 42 NER datasets and evaluation on the test sets
of the 20 MasakhaNER 2.0 languages. On average,
we find the transfer from non-African languages
to be slightly worse (51.7 F1) than transfer from
African languages (57.3 F1). The worst transfer
result is using bbj as source language (41.0 F1)
while the best is using sna (64 F1), followed by
yor (63 F1).

We identify German (deu) and Finnish (fin) as
the top-2 transfer languages among the non-African

languages. In most cases, languages that are geo-
graphically and syntactically close tend to benefit
most from each other. For example, sna, xho, and
zul have very good transfer among themselves due
to both syntactic and geographical closeness. Simi-
larly, for Nigerian languages (hau, ibo, pcm, yor)
and East African languages (kin, lug, luo, swa),
geographical proximity plays an important role.
While most African languages prefer transfer from
another African language, there are few exceptions,
like swa preferring transfer from deu or ara. The
latter can be explained by the presence of Arabic
loanwords in Swahili (Versteegh, 2001). Similarly,
nya and tsn also prefer deu. Appendix G provides
results for transfer to non-African languages.

6.3 LangRank and Co-training Results

We also investigate the benefit of training on the
second-best language in addition to the languages
selected by LangRank. We jointly train on the com-
bined data of the top-2 transfer languages or the top-
2 languages predicted by LangRank and evaluate
their zero-shot performance on the target language.
Table 6 shows the result for the top-2 transfer lan-
guages using the best from 42 × 42 transfer F1-
scores and LangRank model predictions. LangRank
predicted the right language as one of the top-2 best
transfer language in 13 target languages. The tar-
get languages with incorrect predictions are fon,
ibo, kin, lug, luo, nya, and swa. The transfer
languages predicted as alternative are often in the
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top-5 transfer languages or are less than (−5 F1)
worse than the best transfer language. For example,
the best transfer language for lug is kin (81 F1)
but LangRank predicted luo (76 F1). Appendix H
gives results for non-African languages.

Features that are important for transfer The
most important features for the selection of best lan-
guage by LangRank are geographic distance (dgeo)
and entity overlap (eo). The dgeo is influential be-
cause named entities (e.g. name of a politician or
a city) are often similar from languages spoken in
the same country (e.g. Nigeria with 4 languages in
MasakhaNER 2.0) or region (e.g. East African lan-
guages). Similarly, we find entity overlap to have a
positive Spearman correlation (R = 0.6) to trans-
fer F1-score. Appendix F provides more details
on the correlation results. dgeo occurred as part
of the top-3 features for 15 best transfer language
and 16 second-best languages. Similarly, for eo,
it appeared 11–13 times for the top-2 transfer lan-
guages. Interestingly, dataset size was not among
the most important features, highlighting the need
for typologically diverse training data.

Best Transfer Language Outperforms English
We compare the zero-shot transfer performance of
the top-2 transfer languages to using eng as the
transfer language. They significantly outperform
the eng average of 56.9 by +14 and +12 F1 for the
first and second-best source language, respectively.

Co-training of Top-2 Transfer Languages Im-
proves Performance We find that co-training the
top-2 transfer languages further improves zero-shot
performance over the best transfer by around +3
F1. It is most significant for fon, ibo, kin and twi
with 3–7 F1 improvement. Co-training the top-2
transfer languages predicted by LangRank is bet-
ter than using the second-best transfer language,
but often performs worse than the best transfer lan-
guage.

6.4 Sample Efficiency Results

Figure 3 shows the performance when the model
is trained on a few target language samples com-
pared to when the best transfer language is used
prior to fine-tuning on the same number of target
language samples. We show the results for four
languages (which reflect common patterns across
all languages) and an average (ave) over the 20
languages. As seen in the figure, models achieve
less than 50 F1 when we train on 100 sentences
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Figure 3: Sample Efficiency Results for 100 and 500
samples in the target language, model fine-tuned from
a PLM (e.g. FT-100 – trained on 100 samples from
the target language) or fine-tuned from the best transfer
language NER model (e.g BT-Lang-0 – trained on 0
samples from the target language or zero-shot)

and over 75 F1 when training on 500 sentences.
In practice, annotating 100 sentences takes about
30 minutes while annotating 500 sentences takes
around 2 hours and 30 minutes; therefore, slightly
more annotation effort can yield a substantial qual-
ity improvement. We also find that using the best
transfer language in zero-shot settings gives a per-
formance very close to annotating 500 samples in
most cases, showing the importance of transfer lan-
guage selection. By additionally fine-tuning the
model on 100 or 500 target language samples, we
can further improve the NER performance. Ap-
pendix I provides the sample efficiency results for
individual languages.

7 Conclusion

In this paper, we present the creation of
MasakhaNER 2.0, the largest NER dataset for 20
diverse African languages and provide strong base-
line results on the corpus by fine-tuning multilin-
gual PLMs on in-language NER and multilingual
datasets. Additionally, we analyze cross-lingual
transfer in an Africa-centric setting, showing the
importance of choosing the best transfer language
in both zero-shot and few-shot scenarios. Using
English as the default transfer language can have
detrimental effects, and choosing a more appro-
priate language substantially improves fine-tuned
NER models. By analyzing data-dependent, ge-
ographical, and typological features for transfer
in NER, we conclude that geographical distance
and entity overlap contribute most effectively to
transfer performance.
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Limitations

Some Language families not covered While we
try to cover 20 topologically diverse languages and
language families, a few locations in Africa and
smaller language family groups were not covered.
For example, languages from the Khoisan and Aus-
tronesian (like Malagasy) family were not covered.
Also, languages spoken in the central Africa like
South Sudan, Chad, and DRC were not covered.

News Domain Data As the data we annotated
belonged to the news domain, models trained from
this data may not generalize well to other domains.
In particular, the models may not perform well on
more casual text that may use different vocabulary,
discuss different entities, and contain more ortho-
graphic variation. This limitation also applies for
the English NER Corpus.

Generalizability of Transfer Learning Findings
As we only experimented with one task (NER), our
findings regarding effective approaches to transfer
learning for African languages and PLMs may not

generalize to other tasks (e.g. machine translation,
part of speech tagging); other features of language
similarity may be more important for other tasks.

Explaining Transfer Learning Findings We
found that the LangRank model could not predict
the top transfer languages with 100% accuracy.
This suggests that there are other, unknown fac-
tors that could affect transfer performance, which
we did not explore. For example, there is still work
to be done to understand the sociolinguistic con-
nections and language contact conditions that may
correlate with effective transfer.

Ethics Statement

Our research process has been deeply rooted in
the principles of participatory AI research (∀ et al.,
2020), where the populations most affected by the
research—the native speakers of the languages in
this case—are involved throughout the project as
stakeholders.

We believe our work will be of benefit to the
speakers of the included languages by enabling
better language technology for their languages. By
keeping them engaged throughout the process and
as collaborators in this work, we have been able to
become aware of any potential harms. As the data
we use for annotation is news data that was already
publicly available, the release of our annotation is
unlikely to cause unintended harm.

However, there are always potential unintended
consequences when creating NER data and mod-
els. The data selection, annotation, adjudication,
and model training process can all introduce biases
that may have negative effects. Specifically, within
each language, the models trained may perform bet-
ter when processing names that commonly appear
in newswire, and worse when processing names
belonging to entities less well-represented in the
news domain, propagating biases to downstream
tasks.
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A Data Source and Splits

Table 7 shows the MasakhaNER 2.0 language, data
source, train/dev/test split, and the number of to-
kens per entity type.

B Language Characteristics

Table 8 provides the details about the language
characteristics.

B.1 Morphology and Noun classes

Many African languages are morphologically rich.
According to the World Atlas of Language Struc-
tures (WALS; Nichols and Bickel, 2013), 16 of
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# Tokens % Entities

Language Data Source Train / dev / test PER LOC ORG DATE in Tokens #Tokens

Bambara (bam) MAFAND-MT (Adelani et al., 2022) 4462/ 638/ 1274 4281 2557 429 2898 6.5 155,552
Ghomálá’ (bbj) MAFAND-MT (Adelani et al., 2022) 3384/ 483/ 966 2464 1371 1586 2457 11.3 69,474
Éwé (ewe) MAFAND-MT (Adelani et al., 2022) 3505/ 501/ 1001 3931 5168 2064 2665 15.3 90420
Fon (fon) MAFAND-MT (Adelani et al., 2022) 4343/ 621/ 1240 3572 2595 3082 5120 8.3 173,099
Hausa (hau) Kano Focus and Freedom Radio 5716/ 816/ 1633 9853 6759 7089 7251 14.0 221,086
Igbo (ibo) IgboRadio and Ka O. dI. Taa 7634/ 1090/ 2181 8532 7077 5418 4727 7.5 344,095
Kinyarwanda (kin) IGIHE, Rwanda 7825/ 1118/ 2235 6889 8960 7012 8187 12.6 245,933
Luganda (lug) MAFAND-MT (Adelani et al., 2022) 4942/ 706/ 1412 6058 3706 5441 3484 15.6 120,119
Luo (luo) MAFAND-MT (Adelani et al., 2022) 5161/ 737/ 1474 6806 5605 7099 7359 11.7 229,927
Mossi (mos) MAFAND-MT (Adelani et al., 2022) 4532/ 648/ 1294 2804 3044 3209 6334 9.2 168,141
Naija (pcm) MAFAND-MT (Adelani et al., 2022) 5646/ 806/ 1613 4711 5077 5940 3654 9.4 206,404
Chichewa (nya) Nation Online Malawi 6250/ 893/ 1785 9657 4600 5924 4308 9.3 263,622
Shona (sna) VOA Shona 6207/ 887/ 1773 10667 5289 12418 3423 16.2 195,834
Swahili (swa) VOA Swahili 6593/ 942/ 1883 9510 10515 6515 5331 12.7 251,678
Setswana (tsn) MAFAND-MT (Adelani et al., 2022) 3489/ 499/ 996 3991 2285 2905 3190 8.8 141,069
Akan/Twi (twi) MAFAND-MT (Adelani et al., 2022) 4240/ 605/ 1211 3588 2474 2375 1433 6.3 155,985
Wolof (wol) MAFAND-MT (Adelani et al., 2022) 4593/ 656/ 1312 3588 2474 2375 1433 7.4 181,048
isiXhosa (xho) Isolezwe Newspaper 5718/ 817/ 1633 8098 3087 5633 2433 15.1 127,222
Yorùbá (yor) Voice of Nigeria and Asejere 6877/ 983/ 1964 8537 5819 6998 6372 11.4 244,144
isiZulu (zul) Isolezwe Newspaper 5848/ 836/ 1670 5050 1900 5229 2012 11.0 128,658

Table 7: Languages and Data Splits for MasakhaNER 2.0 Corpus. Distribution of the number of entities

No. of Latin Letters Morphological Inflectional Noun
Language Letters Omitted Letters added Tonality diacritics Word Order typology Morphology (WALS) Classes

Bambara (bam) 27 q,v,x E, O, ñ, N yes, 2 tones yes SVO & SOV isolating strong suffixing absent
Ghomálá’ (bbj) 40 q, w, x, y bv, dz, @, a@, E, gh, ny, nt, N, Nk, O, pf,

mpf, sh, ts, 0, zh, ’
yes, 5 tones yes SVO agglutinative strong prefixing active, 6

Éwé (ewe) 35 c, j, q ã, dz, E, ƒ, gb, G, kp, ny, N, O, ts, V yes, 3 tones yes SVO isolating equal prefixing and suffixing vestigial
Fon (fon) 33 q ã, E,gb, hw, kp, ny, O, xw yes, 3 tones yes SVO isolating little affixation vestigial
Hausa (hau) 44 p,q,v,x á, â, Î, ¯, kw, Îw, gw, ky, Îy, gy, sh, ts yes, 2 tones no SVO agglutinative little affixation absent
Igbo (ibo) 34 c, q, x ch, gb, gh, gw, kp, kw, nw, ny, o. , ȯ, sh, u. yes, 2 tones yes SVO agglutinative little affixation vestigial
Kinyarwanda (kin) 30 q, x cy, jy, nk, nt, ny, sh yes, 2 tones no SVO agglutinative strong prefixing active, 16
Luganda (lug) 25 h, q, x N, ny yes, 3 tones no SVO agglutinative strong prefixing active, 20
Luo (luo) 31 c, q, x, v, z ch, dh, mb, nd, ng’, ng, ny, nj, th, sh yes, 4 tones no SVO agglutinative equal prefixing and suffixing absent
Mossi (mos) 26 c, j, q, x ’, E, Ì, V yes, 2 tones yes SVO isolating strongly suffixing active, 11
Chichewa (nya) 31 q, x, y ch, kh, ng, N, ph, tch, th, ŵ yes, 2 tones no SVO agglutinative strong prefixing active, 17
Naija (pcm) 26 – – no no SVO mostly analytic strongly suffixing absent
Shona (sna) 29 c, l, q, x bh, ch, dh, nh, sh, vh, zh yes, 2 tones no SVO agglutinative strong prefixing active, 20
Swahili (swa) 33 x, q ch, dh, gh, kh, ng’, ny, sh, th, ts no yes SVO agglutinative strong suffixing active, 18
Setswana (tsn) 36 c, q, v, x, z ê, kg, kh, ng, ny, ô, ph, š, th, tl, tlh, ts,

tsh, tš, tšh
yes, 2 tones no SVO agglutinative strong prefixing active, 18

Akan/Twi (twi) 22 c,j,q,v,x,z E, O yes, 5 tones no SVO isolating strong prefixing active, 6
Wolof (wol) 29 h,v,z N, à, é, ë, ó, ñ no yes SVO agglutinative strong suffixing active, 10
isiXhosa (xho) 68 – bh, ch, dl, dy, dz, gc, gq, gr, gx, hh, hl,

kh, kr, lh, mh, ng, ngc, ngh, ngq, ngx,
nkq, nkx, nh, nkc, nx, ny, nyh, ph, qh,
rh, sh, th, ths, thsh, ts, tsh, ty, tyh, wh,
xh, yh, zh

yes, 2 tones no SVO agglutinative strong prefixing active, 17

Yorùbá (yor) 25 c, q, v, x, z e. , gb, s. , o. yes, 3 tones yes SVO isolating little affixation vestigial, 2
isiZulu (zul) 55 – nx, ts, nq, ph, hh, ny, gq, hl, bh, nj, ch,

ngc, ngq, th, ngx, kl, ntsh, sh, kh, tsh,
ng, nk, gx, xh, gc, mb, dl, nc, qh

yes, 3 tones no SVO agglutinative strong prefixing active, 17

Table 8: Linguistic Characteristics of the Languages

our languages employ strong prefixing or suffix-
ing inflections. Niger-Congo languages are known
for their system of noun classification. 12 of
the languages actively make use of between 6–20
noun classes, including all Bantu languages and
Ghomálá’, Mossi, Akan and Wolof (Nurse and
Philippson, 2006; Payne et al., 2017; Bodomo and
Marfo, 2002; Babou and Loporcaro, 2016). While
noun classes are often marked using affixes on the
head word in Bantu languages, some non-Bantu
languages, e.g., Wolof make use of a dependent
such as a determiner that is not attached to the head
word. For the other Niger-Congo languages such as
Fon, Ewe, Igbo and Yorùbá, the use of noun classes
is merely vestigial (Konoshenko and Shavarina,
2019). For example, Yorùbá only distinguishes
between human and non-human nouns. Bambara
is the only Niger-Congo language without noun

classes, and some have argued that the Mande fam-
ily should be regarded as an independent language
family. Three of our languages from the Southern
Bantu family (chiShona, isiXhosa and isiZulu) cap-
italize proper names after the noun class prefix as in
the language names themselves. This characteristic
limits the transfer learning of NER from languages
without this feature, since NER models overfit on
capitalization (Mayhew et al., 2019).

B.2 IsiXhosa and isiZulu morphological
structure

IsiXhosa and isiZulu are agglutinative languages
with a complex morphology. Each root or stem can
attach a variety of affixes to form new inflections
and derivations, with a variety of affixes added to
root and stem morphemes to vary their meaning
and convey syntactic agreement. The noun class
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Language Data Source # Train # dev # test

Amharic (amh) MasakhaNER 1.0 (Adelani et al., 2021b) 1,750 250 500
Arabic (ara) ANERcorp (Benajiba et al., 2007; Obeid et al., 2020) 3,472 500 924
Danish (dan) DANE (Hvingelby et al., 2020) 4,383 564 565
German (deu) CoNLL03 (Tjong Kim Sang and De Meulder, 2003) 12,152 2,867 3,005
English (eng) CoNLL03 (Tjong Kim Sang and De Meulder, 2003) 14,041 3,250 3,453
Spanish (spa) CoNLL02 (Tjong Kim Sang, 2002) 8,322 1,914 1,516
Farsi (fas) PersoNER (Poostchi et al., 2016) 4,121 1,000 2,560
Finnish (fin) FINER (Ruokolainen et al., 2019) 13,497 986 3,512
French (fra) Europeana (Neudecker, 2016) 9,546 2,045 2,047
Hungarian (hun) Hungarian MTI (Szarvas et al., 2006) 4,532 648 1,294
Indonesia (ind) (Khairunnisa et al., 2020) 6,707 1,437 1,438
Italian (ita) I-CAB EVALITA 2007 & 2009 (Magnini et al., 2008) 11,227 4,136 2,068
Korean (kor) KLUE (Park et al., 2021) 20,008 1,000 5,000
Latvian (lav) (Gruzitis et al., 2018) 7,997 1,713 1,715
Nepali (nep) (Singh et al., 2019) 2,301 328 659
Dutch (nld) CoNLL02 (Tjong Kim Sang, 2002) 15,806 2,895 5,195
Norwegian (nor) (Johansen, 2019) 15,696 2,410 1,939
Portuguese (por) Second HAREM (Freitas et al., 2010) & Paramopama (Junior et al., 2015) 11,258 2,412 2,414
Romanian (ron) RONEC (Dumitrescu and Avram, 2020) 5,886 1,000 2,453
Swedish (swe) “swedish_ner_corpus” on HuggingFace Datasets (Lhoest et al., 2021) 9,000 1,330 2,000
Ukrainian (ukr) “benjamin/ner-uk” on HuggingFace Datasets (Lhoest et al., 2021) 10,833 1,307 668
Chinese (zho) “msra_ner” on HuggingFace Datasets (Lhoest et al., 2021) 45,057 3,442 1,721

Table 9: Languages and Data Splits for Other NER Datasets.

system and the concord agreement system are the
foundations of isiXhosa and isiZulu noun grammar.
This section offers an overview of these two princi-
ples and their applicability to the realization of NEs.
First, we briefly describe the noun class system, af-
ter which we discuss prefixing and capitalization
work for both languages.

According to the Meinhoff system (Melzian,
1933), nouns in African languages are classified
into one of 18 numbered classes based on their
prefix. As shown in the following example, sin-
gular nouns in class 1 take the prefix um-, while
associated plural nouns in class 2 take the prefix
aba-.

B.2.1 Prefix
Even though all named entities are nouns since they
designate a distinct entity, noun class designations
are critical in identifying NEs. According to Oost-
huysen (2016), the purpose of the noun class prefix
is to distinguish the class to which it belongs. It
shows whether the noun is singular or plural. The
derivation of all significant prefixes and cordial
agreements is based on this.

In isiXhosa, named entities referring to personal
nouns with the prefix um- belongs to noun class
1 with noun class 2 being its plural form. Named
entities such as jobs, objects and concepts belong
to noun class 3, e.g. umpheki (cook) and umthwalo
(burden). Lastly in isiXhosa, borrowed words from
English and Afrikaans such as ibhanka (bank) and
ihamire (hammer), belong to class 9. In isiZulu,

noun class 1 is a singular class which uses the prefix
umu-/um-. The allomorph umu- occurs when the
noun stem consists of one syllable, e.g. umuntu
(person) and the allomorph um- occurs when the
noun stem has more than one syllable, e.g. umfana
(boy). The noun class 2 is a plural class, with its
singular in class 1. Noun class 2 uses the prefix aba-
/ab-, e.g. abantu (people), abafana (boys). Noun
classes 1 and 2 are a personal class only containing
personal nouns.

Noun class 1a is a subclass of noun class 1. This
class contains personal nouns referring to family
relationships, professions, proper names and per-
sonalized nouns. This class uses the prefix u- with
no allomorphs, e.g. ugogo (grandmother), unesi
(nurse) or uSipho (personal name). The noun class
2a is a regular plural of class 1a which uses the pre-
fix o-, e.g. ogogo (grandmothers), onesi (nurses) or
oSipho (Sipho and company).

B.2.2 Capitalization
Capitalization is a very common feature for a num-
ber of natural language processing tools, such as
named entity recognition systems that identify peo-
ple’s names, and locations (De Waal et al., 2006).
Following are the four different types of the usage
of capitalization in isiXhosa and isiZulu (Priatama
et al., 2022):

1. Initial capitalization of words in which only
the initial letter is capitalized;

2. Mixed capitalization of words in which the
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Language XLM-R-large mDeBERTaV3-base AfroXLMR-large

all 0-freq ∆ 0-freq long ∆ long all 0-freq ∆ 0-freq long ∆ long all 0-freq ∆ 0-freq long ∆ long

bam 79.4 62.3 -17.1 74.7 -4.7 81.3 66.3 -15.0 78.6 -2.7 82.1 67.2 -14.9 81.1 -1.0
bbj 74.8 66.1 -8.7 87.4 12.6 75.0 65.8 -9.2 63.9 -11.1 76.5 65.8 -10.7 80.0 3.5
ewe 89.5 75.6 -13.9 70.6 -18.9 90.0 76.9 -13.1 70 -20.0 91.0 79.7 -11.3 74.2 -16.8
fon 81.5 71.2 -10.3 69.6 -11.9 83.3 74.5 -8.8 68.1 -15.2 82.8 73.6 -9.2 68.7 -14.1
hau 87.4 83.8 -3.6 77.6 -9.8 84.8 80.0 -4.8 72.2 -12.6 87.8 84.6 -3.2 78.1 -9.7
ibo 87.0 77.4 -9.6 75.6 -11.4 89.7 82.6 -7.1 71.8 -17.9 89.1 80.9 -8.2 64.0 -25.1
kin 84.1 74.9 -9.2 75.3 -8.8 86.2 79.0 -7.2 75.3 -10.9 87.8 81.7 -6.1 77.1 -10.7
lug 87.3 75.3 -12.0 74.1 -13.2 88.7 77.4 -11.3 78.6 -10.1 89.4 79.7 -9.7 74.7 -14.7
mos 77.1 69.5 -7.6 55.8 -21.3 78.0 71.2 -6.8 58.9 -19.1 77.5 70.2 -7.3 60.1 -17.4
nya 89.7 82.0 -7.7 81.6 -8.1 91.9 86.5 -5.4 86.7 -5.2 92.2 87.3 -4.9 87.1 -5.1
pcm 89.8 84.5 -5.3 76.8 -13.0 90.2 84.9 -5.3 79.7 -10.5 90.4 86.1 -4.3 79.1 -11.3
sna 94.9 89.9 -5.0 93.3 -1.6 95.3 91.4 -3.9 92.4 -2.9 96.3 93.9 -2.4 93.9 -2.4
swa 92.8 84.1 -8.7 73.0 -19.8 92.4 82.8 -9.6 65.1 -27.3 92.3 83.0 -9.3 65.9 -26.4
tsn 86.4 74.9 -11.5 34.5 -51.9 87.0 75.8 -11.2 45.7 -41.3 89.8 80.9 -8.9 42.9 -46.9
twi 77.9 65.5 -12.4 52.2 -25.7 80.4 70.9 -9.5 62.3 -18.1 81.4 72.3 -9.1 63.2 -18.2
wol 83.3 65.9 -17.4 59.1 -24.2 83.3 67.2 -16.1 58.6 -24.7 86.2 72.0 -14.2 62.2 -24.0
xho 88.0 83.2 -4.8 76.7 -11.3 88.0 83.8 -4.2 76.2 -11.8 90.1 86.5 -3.6 78.5 -11.6
yor 86.4 78.2 -8.2 67.0 -19.4 86.8 79.2 -7.6 74.4 -12.4 90.2 85.0 -5.2 74.0 -16.2
zul 86.4 83.2 -3.2 69.5 -16.9 89.4 86.1 -3.3 68.8 -20.6 90.1 87.5 -2.6 67.1 -23.0

avg 85.5 76.2 -9.3 70.8 -14.7 86.4 78.0 -8.4 70.9 -15.5 87.5 79.9 -7.6 72.2 -15.3

Table 10: F1 score for two varieties of hard-to-identify entities: zero-frequency entities that do not appear in the
training corpus, and longer entities of four or more words.

Language XLM-R-large mDeBERTaV3-base AfroXLMR-large

DATE LOC ORG PER DATE LOC ORG PER DATE LOC ORG PER

bam 90.3 83.2 80.7 87.1 90.1 86.4 79.2 88.4 92.6 87.7 82.4 86.1
bbj 87.6 82.9 79.4 83.6 79.9 86.4 72.5 87.2 85.7 87.0 75.2 84.7
ewe 91.8 96.8 85.5 95.9 91.8 96.4 88.6 97.1 92.0 97.8 85.6 98.6
fon 85.4 89.2 86.9 94.6 86.8 93.3 89.3 94.3 85.9 91.9 86.4 94.6
hau 86.8 90.0 92.5 98.0 86.4 89.2 89.1 98.0 87.4 91 92.2 98.2
ibo 84.5 91.6 83.5 97.7 85.4 95.6 82.5 99.1 87.2 96.5 73.4 98.8
kin 88.4 92.7 84.0 94.8 87.4 95.0 87.8 97.7 88.1 95.6 89.1 99.1
lug 78.2 93.1 94.2 95.8 80.2 95.1 94.3 96.0 81.7 93.1 95.1 97.3
mos 80.3 92.7 74.4 93.1 81.6 92.1 78.9 88.3 83.2 93.7 75.4 88.9
pcm 96.6 91.1 89.7 96.9 96.1 93.1 90.9 97.3 95.6 92.4 90.9 97.1
nya 89.1 94.1 94.2 94.4 89.6 96.7 96.0 94.9 89.1 96.2 94.8 95.6
sna 95.6 95.6 96.1 98.1 96.0 95.1 96.5 98.7 96.6 95.4 97.4 99.3
swa 92.2 97.0 95.2 98.8 91.5 96.9 94.6 98.8 91.5 97.4 93.7 98.2
tsn 88.1 88.3 89.1 97.1 87.8 90.0 89.0 97.6 90.5 94.8 92.2 98.6
twi 66.7 89.3 79.4 96.1 76.5 90.4 82.9 97.5 75.7 91.4 85.1 97.7
wol 80.6 84.9 87.0 95.9 80.8 88.2 88.4 95.0 82.6 91.9 88.0 97.0
xho 90.7 91.6 93.1 96.9 89.7 92.0 93.4 98.1 91.1 93.5 95.0 98.3
yor 89.6 94.0 90.3 93.6 89.6 92.1 91.4 94.6 91.3 95.8 92.5 96.4
zul 85.0 90.1 87.8 97.1 92.2 95.5 88.1 97.1 90.8 96.2 91.8 97.2

avg 86.7 91.0 87.5 95.0 87.3 92.6 88.1 95.6 88.4 93.7 88.2 95.9

Table 11: F1 score for the different entity types.

initial letter of the prefix is capitalized as well
as the initial letter of the main word;

3. Internal capitalization in words which are
found in the middle of a sentence where the
prefix remains lower case and the first letter

of the main word is capitalized.

4. All CAPS in words that are fully capitalized.
These are usually abbreviations or acronyms;
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C Other NER Corpus

Table 9 provides the NER corpus found online that
we make use for determining the best transfer lan-
guages

D Error Analysis of NER

Table 10 and Table 11 provides error analysis of
MasakhaNER 2.0 based on performance on zero-
frequency entities, long entities and distribution by
named entity tags.

E LangRank Feature Descriptions

The following definitions are listed here, originally
from Lin et al. (2019).

Geographic distance (dgeo) based on the ortho-
dromic distance between language locations
obtained from Glottolog (Hammarström et al.,
2018).

Genetic distance (dgen) based on the genealogi-
cal distance of Glottolog language tree.

Inventory distance (dinv) based on the cosine dis-
tance between phonological feature vectors
obtained from PHOIBLE database (Moran
et al., 2014).

Syntactic distance (dsyn) based on cosine dis-
tance between feature vectors obtained from
syntactic structures derived from WALS
database (Dryer and Haspelmath, 2013).

Phonological distance (dpho) based on the cosine
distance between phonological feature vec-
tors obtained from WALS and Ethnologue
databases (Lewis, 2009).

Featural distance (dfea) based on the cosine dis-
tance between feature vectors combining all 5
features mentioned above.

Transfer language dataset size (stf ) The size of
the transfer language’s dataset.

Target language dataset size (stg) The size of
the target language’s dataset.

Transfer over target size ratio (sr) The size of
the transfer language’s dataset divided by the
size of the target language’s dataset.

Entity Overlap (eo) The number of unique words
that overlap between the source and target
languages’ training datasets.
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F1 vs. Data overlap. Spearman's R=0.6, p=4.7e-38
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Figure 4: The correlation between the data overlap and
F1 transfer performance. For source language X and tar-
get language Y , denote the set of unique named entities
(PER, ORG, LOC, DATE) by TX and TY respectively.
The overlap here was calculated as |TX∩TY |

|TX |+|TY | , as in Lin
et al. (2019).

F Overlap Results

In Figure 4, we examine the word overlap between
different languages, and how this correlates with
the transfer performance. In general, these two
quantities are strongly correlated (Spearman’s R =
0.6, p < 0.05), echoing a similar result described
by Beukman (2022). Note that the entity overlap
feature used by the ranking model in the main text
was calculated in a slightly different way; namely,
considering all tokens instead of just the 4 named
entities and not normalizing the overlap. This case
still shows a positive correlation, although it is
slightly smaller with Spearman’s R = 0.49.

G Zero-shot Transfer

Figure 5 shows N×N transfer results to languages
in MasakhaNER 2.0. We see that English is not
the best transfer language in general. It is better
to choose a more geographically close African lan-
guage.

Figure 6 shows N × N transfer results to lan-
guages not in MasakhaNER 2.0. We see that En-
glish appears to be the best transfer on average,
which is not the case for African languages. The
reason for this is that many of the non-African
languages we evaluated on are from the Indo-
European, similar to English.
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bam bbj ewe fon hau ibo kin lug luo mos nya pcm sna swa tsn twi wol xho yor zul ave
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34 43 74 44 67 62 68 67 46 44 78 68 39 88 68 44 46 36 41 48 55
40 52 75 56 71 64 69 79 57 44 80 77 36 89 73 57 46 21 45 43 59
38 46 76 51 72 61 67 77 53 45 80 75 37 88 66 50 45 24 40 45 57
40 48 75 58 67 65 61 75 54 49 77 72 46 83 67 52 52 34 41 48 58
38 46 74 45 66 60 65 77 55 38 82 73 36 87 64 51 45 26 45 43 56
34 47 73 50 70 59 64 79 56 44 78 77 46 85 66 53 47 29 42 47 57
81 48 72 44 42 48 40 44 39 36 49 44 32 58 49 38 37 20 22 25 43
22 73 62 62 51 46 45 46 18 36 43 48 26 58 47 33 24 22 29 25 41
50 58 92 61 69 59 63 76 44 60 66 66 37 82 61 54 53 39 39 39 58
53 60 81 85 63 60 64 71 56 64 67 70 31 77 63 52 62 19 37 37 59
47 52 80 60 87 52 71 79 59 52 72 81 34 79 71 60 53 26 50 41 60
41 52 78 61 65 91 67 76 56 47 76 77 35 86 71 58 44 35 45 47 60
42 49 79 56 72 63 89 81 59 51 81 77 38 85 71 60 50 28 47 48 61
43 54 81 58 67 63 69 92 55 54 73 70 31 85 69 58 52 23 40 41 59
47 55 78 61 74 52 66 76 81 52 72 79 41 78 68 60 58 31 43 51 61
49 56 73 65 53 51 53 68 45 79 59 53 31 65 55 50 59 26 35 39 53
43 53 79 57 72 62 67 80 57 49 93 78 36 85 72 62 54 22 40 44 60
45 49 78 56 76 64 70 77 57 49 78 90 32 87 72 55 52 28 49 47 61
35 46 63 55 68 70 69 79 57 44 80 75 96 80 72 59 48 74 43 69 64
45 49 82 56 70 66 71 78 60 52 82 78 32 95 73 62 47 21 47 45 61
43 52 72 53 68 65 64 77 56 52 78 74 35 84 89 60 52 25 43 44 59
54 54 82 60 69 64 66 73 56 57 74 76 32 86 71 82 56 17 36 44 60
47 53 76 62 66 55 56 74 55 59 65 68 31 68 60 51 85 31 41 42 57
37 45 50 51 62 63 49 59 48 47 62 61 75 68 58 51 46 91 42 82 57
44 50 78 58 74 66 67 79 59 51 77 79 40 82 70 54 49 36 88 50 63
32 43 56 47 70 54 56 62 47 41 65 72 78 76 62 49 41 84 43 89 58
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Figure 5: Zero-shot Transfer from several source languages to African languages in MasakhaNER 2.0.

amh ara dan deu eng spa fas fin fra hun ind ita kor lav nep nld nor por ron swe ukr zho ave
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75 61 72 60 58 54 55 63 42 49 72 62 18 69 71 60 70 46 43 73 68 58 59
56 83 80 72 76 72 58 78 63 55 79 76 21 66 78 79 81 63 54 85 76 50 68
39 67 87 78 78 79 60 84 62 62 84 78 11 80 72 83 90 72 59 89 84 49 70
44 70 84 86 78 79 62 81 65 64 82 79 21 75 75 83 88 72 58 88 81 49 71
41 71 83 79 94 84 59 84 61 68 84 77 13 73 73 85 87 72 60 88 86 55 72
38 57 80 73 73 90 57 79 60 61 78 78 17 73 63 78 85 78 58 83 80 44 67
44 56 75 68 72 67 85 70 49 49 83 72 21 68 73 69 78 63 51 79 68 47 64
41 65 86 74 75 76 56 93 58 67 81 75 14 80 70 79 86 67 56 87 79 45 69
40 61 79 71 71 74 56 64 76 53 76 73 5.7 70 62 76 80 67 55 83 84 48 65
28 53 83 73 74 79 42 83 60 98 79 73 11 73 51 79 86 66 56 86 73 28 65
36 63 82 73 74 75 62 76 60 53 94 75 19 71 73 77 83 68 55 83 77 41 67
39 68 84 73 80 80 63 81 62 62 84 87 18 75 73 78 84 71 58 86 82 46 70
46 57 75 67 65 63 56 72 51 46 74 69 86 70 68 66 74 58 48 76 74 70 65
44 63 85 71 72 77 60 79 59 62 82 76 13 90 70 73 85 69 60 86 85 60 69
49 67 80 68 65 68 60 63 61 55 82 71 12 72 89 70 76 56 50 79 75 14 63
38 67 82 79 76 83 58 77 63 62 84 77 13 69 66 93 84 73 59 85 85 44 69
37 66 86 78 80 80 56 84 61 68 82 78 13 79 70 80 93 69 58 89 87 43 70
33 58 83 73 75 84 55 80 64 58 83 77 6.3 76 61 76 86 75 59 87 79 45 67
22 53 55 52 69 64 39 65 49 44 68 62 12 47 51 51 55 59 90 50 48 32 52
34 64 83 73 80 73 55 83 66 59 80 74 11 75 65 79 84 66 54 90 77 37 66
19 44 79 67 65 74 38 62 59 71 75 73 8.2 75 43 71 78 70 58 81 93 32 61
61 61 77 66 64 60 61 65 50 45 78 67 31 77 69 67 79 58 53 78 71 91 65
16 28 54 41 47 43 23 25 45 13 45 54 0.85 54 29 50 57 49 36 62 62 12 38
23 36 57 38 50 50 35 54 40 32 59 49 2.7 45 45 47 53 42 36 56 47 15 41
38 63 75 65 72 68 54 73 53 45 81 71 12 69 76 69 79 59 52 78 73 55 63
30 49 77 65 71 71 51 74 55 54 74 69 1.2 68 63 71 77 61 52 81 68 24 59
39 58 79 67 72 68 65 75 52 48 84 72 11 71 75 72 82 63 54 82 77 45 64
24 52 75 66 69 67 48 66 55 50 77 67 2.9 66 56 74 79 61 53 81 71 30 59
43 67 85 74 79 76 63 82 61 58 85 77 14 73 74 77 84 70 58 87 77 50 69
33 63 80 71 71 71 60 76 62 58 86 73 7.9 72 74 74 83 65 56 83 81 43 66
39 58 79 67 76 71 63 75 51 62 85 72 8.8 72 73 72 80 63 53 79 74 49 65
31 39 65 44 55 51 41 57 43 44 61 53 6.7 55 58 52 66 47 43 67 60 33 49
36 63 82 73 77 78 57 74 63 53 80 76 8.4 73 74 75 83 66 55 84 81 39 66
42 66 82 72 81 75 63 77 57 63 84 73 14 77 79 79 86 68 57 86 80 55 69
49 60 82 64 74 64 62 77 48 60 82 68 9.4 69 72 67 79 59 54 82 74 41 63
43 66 82 72 74 76 58 77 65 48 82 75 15 73 78 75 83 68 56 83 83 54 67
33 61 78 70 66 72 56 73 61 44 83 73 13 68 69 71 82 66 52 78 73 40 63
33 60 79 70 76 72 53 74 62 55 81 73 3.8 67 67 76 80 64 52 82 76 38 63
23 38 69 49 65 61 46 66 43 54 72 63 6.3 56 64 61 71 51 46 71 67 29 53
50 53 71 58 59 57 56 66 41 33 80 59 8.7 64 63 58 70 48 47 72 73 48 56
35 56 79 64 76 71 61 72 49 56 83 70 7.5 72 75 71 80 62 53 81 77 45 63
47 56 79 62 68 64 58 77 47 44 81 66 6.1 65 63 64 75 52 52 81 73 37 60
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Figure 6: Zero-shot Transfer from several source languages to other languages not in MasakhaNER 2.0

H Best Transfer Language for Other
Languages

Table 12 provides the result of the best transfer
language for other languages not in MasakhaNER
2.0.

I Sample Efficiency Results

Figure 7 shows the result of training NER models
using 100 and 500 samples for each language.

J Model Hyper-parameters for
Reproducibility

For training NER models, we fine-tune PLM, we
make use of a maximum sequence length of 200,
batch size of 16, gradient accumulation of 2, learn-
ing rate of 5e-5, and number of epochs 50. The
experiments of the large PLMs were performed
on using Nvidia V100 GPU. For AfriBERTa and
mBERT, we make use of Nvidia GeForce RTX-
2080Ti. For evaluation, we make use of the micro-
averaged F1 score.
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Top-2 Top-2 Top-3 features selected Target Best Second eng LangRank LangRank
Target Transf. LangRank by the LangRank Model Lang. Transf. Best Tranf. First Second
Lang. Lang Model Lang 1; Lang 2 F1 F1 Transf. F1 F1 Lang F1 Lang F1

African languages

amh zho, ara pcm, luo (stf , stg, sr); (stf , dgeo, sr) 75.0 61.0 55.9 40.6 42.5 38.6
bam twi, fon wol, fon (dgeo, dinv, sr); (dgeo, sr, dpho) 80.4 54.3 53.0 38.4 47.1 53.0
bbj fon, ewe twi, ewe (stf , dsyn, dgeo); (stf , dgeo, sr) 72.9 59.8 58.4 45.8 53.9 58.4
ewe swa, twi pcm, swa (dgeo, stf , sr); (eo, dgeo, stf ) 91.7 81.6 81.5 76.4 78.1 81.6
fon mos, bbj yor, ewe (dgeo, dsyn, sr); (stf , dgeo, dgen) 84.9 65.4 62.0 50.6 58.4 61.4
hau pcm, yor yor, swa (dgeo, sr, eo); (eo, sr, stf ) 86.9 75.9 74.3 72.4 74.3 70.0
ibo sna, yor pcm, kin (eo, dgeo, stf ); (dgeo, sr, eo) 91.0 70.4 66.0 61.4 64.2 62.7
kin hau, swa sna, yor (eo, dgeo, stf ); (eo, stf , sr) 89.5 71.1 70.6 67.4 69.2 67.3
lug kin, nya luo, zul (dgeo, sr, eo); (dsyn, dgeo, sr) 91.5 81.1 80.0 76.5 75.9 62.0
luo swa, hau lug, sna (dgeo, sr, eo); (dgeo, eo, sr) 81.2 60.4 59.5 53.4 54.9 57.5
mos fon, ewe yor, fon (dgeo, dinv, sr); (dgeo, stf , sr) 78.9 64.2 60.4 45.4 50.8 64.2
nya swa, nld zul, sna (eo, dgeo, sr); (dgeo, eo, dsyn) 93.5 81.8 81.7 80.1 65.5 79.9
pcm hau, yor eng, yor (eo, dgen, dsyn); (eo, dgeo, sr) 89.9 80.5 79.1 75.5 75.5 79.1
sna zul, xho swa, zul (eo, sr, stf ); (dgeo, sr, eo) 96.0 77.5 74.5 37.1 32.4 77.5
swa deu, ara ita, nld (sr, dinv, eo); (eo, stf , sr) 94.6 88.7 88.1 87.9 84.5 86.6
tsn deu, swa swa, nya (eo, dinv, stf ); (dinv, dgeo, dgen) 88.7 73.3 73.1 65.8 73.1 71.7
twi swa, nya swa, ewe (eo, stf , dgeo); (dgeo, stf , sr) 82.0 61.0 61.9 49.5 61.9 53.7
wol fon, mos fon, yor (dgeo, sr, stf ); (sr, dgeo, dsyn) 85.2 62.0 58.9 44.8 62.0 49.0
xho zul, sna zul, pcm (eo, dgeo, dgen); (eo, stf , dinv) 90.8 83.7 74.0 24.5 83.7 28.1
yor hau, pcm fon, pcm (dgeo, dinv, dsyn); (eo, dgeo, dinv) 88.3 50.3 48.8 40.1 37.3 48.8
zul xho, sna xho, sna (eo, dgen, dgeo); (dsyn, sr, dgeo) 88.6 82.1 69.4 44.7 82.1 69.4

Non-African languages

ara eng, deu fas, pcm (eo, dinv, dsyn); (dsyn, sr, dinv) 82.8 71.5 69.9 71.5 55.7 57.9
dan nor, fin swe, nor (eo, dgen, dgeo); (eo, dgeo, dsyn) 87.1 86.3 85.6 83.1 82.8 86.3
deu nld, eng dan, nld (dgeo, eo, stf , dsyn); (eo, dsyn, dgeo) 86.5 79.3 78.8 78.8 79.3 79.3
eng pcm, swe nld, pcm (eo, dgeo, dsyn); (eo, dgendpho) 93.5 81.3 79.7 93.5 76.0 81.3
fas hau, pcm ara, eng (dsyn, dinv, eo); (dsyn, dgeo, stf ) 84.8 64.8 63.4 59.3 57.9 59.2
fin dan, eng deu, eng (eo, stf , dgeo); (dsyn, dgeo, eo) 93.4 83.7 83.6 83.6 80.8 83.6
fra swe, swa nld, deu (eo, dsyn, dgeo); (dgeo, eo, sr) 75.5 66.3 65.4 60.6 63.3 64.9
hun ukr, eng deu, ron (dgeo, dsyn, eo); (dgeo, eo, dsyn) 98.0 70.7 68.4 68.4 63.6 43.8
ind lug, luo zho, nld (stg, stf , sr); (dsyn, stf , eo) 93.7 85.9 85.2 83.9 78.6 84.1
ita deu, spa nld, eng (dsyn, eo, dgeo); (eo, dsyn, dgeo) 86.7 79.1 78.2 77.0 77.1 77.1
kor zho, ind ara, nep (sr, stf , dsyn); (dinv, dsyn, stf ) 85.7 31.1 21.5 12.7 21.3 11.9
lav fin, dan eng, nld (stf , dsyn, sr); (stf , dsyn, dgeo) 89.7 80.4 80.1 73.5 73.5 69.5
nep pcm, swa kor, zho (dsyn, stf , dpho); (stf , sr, dgeo) 89.5 79.0 77.7 73.4 68.2 68.5
nld eng, deu eng, nor (eo, dgeo, dsyn); (eo, dgeo, stf ) 93.4 85.4 83.7 85.4 85.4 79.9
nor dan, deu dan, eng (eo, dgeo, stf ); (eo, dgeo, sr) 92.5 89.8 87.8 87.3 89.8 87.2
por es, nld spa, eng (eo, dsyn, dgen); (eo, dsyn, dgeo) 75.0 77.8 73.5 72.0 77.8 72.0
ron lav, eng eng, ita (eo, dsyn, dgeo); (eo, dgeo, dsyn) 89.6 59.6 59.5 59.5 59.5 57.8
spa eng, por por, lav (eo, dgeo, dsyn); (dsyn, eo, dgeo) 89.6 83.9 83.6 83.9 83.6 77.3
swe dan, nor nor, nld (eo, dsyn, dgeo); (dsyn, dgeo, eo) 90.3 89.4 89.1 88.1 89.3 85.2
ukr nor, eng deu, eng (dgeo, dsyn, sr); (dsyn, dgeo, stf ) 92.6 87.2 85.6 85.6 81.5 85.6
zho lav, amh pcm, deu (dsyn, stf , sgeo); (dsyn, stf , dpho) 91.4 60.2 58.3 54.7 54.7 48.9

AVG – 87.7 73.3 71.2 64.6 67.3 66.2

Table 12: Best Transfer Language for NER. The ranking model features are based on the definitions in (Lin et al.,
2019) like: geographic distance (dgeo), genetic distance (dgen), inventory distance (dinv), syntactic distance (dsyn),
phonological distance (dpho), transfer language dataset size (stf ), target language dataset size(stg), transfer over
target size ratio (sr), and entity overlap (eo).

bam bbj ewe fon hau ibo kin lug luo mos nya pcm sna swa tsn twi wol xho yor zul ave
Languages

0

20

40

60

80

F1
-s

co
re

FT-100
FT-500
BT-Lang-0
BT-Lang-100
BT-Lang-500

Figure 7: Sample Efficiency Results for 100 and 500 samples in the target language, model fine-tuned on a PLM
(e.g. FT-100 – trained on 100 samples from the target language) or fine-tuned on the best transfer language NER
model (e.g. BT-Lang-0 – trained on 0 samples from the target language or zero-shot)
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