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Introduction & Motivation

• Mitigating social bias in language models (LMs) is crucial due to widespread
deployment of LMs.

• Approaches involving data pre-processing and fine-tuning are time consuming and
computationally demanding.

• Machine unlearning techniques can induce the forgetting of undesired behaviors of
existing pre-trained or fine-tuned models with lower computational cost.

• Our contributions are as follows:
• Apply the PCGU method [2] to decoder models - OPT and LLaMA-2 models up to 7B, and

include protected groups beyond gender.
• Implement PCGU in distributed settings (across multiple GPUs) necessary for large language

models.
• Apply the Task Vector method [1] for mitigation of social biases, a more challenging task,

compared to detoxification, explored previously.

Methodology & Experimental Setup

• Method 1: Partitioned Contrastive Gradient Unlearning (PCGU) [2]
• Choose subset of the BBQ dataset with ambiguous context.
• Design sentence pairs with common context and question but different answers corresponding to

stereotyped (advantaged) and non-stereotyped (disadvantaged) terms.
• Reformat the task by assigning option letters (A, B) to terms and forcing to answer in terms of these

option letters, allowing the sentences in the pair to only differ by a single token.
• Apply the PCGU method on this modified dataset.

• Method 2: Negation via Task Vector [1, 3]
• Fine-tune base pre-trained model on a set of biased sentences (StereoSet + Civil Comments) to obtain

a biased model.
• Calculate task vectors by subtracting weights of the base model from the biased model.
• Obtain debiased model by subtracting scaled task vectors from base model weights.

• Evaluation
• Evaluate bias using the RedditBias dataset and perplexity using the WikiText-2 corpus.
• Obtain performance metrics on PIQA, HellaSwag, WinoGrande, ARC easy and challenge and

OpenBookQA for Commonsence Reasoning, and on TriviaQA for Reading Comprehension.

Quantitative Results
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Qualitative Results

Conclusion

• Negation via Task Vector achieves bias reduction with minimal increase in
perplexity and decrease in common task performance.

• Negation via Task Vector reduces the bias score by 25.5% for LLaMA-2 and
achieves bias reduction of up to 40% for OPT models.

• It also provides greater flexibility compared to DPO, given the option of varying the
scaling coefficient.

• On the other hand, even though PCGU achieves the highest bias reduction for
LLaMA-2, it fails to preserve perplexity.
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