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Abstract

In recent years, research in Natural Lan-
guage Processing (NLP) on Arabic has
garnered significant attention. This in-
cludes research about classification of
Arabic dialect texts, but due to the lack
of Arabic dialect text corpora this research
has not achieved a high accuracy. Ara-
bic dialects text classification is becom-
ing important due to the increasing use of
Arabic dialect in social media, so this text
is now considered quite appropriate as a
medium of communication and as a source
of a corpus. We collected tweets, com-
ments from Facebook and online newspa-
pers representing five groups of Arabic di-
alects: Gulf, Iraqi, Egyptian, Levantine,
and North African. This paper investi-
gates how to classify Arabic dialects in
text by extracting lexicons for each dialect
which show the distinctive vocabulary dif-
ferences between dialects. We describe
the lexicon-based methods used to classify
Arabic dialect texts and present the results,
in addition to techniques used to improve
accuracy.

1 Introduction

Textual Language Identification or Dialect Identi-
fication is the task of identifying the language or
dialect of a written text. The Arabic language is
one of the world’s major languages, and it is con-
sidered the fifth most-spoken language and one of
the oldest languages in the world. Additionally,
the Arabic language consists of multiple variants,
both formal and informal (Habash, 2010). Mod-
ern Standard Arabic (MSA) is a common stan-
dard written form used worldwide. MSA is de-
rived from Classical Arabic which is based on the

text of the Quran, the holy book of Islam; MSA
is the primary form of the Arabic language that
is spoken and studied today. MSA is taught in
Arab schools, and promoted by Arab civil as well
as religious authorities and governments. There
are many dialects spoken around the Arab World;
Arabic dialectologists have studied hundreds of
local variations, but generally agree these clus-
ter into five main regional dialects: Iraqi Dialect
(IRQ), Levantine Dialect (LEV), Egyptian Dialect
(EGY), North African Dialect (NOR), and Gulf
Dialect (GLF). Arabic dialectologists have tradi-
tionally focused mainly on variation in phonet-
ics or pronunciation of spoken Arabic; but Ara-
bic dialect text classification is becoming impor-
tant due to the increasing use of Arabic dialect in
social media text. As a result, there is a need to
know the dialect used by Arabic writers to com-
municate with each other; and to identify the di-
alect before machine translation takes place, in or-
der to ensure spell checkers work, or to accurately
search and retrieve data. Furthermore, identifying
the dialect may improve the Part-Of-Speech tag-
ging: for example, the MADAMIRA toolkit iden-
tifies the dialect (MSA or EGY) prior to the POS
tagging (Pasha et al., 2014). The task of Senti-
ment Analysis of texts, classifying the text as pos-
itive or negative sentiment, is also dialect-specific,
as some diagnostic words (especially negation)
differ from one dialect to another. Text classi-
fication is identifying a predefined class or cate-
gory for a written document by exploring its char-
acteristics or features (Ikonomakis et al., 2005;
Sababa and Stassopoulou, 2018). However, Ara-
bic dialect text classification still needs a lot of
research to increase the accuracy of classification
due to the same characters being used to write
MSA text and dialects, and also because there
is no standard written format for Arabic dialects.
This paper sought to find appropriate lexical fea-



tures to classify Arabic dialects and build a more
sophisticated filter to extract features from Arabic-
character written dialect text files. In this paper,
the corpus was annotated with dialect labels and
used in automatic dialect lexicon-extraction and
text-classification experiments.

2 Related Work

There are many studies that aim to classify Ara-
bic dialects in both text and speech; most spo-
ken Arabic dialect research focuses on phonolog-
ical variation and acoustic features, based on au-
dio recordings and listening to dialect speakers.
In this research, the classification of Arabic di-
alects will focus on text, One example project fo-
cused on Algerian dialect identification using un-
supervised learning based on a lexicon (Guellil
and Azouaou, 2016). To classify Algerian dialect
the authors used three types of identification: total,
partial and improved Levenshtein distance. The
total identification meant the term was present in
the lexicon. The partial identification meant the
term was partially present in the lexicon. The im-
proved Levenshtein applied when the term was
present in the lexicon but with different written
form. They applied their method on 100 com-
ments collected from the Facebook page of Djezzy
and achieved an accuracy of 60%. A lexicon-
based method was used in (Adouane and Dob-
nik, 2017) to identify the language of each word
in Algerian Arabic text written in social media.
The research classified words into six languages:
Algerian Arabic (ALG), Modern Standard Ara-
bic (MSA), French (FRC), Berber (BER), English
(ENG) and Borrowings (BOR). The lexicon list
contains only one occurrence for each word and all
ambiguous words which can appear in more than
one language are deleted from the list. The model
was evaluated using 578 documents and the over-
all accuracy achieved using the lexicon method
is 82%. Another approach to classify Arabic di-
alect is using text mining techniques (Al-Walaie
and Khan, 2017). The text used in the classifica-
tion was collected from Twitter. The authors used
2000 tweets and the classification was done on six
Arabic dialects: Egyptian, Gulf, Shami, Iraqi, Mo-
roccan and Sudanese. To classify text, decision
tree, Naı̈ve Bayes, and rule-based Ripper classi-
fication algorithms were used to train the model
with keywords as features for distinguishing one
dialect from another, and to test the model the

used 10-fold cross-validation. The best accuracy
scored 71.18% using rule-based (Ripper) classi-
fier, 71.09% using Naı̈ve Bayes, and 57.43% using
decision tree. Other researchers on Arabic dialect
classification have used corpora limited to a subset
of dialects; our SMADC corpus is an International
corpus of Arabic with a balanced coverage of all
five major Arabic dialect classes.

3 Data

The dataset used in this paper is the Social Me-
dia Arabic Dialect Corpus (SMADC) which was
collected using Twitter, Facebook and comments
from online newspapers described in (Alshutayri
and Atwell, 2017, 2018b,c). We plan to make the
Social Media Arabic Dialect Corpus (SMADC)
available to other researchers for non commer-
cial uses, in two formats (raw and cleaned) and
with a range of metadata. This corpus covers all
five major Arabic dialects recognised in the Ara-
bic dialectology literature: EGY, GLF, LEV, IRQ,
and NOR. Therefore, five dictionaries were cre-
ated to cover EGY dialect, GLF dialect, LEV di-
alect, IRQ dialect, and NOR dialect. (Alshutayri
and Atwell, 2018a) presented the annotation sys-
tem or tool which was used to label every docu-
ment with the correct dialect tag. The data used
in the lexicon based method was the result of the
annotation, and each comment/tweet is labelled ei-
ther dialectal document or MSA document.

The MSA documents in our labelled corpus
were used to create an MSA word list, then we
added to this list MSA stop words collected from
Arabic web pages by Zerrouki and Amara (2009),
and the MSA word list collected from Sketch En-
gine (Kilgarriff et al., 2014), in addition to the list
of MSA seed words for MSA web-as-corpus har-
vesting, produced by translating an English list of
seed words (Sharoff, 2006). The final MSA word
list contains 29674 words. This word list is called
“StopWords1” and was used in deleting all MSA
words from dialect documents, as these may con-
tain some MSA words, for example due to code
switching between MSA and dialect.
The dialectal documents consist of documents and
dialectal terms, where the annotators (players)
were asked to write the dialectal terms in each doc-
ument which help them to identify dialect as de-
scribed in (Alshutayri and Atwell, 2018a). The di-
alectal documents were divided into two sets: 80%
of the documents were used to create dialectal dic-



tionaries for each dialect, and 20%, the rest of the
documents, were used to test the system. To eval-
uate the performance of the lexicon based mod-
els, a subset of 1633 documents was randomly se-
lected from the annotated dataset and divided into
two sets; the training dataset which contains 1383
documents (18,697 tokens) are used to create the
dictionaries, and the evaluation dataset which con-
tains 250 documents (7,341 tokens). The evalua-
tion dataset did not include any document used to
create the lexicons as described previously.

4 Lexicon Based Methods

To classify the Arabic dialect text using the Lex-
icons, we used a range of different classification
metrics and conducted five experiments, all of
which used a dictionary for each dialect. The fol-
lowing sections show the different methods used
and describe the difference between the conducted
experiments, and the result of each experiment.

4.1 Dialectal Terms Method

In this method, the classification process starts at
the word level to identify and label the dialect of
each word, then the word-labels are combined to
identify the dialect of the document. The dialec-
tal terms produced from the annotation tool were
used as a dictionary for each dialect. The pro-
posed system consists of five dictionaries, one for
each dialect: EGY dictionary contains 451 words,
GLF dictionary contains 392 words, IRQ dictio-
nary contains 370 words, LEV dictionary contains
312 words from LEV, and NOR dictionary con-
tains 352 words.

According to the architecture in Figure 1, to
classify each document as being a specific dialect,
the system follows four steps:

• Detect the MSA words in the document by
comparing each word with the MSA words
list, then delete all MSA words found in the
document.

• The result from the first step is a document
containing only dialectal words.

• Detect the dialect for each word in the docu-
ment by comparing each word with the words
in the dictionaries created for each dialect.

• Identify dialect.

Figure 1: The architecture of classification process us-
ing lexicon based.

Using this method based on the dialectal terms
written by the annotators produces some unclas-
sified documents due to words that occur in more
than one dialect. For example, the document in
Figure 2 was labelled as LEV and the structure of
the document is also LEV dialect, but the word
(Q�


�
J») (kti:r) which appears in the text is also used

in EGY. Therefore, when classifying each word in
the document the model found the word (Q�


�
J »)

(kti:r) in EGY dictionary and also in LEV dictio-
nary, so the model was not able to classify this
document as the other words are MSA words or
shared dialectal words. Unclassified documents
indicate that using this dialectal terms method is
not effective in dealing with ambiguous words.

Figure 2: Example of unclassified document.

Table 1 shows the accuracies achieved by apply-
ing the dialectal terms method on the testing set.
The first column represents using MSA words list,
and the second column represents the achieved ac-



curacies based on using SMADC to create dic-
tionaries. The best accuracy is 56.91 with 140
documents correctly classified using StopWords1.
Based on this method, 110 documents were un-
classified to a specific dialect because they contain
some ambiguous terms which are used in more
than one dialect, as in the example of Figure 2. As
a solution to this problem, a voting method is used
and another way is using a frequent term method.

MSA SMADC
StopWords1 56.91%
Without delete MSA Words 55.60%

Table 1: Results of dialectal terms method using the
dictionaries created from SMADC.

4.2 Voting Methods
Another method to classify Arabic dialect text is
to treat the text classification of Arabic dialects as
a logical constraint satisfaction problem. The vot-
ing method is an extension of the dialectal term
method presented previously. The classification
starts at the word level based on the dictionaries
created from the 80% training set of documents
described in Section 3. So, the annotated training
set of documents was used instead of the dialectal
terms list. In this method, we looked to the whole
document and count how many words belong to
each dialect. Each document in the voting method
was represented by a matrix C. The size of the
matrix is C|n|×|5|, where n is the number of words
in each document, and 5 is the number of dialects
(EGY, NOR, GLF, LEV, and IRQ).

4.2.1 Simple Voting Method
In this method, the document is split into words
and the existence of each word in the dictionary is
represented by 1 as in Equation 1.

cij =

{
1, if word ε dialect

0, otherwise
(1)

The following illustrates the method. We apply
Equation 1 on the following document A labelled
as IRQ dialect as in Figure 3:

The result of classification is IRQ according to
Table 2; the total shows that four words in this doc-
ument belong to IRQ dialect in comparison with
two words belong to NOR and EGY, and one word
belong to LEV and GLF.

Figure 3: The text in document A.

Words NOR EGY IRQ LEV GLF
ú



	
æJ.j. ªK
 0 0 1 0 0

XQ
	
«@ 0 0 1 0 0

	á« 1 1 1 1 1

ú


æ
�
�Ê¿ 1 0 1 0 0

Q¢
	
m�'


 0 0 0 0 0

ú


ÍA

�
K. 0 1 0 0 0

Total 2 2 4 1 1

Table 2: The matrix representation of document A with
simple voting.

The proposed model identifies the document
correctly but sometimes this model cannot classify
a document and the result is unclassified when
more than one dialect gets the same count of
words (total), like document B labelled as GLF
dialect as shown in Figure 4:

Figure 4: The text in document B

Using the StopWords1 to delete MSA words
from the document, the result is the following
dialectal document containing only dialectal
words as in Figure 5.

According to the result in Table 3 the document
is unclassified because more than one dialect has
the same total number of words.

4.2.2 Weighted Voting Method
This method is used to solve the problem of un-
classified documents in simple voting method. To
solve this problem, we proposed to change the
value of the word from 1 to the probability of
the word to belong to this dialect as a fraction of
one divided by the number of dialects the word is
found in their dictionaries as in Equation 2. If a
word can belong to more than one dialect, its vote



Figure 5: Example of unclassified document.

Words NOR EGY IRQ LEV GLF
é
�
ê
�
ê
�
ê
�
ê
�
ë 0 1 1 1 0

ú



	
æ
�
JJ
Ê

	
g 0 0 0 0 0

�
��
Ë 1 0 1 1 1
�
é
�
®K
Q¢ËA

�
îE. 0 0 0 0 0

��. 1 1 1 1 1
	á�
j

�
ÊË 0 0 0 0 1

É¾
�

�ËA
�
îE. 0 0 0 0 0

Total 2 2 3 3 3

Table 3: The matrix representation of document B with
simple voting.

is shared between the dialects.

cij =

{
1
m , if word ε dialect

0, otherwise
(2)

1
m is the probability of the word belonging to the

specific dialect, where m the number of dialects
which the word belongs to. By applying the new
method on the unclassified document, the docu-
ment is classified correctly as GLF dialect, accord-
ing to Table 4.

Words NOR EGY IRQ LEV GLF
é
�
ê
�
ê
�
ê
�
ê
�
ë 0 1

3
1
3

1
3 0

ú



	
æ

�
JJ
Ê

	
g 0 0 0 0 0

�
��
Ë

1
4 0 1

4
1
4

1
4

�
é
�
®K
Q¢ËA

�
îE. 0 0 0 0 0

��.
1
5

1
5

1
5

1
5

1
5

	á�
j
�
ÊË 0 0 0 0 1

É¾
�

�ËA
�
îE. 0 0 0 0 0

Total 0.45 0.5333 0.7833 0.7833 1.45

Table 4: The matrix representation of document B with
Weighted voting.

4.2.3 Results of Voting Method
Voting method is focused on the existence of the
word in the dictionary, so, the frequency of the
word is ignored, unlike the frequent term method
which described in Section 4.3. The highest ac-
curacy achieved is 74.0% without deleting MSA

words from the classified document. Moreover,
using the value of one to express the existence of
the word in the dictionary showed low accuracy
due to the similarity between the sum of ones for
each dialect, as described in Section 4.2.1. Ta-
ble 5 shows the different accuracies achieved us-
ing SMADC. The first column in Table 5 shows
using of MSA stop words. The second and the
third columns represent the methods used to clas-
sify documents. The cells inside the second and
third columns present the achieved accuracies us-
ing these methods. The voting method scored 74%
using the weighted voting method and SMADC to
create dictionaries. After cleaning the MSA word
list, the accuracy increased to 77.60%.

MSA Simple Vote Weighted Vote
StopWords1 69.19% 72.0%
Without delete MSA Words 65.60% 74.0%

Table 5: Results of Voting methods using the dictionar-
ies created from SMADC.

4.3 Frequent Terms Methods
Another method is presented in this section to
solve the problem shown in the dialectal terms
method described in Section 4.1 and to improve
the accuracy of classification achieved using the
voting method. In frequent terms method, new
dictionaries with word frequencies were created
from the 80% training set of documents. The doc-
uments were classified into the five dialects. Then,
for each dialect a .txt file was created to contain
one word per line with the word’s frequency based
on the number of times the word appeared in the
documents. The frequency for each word showed
if the word is frequent in this dialect or not, which
helps to improve the accuracy of the classification
process. In comparison to the first method, the
third step in Figure 1 was used to detect the dialect
for each word in the document by comparing each
word with the words in the dictionaries created for
each dialect. If the word is in the dictionary, then
calculate the weight (W) for each word by divid-
ing the word’s frequency (F) value by the Length
of the dictionary (L) which equals the total num-
ber of words in the word’s dialect dictionary, using
the following equation:

W (word, dict) =
F (word)

L(dict)
(3)



For each document, five vectors were created, one
per dialect, to store the weight for each word in the
document; so the length of each vector is equal
to the length of the document. By applying the
Equation 3 on ”(Q�


�
J »)”, we found the weight of

the word ”(Q�

�
J »)” in LEV dialect is bigger than

the weight of it in EGY dialect, as shown in the
following equations.

W (”(Q�

�
J»)”, EGY ) =

F (”(Q�

�
J»)”)

L(EGY ) = 3
2032 =

0.00147

W (”(Q�

�
J»)”, LEV ) =

F (”(Q�

�
J»)”)

L(LEV ) = 8
2028 =

0.00394

Two experiments were done after calculating
the weight for each word. The first experiment
was based on summing the weights and calcu-
lating the average. The second experiment was
based on multiplying the weights together.

4.3.1 Weight Average Method (WAM)
This method based on calculating the average of
the word weights for each document. Table 6
shows the values of the weight for each word in the
document after deleting MSA words. Five vectors
were created to represent five dialects and each
cell contains the weight for each word in the doc-
ument. The model calculated the average for each
dialect by taking the summation of the weight (W)
values for each vector then dividing the summa-
tion of weights by the length (L) of the document
after deleting the MSA words, as in the following
equation:

Avgdialect =

∑
Wdialect

L(document)
(4)

Words NOR LEV IRQ GLF EGY
ZA

�
�

�A
�
Ó 0 0.00049309 0 0.00026143 0

ñÊg 0 0.00295857 0.00053304 0.00026143 0.00049212
Q�


�
J» 0 0.00394477 0 0 0.00147637

Table 6: Results of WAM using the dictionaries created
from SMADC.

By calculating the average for the dialect
vectors using the Equation 4, the model classified
the document as LEV dialect, after comparing the
results of the average obtained from the following
equations.

AvgEGY =
∑

WEGY

L(document) = 0.00196849
3 =

0.00065616

AvgLEV =
∑

WLEV

L(document) = 0.00739643
3 =

0.00246547

AvgGLF =
∑

WGLF

L(document) = 0.00052286
3 =

0.00017428

AvgIRQ =
∑

WIRQ

L(document) = 0.00053304
3 =

0.00017768

By applying the proposed model on the same
unclassified example in Figure 2, we found that
the model classified the document correctly as in
Figure 6.

Figure 6: Example of correctly classified document.

4.3.2 Weight Multiplied Method (WMM)
The WAM model is based on summing the word
weights and calculating the average. According
to probability theory, probabilities are generally
combined by multiplication. So, for an alternative
model, the Weight Multiplied Method (WMM),
we multiplied the word weights for each document
to compute the accuracy of classification in com-
parison to the average method used in the previous
section.

P (doc|c) =
∏

W (word, dict) (5)

We applied Equation 5 on the weights in Table
6. There is a problem with combining weights by
multiplication: if any of the weights to be com-
bined is zero, the combined weight will be zero.
So, we change the value of not found words in the
dialect dictionary from zero to one. However, in
the Table 6 if the values in NOR vector changed
to one this will affect the result of multiplication.
For that reason the result of multiplication was
checked as to whether or not it equal one then we
changed the result to zero.

According to Equation 5 the document is clas-
sified as IRQ dialect, which is a wrong prediction.



PEGY =
∏
W (word|EGY ) = 1×0.00049212×

0.00147637 = 0.00000072

PLEV =
∏
W (word|LEV ) = 0.00049309 ×

0.00295857× 0.00394477 = 0.0000000057

PGLF =
∏
W (word|GLF ) = 0.00026143 ×

0.00026143× 1 = 0.000000068

PIRQ =
∏
W (word|IRQ) = 1× 0.00053304×

1 = 0.00053304

To solve wrong predictions which result from
using WMM and to improve the classification
accuracy, we replace one when the word is not
in the dictionary with one divided by the number
of words in each dictionary to not affect the
result of multiplication. By applying the new
value to Equation 5 the document is correctly
classified as LEV dialect. Table 7 shows the
improved accuracy resulted using WMM when
using one divided by the number of words in each
dictionary to represent the absence of a word in
the dictionary.

PEGY =
∏
W (word|EGY ) =

1
L(dicEGY ) × 0.00049212× 0.00147637 = 1

2032 ×
0.00049212× 0.00147637 = 0.0000000003575

PLEV =
∏
W (word|LEV ) = 0.00049309 ×

0.00295857× 0.00394477 = 0.0000000057

PGLF =
∏
W (word|GLF ) = 0.00026143 ×

0.00026143 × 1
L(dicGLF ) = 0.00026143 ×

0.00026143× 1
3472 = 0.000000068

PIRQ =
∏
W (word|IRQ) = 1

L(dicIRQ) ×
0.00053304 × 1

L(dicIRQ) = 1
1889 × 0.00053304 ×

1
1889 = 0.0000000000149

PNOR =
∏
W (word|NOR) = 1

L(dicNOR) ×
1

L(dicNOR) ×
1

L(dicNOR) = 1
1436 ×

1
1436 ×

1
1436 =

0.0000000003376

The following sections will compare the first
model based on summation and calculate average
with the multiplication method, and show the

achieved results using average method and the
multiplication method.

4.3.3 Result of Frequent Terms Method
The frequent term method which is based on us-
ing word frequencies gave good results in showing
whether the words in the tested document is used
in the specific dialect. The model was tested using
the test dataset described in Section 3. Based on
the average method, the model achieved 88% ac-
curacy using the MSA StopWords1 list. However,
using the multiply method achieves low accuracy
due to replacing zero with one when the word does
not exist in the dictionary; so instead we divided
by the number of words in the dictionary..

Table 7 reports the different accuracies achieved
when using SMADC based on using one divided
by the number of words in the dictionary to repre-
sent words which are not found in the dictionary.
The frequent terms method scored 88% using the
weight average metric when dictionaries were cre-
ated using SMADC. The accuracy improved to
90% after cleaning the MSA word list from some
dialectal words as a result of mislabelling process.

MSA WMM WAM
StopWords1 55.60% 88.0%
Without delete MSA Words 43.0% 64.0%

Table 7: Results of frequent term methods using the
dictionaries created from SMADC.

By comparing the Weight Average Method
(WAM) model based on summation and calculat-
ing average with the Weight Multiplied Method
(WMM), we found that the WAM achieved a
higher accuracy than the WMM multiplication
method.

5 Conclusion

The classification of Arabic dialect text is a hot
topic attracting a number of studies over the last
ten years (Sadat et al., 2014; Zaidan and Callison-
Burch, 2014; Elfardy and Diab, 2013; Mubarak
and Darwish, 2014; Harrat et al., 2014; Shoufan
and Alameri, 2015). In this paper, we classi-
fied Arabic dialects text using a lexicon based
method, and explored different metrics for scor-
ing dialect words from lexicons: weight average
method, weight multiplied method, simple voting
method and weighted voting method. The lex-
icons were dictionaries created for each dialect



from our Arabic dialect corpora. The classifica-
tion process was based on deleting all MSA words
from the document then checking each word in
the document by searching the dialect dictionaries.
The voting method scored 74% using the weighted
voting method and SMADC to create dictionar-
ies. After cleaning the MSA word list, the ac-
curacy increased to 77.60%. The frequent terms
method scored 88% using the weight average met-
ric when dictionaries were created using SMADC.
The accuracy improved to 90% after cleaning the
MSA word list from some dialectal words as a re-
sult of mislabelling process. These scores com-
pare favourably against other Arabic dialect clas-
sification research on subsets of Arabic dialects.
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Imène Guellil and Faiçal Azouaou. 2016. Arabic
dialect identification with an unsupervised learn-
ing (based on a lexicon). application case: Alge-
rian dialect. In IEEE Intl Conference on Computa-
tional Science and Engineering (CSE) and IEEE Intl
Conference on Embedded and Ubiquitous Comput-
ing (EUC) and 15th Intl Symposium on Distributed
Computing and Applications for Business Engineer-
ing (DCABES), pages 724–731.

Nizar Y. Habash. 2010. Introduction to Arabic Natural
Language Processing. Morgan and Claypool.

Salima Harrat, Karima Meftouh, Mourad Abbas, and
Kamel Smaı̈li. 2014. Building resources for alge-
rian arabic dialects. In 15th Annual Conference of
the International Communication Association (In-
terspeech), pages 2123–2127.

Emmanouil Ikonomakis, Sotiris Kotsiantis, and
V Tampakas. 2005. Text classification using ma-
chine learning techniques. WSEAS transactions on
computers, 4:966–974.

Adam Kilgarriff, Vı́t Baisa, Jan Bušta, Miloš
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