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Introduction

The last few years have seen a surge in attention to various forms of abuse such as cyberbullying,
hate speech, and scapegoating occurring on online platforms. At the same time, there has been a rise in
interest in using Natural Language Processing (NLP) to address these issues at scaale. However, in order
to develop robust, long-term solutions for this problem, we require perspectives from diverse disciplines
ranging from psychology, law, gender studies, communications, and critical race theory. Our goal with
the Abusive Language Workshop is to provide a platform to facilitate the interdisciplinary conversations
and collaborations necessary to thoughtfully address the issue of abuse at scale.

Each year, we choose a theme for our workshop that guides the talks and panel discussions at the
workshop. In previous years we focused on the policy aspect of online abuse and the stories and
experiences of those who have received large amounts of online abuse. The themes do not limit the
original research presented at the workshop, rather it helps frame the research presented through the lens
of its potential to address the concerns of the theme. For this year, we have chosen to focus on human
content rating, the practice of annotating and moderating data - an aspect which is often unspoken,
assumed, and often forms the basis of the research conducted.

Human judgments of online abuse are critical for building training data for automated models,
human-in-the-loop solutions that rely on crowd workers’ ratings along with automated moderation, and
embedding the evaluations of models into the cultural fabric. Thus, human ratings in the context of
toxicity in language raise important questions around the various socio-cultural biases that affect those
ratings, but also on the impact it has on the psychological safety of the raters themselves. In order
to situate our conversation around this theme, we have confirmed four keynote speakers and panelists
who are leading experts on content moderation, crowd work, and the impact of algorithmic solutions on
people:

Katherine Lo, University of California, Irvine

Kat Lo is the Content Moderation Program Lead at Meedan and visiting researcher at the
University of California, Irvine specializing in online moderation and harassment. Lo consults
with technology, social media, and game companies on platform policy and enforcement. She
also serves on the advisory board for nonprofits and advocacy organizations that focus on online
harassment and mental health.

Safiya Noble, University of California, Los Angeles

Dr. Safiya Umoja Noble is an Associate Professor at UCLA in the Departments of Information
Studies and African American Studies. She is the author of a best-selling book on racist and
sexist algorithmic bias in commercial search engines, entitled Algorithms of Oppression: How
Search Engines Reinforce Racism (NYU Press), which has been widely-reviewed in journals and
periodicals including the Los Angeles Review of Books, featured in the New York Public Library
2018 Best Books for Adults(non-fiction), and recognized by Bustle magazine as one of “10 Books
about Race to Read Instead of Asking a Person of Color to Explain Things to You”. Safiya is the
recipient of a Hellman Fellowship and the UCLA Early Career Award. Her academic research
focuses on the design of digital media platforms on the internet and their impact on society. Her
work is both sociological and interdisciplinary, marking the ways that digital media impacts and
intersects with issues of race, gender, culture, and technology.

Sarah T. Roberts, University of California, Los Angeles

Roberts researches information work and workers, and is a leading global authority on
“commercial content moderation,” the term she coined to describe the work of those responsibleiv



for making sure media content posted to commercial websites fit within legal, ethical, and the site’s
own guidelines and standards. She is frequently consulted on matters of policy, worker welfare,
and governance related to moderation issues. She is a 2018 Carnegie Fellow and winner of the
2018 EFF Barlow Pioneer Award in recognition of her work on commercial content moderation.
Her book, “Behind the Screen: Content Moderation in the Shadows of Social Media”, will be
released on June 25 2019 (Yale University Press).

Nithum Thain, Jigsaw

Nithum Thain is a Software Engineer at Google Jigsaw. He works on the Conversation-AI effort
that leverages Machine Learning technologies to help improve online conversation. Previously,
Nithum was a Lecturer at Berkeley in NLP and a Postdoc at Simon Fraser University. Nithum
holds a PhD in Algorithmic Game Theory from McGill University under the supervision of Dr.
Adrian Vetta and an MBA from Oxford University as a Rhodes Scholar.

In addition, we will have a multi-disciplinary panel discussion where experts will debate and
contextualize the major issues facing computational analysis of abusive language online, with a specific
focus on human raters’ work. This session will be followed by a poster session that will facilitate
discussions around the research papers described in these proceedings.

Continuing the success of the past two workshops, we received 41 submissions describing high quality
original research. In order to encourage submissions from social science researchers, we had a separate
track for non-archival work. We conducted a rigorous review process where each paper received reviews
from at least three researchers, at least one of which was a non-NLP researcher working on a field
relevant to the paper. After review, we selected 21 papers to be presented at the workshop as posters.
These include 14 long papers, 5 short papers, 1 demo paper, and 1 non-archival extended abstract. The
authors of all accepted papers will be given an opportunity to expand their work into full journal articles
to be considered for publication in a forthcoming special issue on abusive language online in the journal
First Monday.

The accepted papers deal with a wide array of topics, both proposing new techniques to better detect
abuse, as well as extending abuse detection to more languages and types of abuse. Three of the accepted
papers bring social science perspectives on this issue, a significant improvement compared to last two
iterations of the workshop. Our proceedings is also geographically diverse: representing work from 14
different countries: United States, United Kingdom, Italy, Canada, Netherlands, Australia, Indonesia,
Portugal, Turkey, Germany, Croatia, Norway, India, and Switzerland (as per contact authors’ affiliation).

With this, we welcome you to the 3rd Workshop on Abusive Language Online and look forward to the
conversations and your participation.

Joel, Sarah, Vinod, and Zeerak
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Abstract

The presence of toxic content has become a
major problem for many online communities.
Moderators try to limit this problem by im-
plementing more and more refined comment
filters, but toxic users are constantly finding
new ways to circumvent them. Our hypothe-
sis is that while modifying toxic content and
keywords to fool filters can be easy, hiding
sentiment is harder. In this paper, we ex-
plore various aspects of sentiment detection
and their correlation to toxicity, and use our
results to implement a toxicity detection tool.
We then test how adding the sentiment infor-
mation helps detect toxicity in three different
real-world datasets, and incorporate subver-
sion to these datasets to simulate a user trying
to circumvent the system. Our results show
sentiment information has a positive impact on
toxicity detection.

1 Introduction

Online communities abound today, forming on so-
cial networks, on webforums, within videogames,
and even in the comments sections of articles and
videos. While this increased international con-
tact and exchange of ideas has been a net posi-
tive, it has also been matched with an increase in
the spread of high-risk and toxic content, a cate-
gory which includes cyberbullying, racism, sexual
predation, and other negative behaviors that are
not tolerated in society. The two main strategies
used by online communities to moderate them-
selves and stop the spread of toxic comments are
automated filtering and human surveillance. How-
ever, given the sheer number of messages sent on-
line every day, human moderation simply cannot
keep up, and either leads to a severe slowdown of
the conversation (if messages are pre-moderated
before posting) or allows toxic messages to be
seen and shared thousands of times before they
are deleted (if they are post-moderated after being

posted and reported). In addition, human mod-
eration cannot scale up easily to the number of
messages to monitor; for example, Facebook has a
team of 20,000 human moderators, which is both
massive compared to the total of 25,000 other em-
ployees in the company, and minuscule compared
to the fact its automated algorithms flagged mes-
sages that would require 180,000 human modera-
tors to review1. Keyword detection, on the other
hand, is instantaneous, scales up to the number of
messages, and prevents toxic messages from be-
ing posted at all, but it can only stop messages that
use one of a small set of denied words, and are
thus fairly easy to circumvent by introducing mi-
nor misspellings (i.e. writing ”kl urself” instead
of ”kill yourself”). In (Hosseini et al., 2017), the
authors show how minor changes can elude even
complex systems. These attempts to bypass the
toxicity detection system are called subverting the
system, and toxic users doing it are referred to as
subversive users.

In this paper, we consider an alternative strat-
egy for toxic message filtering. Our intuition is
that, while high-risk keywords can easily be dis-
guised, the negative emotional tone of the message
cannot. Consequently, we will study the correla-
tion between sentiment and toxicity and its useful-
ness for toxic message detection both in subver-
sive and non-subversive contexts. It is important
to note that toxicity is a very abstract term that
can have different definitions depending on con-
text, and each dataset described in Section 4 has
its own. They all gravitate around negative mes-
sages such as insults, bullying, vulgarity and hate
speech, therefore these types of toxic behavior are
the ones we focus on, as opposed to other types
such as fraud or grooming that would use more
positive messages.

The rest of this paper is structured as follows.

1http://fortune.com/2018/03/22/human-
moderators-facebook-youtube-twitter/
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After a review of the relevant literature in the next
section, we will consider the problem of sentiment
detection in online messages in Section 3. We will
study the measure of toxicity and its correlation to
message sentiment in Section 4. Finally, we will
draw some concluding remarks in Section 5.

2 Related Work

Given the limitations of human and keyword-
based toxicity detection systems mentioned pre-
viously, several authors have studied alternative
means of detecting toxicity. In one of the earli-
est works on the detection of hate speech, the au-
thors of (Warner and Hirschberg, 2012) used n-
grams enhanced by part-of-speech information as
features to train an SVM classifier to accurately
pick out anti-semitic online messages. Following
a similar idea, the authors of (Nobata et al., 2016)
conducted a study of the usefulness of various lin-
guistic features to train a machine learning algo-
rithm to pick out hate speech. They found that the
most useful single feature was character n-grams,
followed closely by word n-grams. However, it
was a combination of all their features (n-grams,
features of language, features of syntax, and word
embedding vectors) that achieved the highest per-
formance. The authors of (Alorainy et al., 2018)
studied hate speech through the detection of other-
ing language. They built a custom lexicon of pro-
nouns and semantic relationships in order to cap-
ture the linguistic differences when describing the
in-group and out-group in messages, and trained a
word embedding model on that data.

Hate speech is not the only form of toxicity that
has been studied. In (Reynolds et al., 2011), the
authors studied cyberbullying. They developed a
list of 300 ”bad” words sorted in five levels of
severity. Next, they used the number and density
of ”bad” words found in each online message as
the features to train a set of machine learning sys-
tems. The authors of (Ebrahimi, 2016) also used
words as features in two systems, this time to de-
tect sexual predators. One used the TFxIDF values
of the words of the text to train a single-class SVM
classifier, and the other used a bag-of-words vec-
tor of the text as input to a deep neural network.
The authors found that the latter system offered
the better performance in their experiments.

Recently, deep learning has become very pop-
ular for NLP applications, and pre-trained word
embeddings have been shown to be very effec-

tive in most text-based neural network applica-
tions. In (Agrawal and Awekar, 2018), four differ-
ent deep learning models were implemented and
shown to outperform benchmark techniques for
cyberbullying detection on three different datasets.
In (Chatzakou et al., 2017), a deep neural network
taking a word embedding vector as input was used
to detect cyberbullying on Twitter.

It thus appears from the related literature that
authors have tried a variety of alternative features
to automatically detect toxic messages without re-
lying strictly on keyword detection. However, sen-
timent has rarely been considered. It was one of
the inputs of the deep neural network of (Chatza-
kou et al., 2017), but the paper never discussed
its importance or analyzed its impact. The au-
thors of (Hee et al., 2018) conducted the first study
of cyberbullying in Dutch, and considered several
features, including a subjectivity keyword lexicon.
They found its inclusion helped improve results,
but that a more sophisticated source of information
than simple keyword detection was required. And
the study of (Dani et al., 2017) used the sentiment
of messages, as measured by the SentiStrength on-
line system, as one of several features to detect cy-
berbullying messages. However, an in-depth anal-
ysis of how sentiment can benefit toxicity detec-
tion has not been done in any of these papers, and
a study of the use of sentiment in a subversive con-
text has never been done.

3 Sentiment Detection

3.1 Lexicons

Sentiment detection, or the task of determining
whether a document has a positive or negative
tone, has been frequently studied in the literature.
It is usually done by using a sentiment lexicon that
either classifies certain words as positive or nega-
tive, or quantifies their level of positivity or nega-
tivity. We decided to consider six such lexicons:

• SentiWordNet2 is a widely-used resource
for sentiment mining. It is based on Word-
Net, and assigns three scores to each synset,
namely positivity, negativity, and objectivity,
with the constraint that the sum of all three
must be 1. Using this lexicon requires a
bit of preprocessing for us, since the same
word can occur in multiple different synsets

2http://sentiwordnet.isti.cnr.it/
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with different meanings and therefore differ-
ent scores. Since picking out the intended
meaning and synset of a polysemous word
found in a message is beyond our scope, we
instead chose to merge the different meanings
and compute a weighted average of the scores
of the word. The weights are the ranks of the
synsets, which correspond to the popularity
of that meaning of the word in documents.
The average score equation is :

score =

∑k score
rank∑k 1
rank

(1)

where k is the number of times the word
occurs with the same part of speech. We
compute the average positivity and negativity
scores, but not the objectivity scores, since
they are not useful for our purpose and since
they are simply the complement of the other
two. This allows us to extract 155,287 indi-
vidual words from the lexicon, with a posi-
tivity and negativity score between 0 and 1
for each. We should note that SentiWordNet
differentiates a word based on part-of-speech,
and we maintain this distinction in our work.

• Afinn3 is a lexicon of 3,382 words that are
rated between -5 (maximum negativity) and 5
(maximum positivity). To match SentiWord-
Net, we split this score into positivity and
negativity scores between 0 and 1. For ex-
ample, a word with a −3 score was changed
to have a positive score of 0 and a negative
score of 0.6.

• Bing Liu4 compiled lists of 6,789 positive or
negative words. Given no other information,
we assigned each word in the positive list a
positivity score of 1 and a negativity score of
0, and vice-versa for the negative-list words.

• General Inquirer 5 is a historically-popular
lexicon of 14,480 words, though only 4,206
of them are tagged as positive or negative. As
for the Bing Liu lexicon, we assigned binary
positive and negative scores to each word that
was tagged as positive or negative.

3https://github.com/fnielsen/afinn
4https://www.cs.uic.edu/˜liub/FBS/

sentiment-analysis.html
5http://www.wjh.harvard.edu/˜inquirer/

• Subjectivity Clues6 extends the sentiment
tags of the General Inquirer to 8,222 words
using a dictionary and thesaurus. It also adds
a binary strength level (strong or weak) to the
polarity information. We merged polarity and
strength as a measure of 0.5 and 1 for weak
or strong positivity or negativity.

• NRC7 has a list of 14,182 words that are
marked as associated (1) or not associated
(0) with 8 emotions (anger, fear, anticipation,
trust, surprise, sadness, joy, disgust) and two
sentiments (negative and positive). We trans-
form this association into binary positive and
negative scores in the same way we did for
Bing Liu and General Inquirer.

All six of these lexicons have limitations, which
stem from their limited vocabulary and the ambi-
guity of the problem. Indeed, despite being thou-
sands of words each and covering the same sub-
ject and purpose, our six lexicons have only 394
words in common, indicating that each is individ-
ually very incomplete compared to the others. And
we can easily find inconsistencies between the rat-
ings of words, both internally within each lexicon
and externally when we compare the same words
between lexicons. Table 1 illustrates some of these
inconsistencies: for instance, the word ”helpless”
is very negative in SentiWordNet but less so in
Afinn and Subjectivity Clues, while the word ”ter-
rorize” is more strongly negative in the latter two
resources but less negative (and even a bit posi-
tive) in SentiWordNet. Likewise, the word ”joke”
is strongly positive, weakly positive, or even nega-
tive, depending on the lexicon used, and the word
”merry” is more positive than ”joke” according to
every lexicon except SentiWordnet, which rates
it equally positive and negative. By contrast the
word ”splendid” has the same positivity values
as ”merry” in all lexicons except SentiWordnet,
where it has the highest possible positivity score.

In a longer document, such as the customer re-
views these lexicons are typically used on (Ohana
et al., 2012; Tumsare et al., 2014; Agarwal et al.,
2015), these problems are minor: the abundance
and variety of vocabulary in the text will insure
that the correct sentiment emerges overall despite
the noise these issues cause. This is not true for
the short messages of online conversations, and it

6http://mpqa.cs.pitt.edu/lexicons/
7https://nrc.canada.ca/en/
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Word SentiWordNet Afinn Bing Liu General Inquirer Subjectivity Clues NRC
terrorize [0.125, 0.250] -3 negative negative strong negative negative
helpless [0.000, 0.750] -2 negative negative weak negative negative
joke [0.375, 0.000] 2 negative positive strong positive negative
merry [0.250, 0.250] 3 positive positive strong positive positive
splendid [1.000, 0.000] 3 positive positive strong positive positive

Table 1: Sentiment of words per lexicon

has forced some authors who study the sentiments
of microblogs to resort to creating or customiz-
ing their own lexicons (Nielsen, 2011). This, in-
cidentally, is also why we could not simply use an
existing sentiment classifier. We will instead opt
to combine these lexicons into a more useful re-
source.

3.2 Message Preprocessing

The first preprocessing step is to detect the pres-
ence and scope of negations in a message. Nega-
tions have an important impact; the word ”good”
may be labeled positive in all our lexicons, but its
actual meaning will differ in the sentences ”this
movie is good” and ”this movie is not good”. We
thus created a list of negation keywords by com-
bining together the lists of the negex algorithm8

and of (Carrillo de Albornoz et al., 2012), filter-
ing out some irrelevant words from these lists, and
adding some that were missing from the lists but
are found online.

Next, we need to determine the scope of the
negation, which means figuring out how many
words in the message are affected by it. This is the
challenge of, for example, realizing that the nega-
tion affects the word ”interesting” in ”this movie
is not good or interesting” but not in ”this movie is
not good but interesting”. We considered two al-
gorithms to detect the scope of negations. The first
is to simply assume the negation affects a fixed
window of five words9 after the keyword (Councill
et al., 2010), while the second discovers the syn-
tactic dependencies in the sentence in order to de-
termine precisely which words are affected (Dad-
var et al., 2011).

We tested both algorithms on the SFU review
corpus of negation and speculation10. As can be

8https://github.com/mongoose54/negex/
tree/master/negex.python

9The average window size in our test dataset was 5.36
words, so we rounded to the closest integer.

10https://www.researchgate.net/
publication/256766329_SFU_Review_Corpus_

Fixed window Dependencies
Accuracy 71.75% 82.88%
Recall 95.48% 90.00%
Precision 69.65% 78.37%
Exact match 9.03% 43.34%
Std 3.90 words 5.54 words
ms/sentence 2.4 68

Table 2: Comparison between fixed window and syn-
tactic dependencies negation detection algorithms

seen in Table 2, the dependency algorithm gave
generally better results, and managed to find the
exact scope of the negation in over 43% of sen-
tences. However, that algorithm also has a larger
standard deviation in its scope, meaning that when
it fails to find the correct scope, it can be off by
quite a lot, while the fixed window is naturally
bounded in its errors. Moreover, the increased
precision of the dependencies algorithm comes at
a high processing cost, requiring almost 30 times
longer to analyze a message as the fixed window
algorithm. Given that online communities fre-
quently deal with thousands of new messages ev-
ery second, efficiency is a major consideration,
and we opted for the simple fixed window algo-
rithm for that reason.

The second preprocessing step is to detect
sentiment-carrying idioms in the messages. For
example, while the words ”give” and ”up” can
both be neutral or positive, the idiom ”give up”
has a clear negative sentiment. Several of these
idioms can be found in our lexicons, especially
SentiWordNet (slightly over 60, 000). We detect
them in our messages and mark them so that our
algorithm will handle them as single words going
forward.

Finally, we use the NLTK wordpunkt tokenizer
to split messages into words, and the Stanford
fasterEnglishPOSTagger to get the part-of-speech
of each word. Since our lexicons contain only four

Negation_Speculation
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parts-of-speech (noun, verb, adverb, and adjec-
tive) and Stanford’s tagger has more than 30 pos-
sible tags, we manually mapped each tag to one of
the four parts-of-speech (for example, ”verb, past
participle” maps to ”verb”).

3.3 Message Sentiment
Once every word has a positivity and a negativ-
ity score, we can use them to determine the sen-
timent of an entire message. We do this by com-
puting separately the sum of positive scores and of
negative scores of words in the message, and sub-
tracting the negative total from the positive total.
In this way, a score over 0 means a positive mes-
sage, and a score under 0 means a negative mes-
sage. We consider two alternatives at this point:
one in which we sum the sentiment value of all
words in the message, and one where we only sum
the sentiment value of the top-three11 words with
the highest scores for each polarity. We label these
“All words” and “Top words” in our results. The
impact of this difference is felt when we consider
a message with a few words with a strong polar-
ity and a lot of words with a weak opposite polar-
ity; in the “Top words” scheme these weak words
will be ignored and the strong polarity words will
dictate the polarity of the message, while in the
“All words” scheme the many weak words can
sum together to outweigh the few strong words
and change the polarity of the message.

We optionally take negations into account in our
sentiment computation. When a word occurs in
the window of a negation, we flip its positivity
and negativity scores. In other words, instead of
adding its positivity score to the positivity total of
the message, we added its negativity score, and the
other way round for the negativity total. Experi-
ments where this is done are labeled “Negativity”
in our results.

Finally, we optionally incorporate word weights
based on their frequency in our datasets. When ap-
plied, the score of each word is multiplied by a fre-
quency modifier, which we adapted from (Ohana
et al., 2012):

frequency modifier = 1−
√

n

nmax
(2)

where n is the number of times the word appears
in a dataset, and nmax is the number of times the

11We considered the top-two, three, four, and five words,
but early empirical tests on SentiWordNet indicated that top-
three was the best option.

most frequent word appears in that dataset. Exper-
iments using this frequency modifier are labeled
“Frequency” in our results.

3.4 Experimental Results

Our experiments have four main objectives: (1)
to determine whether the “All words” or the “Top
words” strategy is preferable; (2) to determine
whether the inclusion of “Negation” and ”Fre-
quency” modifiers is useful; (3) to determine
which of the six lexicons is most accurate; and (4)
to determine whether a weighted combination of
the six lexicons can outperform any one lexicon.

To conduct our experiments, we used the cor-
pus of annotated news comments available from
the Yahoo Webscope program12. The comments
in this dataset are annotated by up to three profes-
sional, trained editors to label various attributes,
including type, sentiment and tone. Using these
three attributes, we split the dataset into two cate-
gories, sarcastic and non-sarcastic, and then again
into five categories, clear negative, slight negative,
neutral, slight positive, and clear positive. Finally,
we kept only the non-sarcastic comments where
all annotators agreed to reduce noise. This gives
us a test corpus of 2,465 comments.

To evaluate our results, we compute the senti-
ment score of each comment in our test corpus us-
ing our various methods, and we then compute the
average sentiment score of comments in each of
the five sentiment categories. For ease of presenta-
tion, we give a simplified set of results in Table 3,
with only the average score of the two negative and
the two positive labels combined, along with the
overlap of the two distributions. The overlap is ob-
tained by taking two normal distributions with the
the means and standard deviations of the positive
and the negative sets, and calculating the area in
common under both curves. It gives us a measure
of the ambiguous region where comments may be
positive or negative. A good sentiment classifier
will thus have very distant positive and negative
scores and a very low overlap.

These results show that there are important dif-
ferences between the lexicons. Three of the six
are rather poor at picking out negative sentiments,
namely Subjectivity Clues (where negative mes-
sages are on average detected as more positive
than the positive messages), General Inquirer, and

12Dataset L32: https://webscope.sandbox.
yahoo.com/catalog.php?datatype=l
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NRC. This bias for positivity is an issue for a study
on toxicity, which we expect to be expressed using
negative sentiments. The other three lexicons give
a good difference between positive and negative
messages. For these three lexicons, we find that
using All words increases the gap between posi-
tive and negative scores but greatly increases the
standard deviation of each sentiment class, mean-
ing the sentiment of the messages becomes am-
biguous. On the other hand, using Top words re-
duces the overlap between the distributions and
thus gives a better separation of positive and nega-
tive sentiments. And while adding frequency in-
formation or negations does not cause a major
change in the results, it does give a small reduc-
tion in overlap.

To study combinations of lexicons, we decided
to limit our scope to SentiWordNet, Afinn, and
Bing Liu, the three lexicons that could accurately
pick out negative sentiments, and on the Top words
strategy. We consider three common strategies
to combine the results of independent classifiers:
majority voting, picking the one classifier with
the maximum score (which is assumed to be the
one with the highest confidence in its classifica-
tion), and taking the average of the scores of all
three classifiers. For the average, we tried using a
weighted average of the lexicons and performed a
grid search to find the optimal combination. How-
ever, the best results were obtained when the three
lexicons were taken equally. For the majority vote,
we likewise take the average score of the two or
three classifiers in the majority sentiment.

Table 4 presents the results we obtain with all
three strategies. It can be seen that combining the
three classifiers outperforms taking any one clas-
sifier alone, in the sense that it creates a wider gap
between the positive and negative messages and a
smaller overlap. It can also be seen that the addi-
tion of negation and frequency information gives a
very small improvement in the results in all three
cases. Comparing the three strategies, it can be
seen that the maximum strategy gives the biggest
gap in between positive and negative distribution,
which was to be expected since the highest pos-
itive or negative sentiment is selected each time
while it gets averaged out in the other two classi-
fiers. However, the average score strategy creates
a significantly smaller standard deviation of senti-
ment scores and a lower overlap between the dis-
tributions of positive and negative messages. For

that reason, we find the average score to be the best
of the three combination strategies.

In all cases, we find that most misclassified mes-
sages in our system are due to the lack of insults
in the vocabulary. For example, none of the lex-
icons include colorful insults like “nut job” and
“fruitcake”, so messages where they appear can-
not be recognized as negative. Likewise, some
words, such as the word “gay”, are often used as
insults online, but have positive meanings in for-
mal English; this actually leads to labeling insult
messages as positive. This issue stems from the
fact that these lexicons were designed for senti-
ment analysis in longer and more traditional doc-
uments, such as customer reviews and editorials.
One will seldom, if ever, find insults (especially
politically-incorrect ones such as the previous ex-
amples) in these documents.

4 Toxicity Detection

The main contribution of this paper is to study how
sentiment can be used to detect toxicity in sub-
versive online comments. To do this, we will use
three new test corpora:

• The Reddit13 dataset is composed of over
880,000 comments taken from a wide range
of subreddits and annotated a few years ago
by the Community Sift tool developed by Two
Hat Security14. This toxicity detection tool,
which was used in previous research on toxi-
city as well (Mohan et al., 2017), uses over
1 million n-gram rules in order to normal-
ize then categorize each message into one of
eight risk levels for a wide array of different
categories, 0 to 3 being super-safe to ques-
tionable, 4 being unknown and 5 to 7 being
mild to severe. In our case, we consider the
scores assigned to each message in five cat-
egories, namely bullying, fighting, sexting,
vulgarity, and racism.

• The Wikipedia Talk Labels15 dataset con-
sists of over 100,000 comments taken from
discussions on English Wikipedia’s talk
pages. Each comment was manually anno-
tated by around ten Crowdflower workers as

13https://bigquery.cloud.google.com/
table/fh-bigquery:reddit_comments.2007

14https://www.twohat.com/community-
sift/

15https://figshare.com/articles/
Wikipedia_Talk_Labels_Toxicity/4563973
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Experiment SWN Afinn Bing Liu Gen. Inq. Subj. Clues NRC

All words [-0.22, 0.31] 0.81 [-0.43, 0.45] 0.71 [-1.17, 0.69] 0.67 [ 0.03, 1.44] 0.73 [2.31, 1.97] 0.76 [-0.15, 1.00] 0.77
All/Neg [-0.34, 0.17] 0.79 [-0.44, 0.39] 0.69 [-1.08, 0.61] 0.70 [-0.27, 0.99] 0.77 [1.66, 1.52] 0.83 [-0.62, 0.75] 0.75
All/Freq [-0.21, 0.29] 0.80 [-0.42, 0.40] 0.71 [-1.17, 0.58] 0.68 [-0.09, 1.23] 0.76 [1.98, 1.70] 0.82 [-0.19, 0.90] 0.79
All/Neg/Frq [-0.29, 0.18] 0.78 [-0.42, 0.35] 0.69 [-1.06, 0.52] 0.71 [-0.33, 0.85] 0.79 [1.45, 1.34] 0.86 [-0.56, 0.69] 0.77
Top words [-0.23, 0.11] 0.75 [-0.23, 0.31] 0.68 [-0.54, 0.54] 0.67 [-0.03, 0.59] 0.80 [1.18, 1.17] 0.99 [-0.14, 0.54] 0.77
Top/Neg [-0.24, 0.10] 0.74 [-0.24, 0.29] 0.67 [-0.50, 0.53] 0.67 [-0.12, 0.57] 0.77 [0.86, 0.71] 0.94 [-0.28, 0.49] 0.73
Top/Freq [-0.16, 0.15] 0.74 [-0.23, 0.28] 0.67 [-0.56, 0.47] 0.67 [-0.07, 0.52] 0.79 [1.00, 1.01] 0.99 [-0.15, 0.50] 0.77
Top/Neg/Frq [-0.17, 0.14] 0.73 [-0.23, 0.26] 0.67 [-0.51, 0.48] 0.66 [-0.14, 0.49] 0.77 [0.61, 0.76] 0.93 [-0.26, 0.45] 0.74

Table 3: Average sentiment scores of negative and positive (respectively) labeled messages, and their overlap.

Experiment Majority vote Maximum wins Average scores
Top words [-0.36, 0.34] 0.67 [-0.60, 0.52] 0.67 [-0.32, 0.32] 0.64
Top + Negation [-0.35, 0.34] 0.66 [-0.59, 0.51] 0.66 [-0.31, 0.30] 0.63
Top + Frequency [-0.34, 0.32] 0.66 [-0.58, 0.48] 0.67 [-0.31, 0.30] 0.63
Top + Neg. + Freq. [-0.32, 0.30] 0.65 [-0.55, 0.50] 0.65 [-0.29, 0.29] 0.63

Table 4: Sentiment scores using combinations of lexicons.

toxic or not toxic. We use the ratio of toxic
marks as a toxicity score. For example, if a
message is marked toxic by 7 out of 10 work-
ers, it will have a 0.7 toxicity score.

• The Kaggle toxicity competition16 dataset
is also taken from discussions on English
Wikipedia talk pages. There are approx-
imatively 160,000 comments, which were
manually annotated with six binary labels:
toxic, severe toxic, obscene, threat, insult,
and identity hate. This allows us to rate com-
ments on a seven-level toxicity scale, from
0/6 labels marked to 6/6 labels marked.

4.1 Correlation
Our first experiment consists in computing the
sentiment of each message in each of our three
test corpora, and verifying how they correlate with
the different toxicity scores of each of the corpora.
Following the results we found in Section 3, we
used the best three lexicons (SentiWordNet, Afinn,
and Bing Liu), combined them by taking the aver-
age score, and used our four algorithm variations.
The results are presented in Table 5. It can be
seen that there is a clear negative correlation be-
tween toxicity and sentiment in the messages, as
expected. Our results also show that using words
only or including frequency information makes the
relationship clearer, while adding negations mud-
dies it. These results are consistent over all three
test corpora, despite being from different sources
and labeled using different techniques. The lower
score on the Reddit dataset may simply be due to

16https://www.kaggle.com/c/jigsaw-
toxic-comment-classification-challenge

Sentiment Reddit Wikipedia Kaggle
Standard -0.2410 -0.3839 -0.3188
Negation -0.2021 -0.3488 -0.2906
Frequency -0.2481 -0.3954 -0.3269
Neg + Freq -0.2056 -0.3608 -0.3003

Table 5: Correlation between sentiment and toxicity.

the fact it was labeled automatically by a system
that flags potentially dangerous content and not by
human editors, so its labels may be noisier. For
example, mentioning sexual body parts will be la-
beled as toxicity level 5 even if they are used in a
positive message, because they carry more poten-
tial risk.

4.2 Subversive Toxicity Detection
Our second experiment consists in studying the
benefits of taking sentiments into account when
trying to determine whether a comment is toxic or
not. The toxicity detector we implemented in this
experiment is a deep neural network inspired by
the most successful systems in the Kaggle toxicity
competition we used as a dataset. It uses a bi-GRU
layer with kernel size of 40. The final state is sent
into a single linear classifier. To avoid overfitting,
two 50% dropout layers are added, one before and
one after the bi-GRU layer.

The network takes as input a message split
into words and into individual characters. The
words are represented by the 300d fastText pre-
trained word embeddings17, and characters are
represented by a one-hot character encoding but

17https://github.com/facebookresearch/
fastText
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restricted to the set of 60 most common characters
in the messages to avoid the inclusion of noise.
The character embeddings enrich the word embed-
dings and allow the system to extract more infor-
mation from the messages, especially in the pres-
ence of misspellings (Shen et al., 2017). Finally,
we used our “top + frequency” sentiment algo-
rithm with the best three lexicons (SentiWordNet,
Afinn, and Bing Liu) to determine the sentiment
of each message. We input that information into
the neural network as three sentiment values, cor-
responding to each of the three lexicons used, for
each of the frequent words retained for the mes-
sage. Words that are not among the selected fre-
quent words or that are not found in a lexicon re-
ceive a sentiment input value of 0. Likewise, ex-
periments that do not make use of sentiment in-
formation have inputs of 0 for all words. These
input values are then concatenated together into
a vector of 363 values, corresponding to the 300
dimensions of fastText, the 60 one-hot character
vector, and the 3 sentiment lexicons.

The output of our network is a binary “toxic or
non-toxic” judgment for the message. In the Kag-
gle dataset, this corresponds to whether the “toxic”
label is active or not. In the Reddit dataset, it is
the set of messages evaluated at levels 5, 6 or 7 by
Community Sift in any of the topics mentioned ear-
lier. And in the Wikipedia dataset, it is any mes-
sage marked as toxic by 5 workers or more. We
chose this binary approach to allow the network
to learn to recognize toxicity, as opposed to types
of toxic messages on Kaggle, keyword severity
on Reddit, or a particular worker’s opinions on
Wikipedia. However, this simplification created a
balance problem: the Reddit dataset is composed
of 12% toxic messages and 88% non-toxic mes-
sages, the Wikipedia dataset is composed of 18%
toxic messages, and the Kaggle dataset of 10%
toxic messages. To create balanced datasets for
training, we kept all toxic messages and under-
sampled randomly the set of non-toxic messages
to be equal to the number of toxic messages. This
type of undersampling is commonplace in order
to avoid the many training issues that stem from
heavily imbalanced datasets.

Our experiment consists in comparing the tox-
icity detection accuracy of our network when ex-
cluding or including sentiment information and in
the presence of subversion. Indeed, as mentioned
in Sections 1 and 2, it is trivial for a subversive

user to mask toxic keywords to bypass toxicity fil-
ters. In order to simulate this behavior and tak-
ing ideas from (Hosseini et al., 2017), we cre-
ated a substitution list that replaces popular toxic
keywords with harmless versions. For example,
the word “kill” is replaced by “kilt”, and “bitch”
by “beach”. Our list contains 191 words, and its
use adds noise to 82% of the toxic Kaggle mes-
sages, 65% of the Wikipedia messages, and 71%
of the Reddit messages. These substitutions are
only done at testing time, and not taken into ac-
count in training, to simulate the fact that users
can create never-before-seen modifications.

We trained and tested our neural network with
and without sentiment information, with and with-
out subversion, and with each corpus three times
to mitigate the randomness in training. In every
experiment, we used a random 70% of messages
in the corpus as training data, another 20% as vali-
dation data, and the final 10% as testing data. The
average results of the three tests are given in Table
6. We performed a t-test on the accuracy result
distribution to determine if the difference between
the results with and without sentiment information
is statistically significant, and the p-value is also
included in Table 6. As a reminder, the t-test com-
pares the two distributions to see if they are differ-
ent from each other, and assigns a p-value to this
result. As a general rule, a p-value below 0.05
indicates that the t-test found a statistically sig-
nificant difference between the two distributions.

It can be seen that sentiment information
helps improve toxicity detection in a statistically-
significant manner in all cases but one. The im-
provement is smaller when the text is clean (with-
out subversion). In those experiments, the accu-
racy improvement is of 0.5% or less. However, the
introduction of subversion leads to an important
drop in the accuracy of toxicity detection for the
network that uses the text alone. Most of that loss
comes from a much lower recall score, which is
unsurprising considering the fact that we are mod-
ifying the most common toxic words. The inclu-
sion of sentiment information makes it possible to
mitigate that loss. With subversion, including sen-
timent information improves the accuracy of tox-
icity detection by more than 0.5% in all experi-
ments, and as much as 3% on the Kaggle dataset,
along with a decrease in p-value in all cases.

For example, the message “The bot sucks. No
skills. Shut it down.” isn’t detected as toxic after
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Dataset Standard Sentiment p-value
Accuracy Precision Recall Accuracy Precision Recall

Kaggle 93.2% 93.1% 93.0% 93.7% 92.1% 95.2% 0.0188
Subv. Kaggle 77.2% 93.3% 58.8% 80.1% 94.1% 65.6% <0.0001
Wiki 88.1% 87.4% 89.1% 88.5% 87.9% 89.4% 0.0173
Subv. Wiki 81.4% 86.1% 75.5% 82.0% 86.3% 75.9% 0.0165
Reddit 94.0% 98.2% 89.6% 94.1% 98.3% 89.7% 0.4159
Subv. Reddit 87.1% 98.0% 75.9% 88.0% 98.2% 77.5% 0.0098

Table 6: Accuracy, precision and recall on regular and subversive datasets, with and without sentiment, along with
the t-test p-value when comparing accuracy result distribution

adding subversion, because the toxic word “sucks”
is changed to the harmless word “socks”. How-
ever, when including sentiment information, the
system detects the negative tone of the message
- with the “No skills. Shut it down.” part being
clearly negative - and increases the score suffi-
ciently for the message to be classified as toxic.
Sentiment information is also helpful even in the
absence of subversion. For example, the message
“You make me sick to my stomach, whoever you
are and whatever your motivations might be. You
have caused an odious stench which will be im-
possible to erase.” lacks recognizable toxic fea-
tures such as insults and curse words and is classi-
fied as non-toxic by the sentiment-less neural net-
work. However, the negative sentiment of “sick”,
“stench”, and “odious” (none of which are nor-
mally found in abusive word lists) allows the sen-
timent neural network to recognize the message as
toxic.

Comparing the different corpora, it can be seen
that the improvement is smallest and least signifi-
cant in the Reddit dataset experiment, which was
to be expected since it is also the dataset in which
toxicity and sentiment had the weakest correlation
in Table 5. We can note that our toxicity detection
neural network performs very well nonetheless in
all cases, even with subversion and without sen-
timent information. This may be due to the fact
that the messages in all datasets are user-generated
and therefore noisy already. In addition, the char-
acter encoding of the neural network is robust to
misspellings, as opposed to a keyword lookup sys-
tem. The results are also very close to the top so-
lutions of the Kaggle competition for the Kaggle
dataset with a 98.1 AUC (top solutions being 98.8)
while taking a lot less time to train and not using
huge manual misspellings lists or data augmenta-
tion like all top solutions do.

5 Conclusion

In this paper, we explored the relationship between
sentiment and toxicity in social network messages.
We began by implementing a sentiment detection
tool using different lexicons and different features
such as word frequencies and negations. This tool
allowed us to demonstrate that there exists a clear
correlation between sentiment and toxicity. Next,
we added sentiment information to a toxicity de-
tection neural network, and demonstrated that it
does improve detection accuracy. Finally, we sim-
ulated a subversive user who circumvents the toxi-
city filter by masking toxic keywords in their mes-
sages, and found that using sentiment informa-
tion improved toxicity detection by as much as
3%. This confirms our fundamental intuition, that
while it is possible for a user to mask toxic words
with simple substitutions, it is a lot harder for a
user to conceal the sentiment of a message.

Our work so far has focused on single-line mes-
sages and negative toxicity detection. There are
however several different types of toxicity, some
of which correlate to different sentiments. For in-
stance, fraud or sexual grooming will use more
positive sentiments in order to lure victims. Dif-
ferentiating between these types of toxicity will
strengthen the correlation to message sentiment
and further improve our results. Likewise, han-
dling entire conversations will allow us to include
contextual information to the sentiment of each
message, and to detect sudden changes in the sen-
timent of the conversation that correspond to a dis-
ruptive toxic comment.
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Abstract

Interactions among users on social network
platforms are usually positive, constructive
and insightful. However, sometimes people
also get exposed to objectionable content such
as hate speech, bullying, and verbal abuse
etc. Most social platforms have explicit policy
against hate speech because it creates an en-
vironment of intimidation and exclusion, and
in some cases may promote real-world vio-
lence. As users’ interactions on today’s social
networks involve multiple modalities, such as
texts, images and videos, in this paper we ex-
plore the challenge of automatically identify-
ing hate speech with deep multimodal tech-
nologies, extending previous research which
mostly focuses on the text signal alone. We
present a number of fusion approaches to in-
tegrate text and photo signals. We show that
augmenting text with image embedding infor-
mation immediately leads to a boost in perfor-
mance, while applying additional attention fu-
sion methods brings further improvement.

1 Introduction

While social network platforms give people the
voice to speak, they also have a need to mod-
erate abusive and objectionable content that
is harmful for their communities. Most so-
cial platforms have explicit policy against hate
speech (e.g. https://www.facebook.com/
communitystandards/hate_speech) be-
cause such content creates an environment of in-
timidation, exclusion, and in some cases promote
real-world violence.

The automatic identification of hate speech has
been mostly formulated as a natural language pro-
cessing problem (e.g. Mishra et al., 2018; Gu-
nasekara and Nejadgholi, 2018; Kshirsagar et al.,
2018; Magu and Luo, 2018; Sahlgren et al., 2018).
The signal from text, however, sometimes is not

sufficient for determining whether a piece of con-
tent (such as a post) on the social network plat-
forms constitutes hate speech. There is a need to
take into account signals from multiple modalities
in order to have a full comprehension of the con-
tent for hate speech classification. For example,
“these are disgusting parasites”, the sentence itself
can be either benign or hateful, depending on what
“these” refer to; and when it is combined with a
photo of people or symbols in a post, it is very
likely to be hate speech. We have seen many cases
where the text itself is benign, but the whole post
is hateful if we consider the context of the image.

There has been a number of research on mul-
timodal fusion in the deep learning era. For ex-
ample, Tong et al. (2017) apply an outer prod-
uct fusion method to combine text and photo in-
formation for the task of detecting human traf-
ficking. For the task of user profiling, formu-
lated as a multi-tasking classification problem, Vi-
jayaraghavan et al. (2017) propose a hierarchical
attention model; and Farnadi et al. (2018) propose
the UDMF framework, a hybrid integration model
that combines both early feature fusion and later
decision fusion using both stacking and power-set
combination. Zhong et al. (2016) also studied the
combination of image and captions for the task of
detecting cyberbullying. For the task of name tag-
ging, formulated as a sequence labeling problem,
Lu et al. (2018) apply a visual attention model to
put the focus on the sub-areas of a photo that are
more relevant to the text encoded by a bi-LSTM
model. For the task of image-text matching, Wang
et al. (2017) compare an embedding network that
projects texts and photos into a joint space where
semantically-similar texts and photos are close to
each other, with a similarity network that fuses
text embeddings and photo embeddings via ele-
ment multiplication. For the task of sentiment
analysis, Zadeh et al. (2017); Ghosal et al. (2018);
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Bagher Zadeh et al. (2018); Liu et al. (2018)
propose several models, namely contextual inter-
modal attention, dynamic fusion graph, and low-
rank multimodal fusion, for integrating visual, au-
dio, and text signals on the CMU-MOSEI data
set. There is also research initiative in multimodal
summarization (Li et al., 2017) and multimodal
translation (Calixto et al., 2017; Delbrouck and
Dupont, 2017). These works have demonstrated
the effectiveness of multimodal fusion methods in
problems where non-text signals play an important
role in disambiguating the text.

In this research, we explore deep multimodal
fusion of text and photo for the task of hate
speech classification on social networks, where
hate speech posts frequently appear with images.
We experiment with many fusion techniques, in-
cluding simple concatenation, bilinear transforma-
tion, gated summation, and attention mechanism.
We find that concatenation with photo information
in the convolution text classifier immediately gives
us a nice gain, while fusion with attention offers
further improvement. Specifically attention with
deep cloning, sparsemax, and symmetric gate pro-
vides the best performance. These results shall
shed light on better identifying hate speech to pro-
vide a safer community of online social networks.

2 Text And Photo Fusion

In this section we first describe our baseline con-
volutional text classifier, and the image features
of photos. We then describe many approaches of
fusing texts and photos, including basic concate-
nation, gated summation, bilinear transformation,
and attention with different alternations.

2.1 Convolutional text model
We adopt the convolutional sentence classification
architecture by Kim (2014) as our baseline text
model, as illustrated on the left hand side in Fig-
ure 1.

1. For each word in a piece of text, we retrieve
the pre-trained embeddings [v1, v2, ..., vn].
These embeddings are fixed during our
model training. We then apply a word-level
MLP on each of the word embeddings, creat-
ing the new word embeddings [v′1, v

′
2, ..., v

′
n].

This word-level MLP serves as a solution of
fine-tuning the word embeddings towards the
hate speech domain, by applying a systematic
transform to the whole embeddings space,

which has the benefit of also taking care of
words that do not appear in the training data.
We then apply a dropout layer on the word-
level so that the model is more robust against
word embeddings features.

2. We next apply a 1D-convolution to the words.
With proper padding, we ensure that the out-
put of the convolution matches the length of
the input for different ngram-window sizes
(Gehring et al., 2017). This offers the conve-
nience for executing attention operation (see
Section 2.5). The output of the convolution is
a list of vectors [c1, c2, ..., cn].

3. We then apply max-pooling and tanh to cre-
ate a fixed-size vector representation for the
piece of text, denoted as t.

4. Finally we apply dropout, MLP and softmax
on the vector t to discriminate between hate
vs benign.

2.2 Photo features

We first pre-train a deep neural network for image
classification, similar to the deep ResNet neural
architecture (He et al., 2016) for ImageNet (Deng
et al., 2009), with hundreds of millions of pho-
tos on a social network platform (not limited to
the domain of hate speech). For each photo, we
then extract the features from the second last layer,
which is a float vector of 4096 dimensions. Fi-
nally we run iterative quantization to convert this
vector into a hash of 256-bit binary vector (Gong
et al., 2013). We store the photo hashes for effi-
cient photo indexing, searching, and clustering.

In this research, we conveniently represent each
photo with its hash (Sablayrolles et al., 2018).
The hash takes advantage of the deep pre-trained
image network which offers discriminative se-
mantic representations. It preserves the simi-
larity between original photos: the photos with
smaller Hamming distance between their hashes
look similar to each other. While it is sub-
optimal as the iterative quantization might be
information-lossy, the photo hashing technique
provides an infrastructure-economic solution to
compactly store and promptly retrieve the infor-
mation of billions of photos on the platform.

Note that the hash comes from the second last
layer representations of the deep ImageNet-like
network. This has the flavor of transfer learning
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Figure 1: Model architecture of text and photo fusion: ellipses (in yellow) represent operations; and rectangles (in
green) represent vectors. Shapes in dot lines are clones of their corresponding components.

(Oquab et al., 2014), where we pre-train the net-
work with a large amount of out-of-domain pho-
tos, and then fix the second last layer and below.
The hash offers a generic representation for which
we will then fine-tune with in-domain photos.

2.3 Basic fusion: concatenation

The most straightforward way of integrating text
with photo features is to concatenate t and p, as
illustrated in Figure 1, where t is the text repre-
sentation vector after max-pooling and tanh ac-
tivation function, and p is the 256-dimensional
photo hash as mentioned before. The concatenated

vector is followed by dropout, MLP and softmax
operations for the final hate speech classification.
Note that with this basic concatenation, the photo
hash p would actually impact the text representa-
tion t through back-propagating the loss down to
the word embeddings MLP.

2.4 Additional fusion
On top of the basic concatenation, we have also
explored other fusion techniques: gated summa-
tion and bilinear transformation.

• Gated summation Miyamoto and Cho
(2016) propose a gated summation approach
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to integrate word and character information.
We adopt their approach and apply it to
text and photo fusion, as illustrated in Equa-
tion (1). We first apply linear transformations
to t and p so that they have the same dimen-
sion |t′| = |p′|. We then calculate a gate G
as a sigmoid (σ) function on p′, where up (a
weighed vector) andBp (a bias scalar) are pa-
rameters to be learned. We then use the gate
value G to weigh the summation of t′ and p′

to create the fusion vector f . We use the vec-
tor concat(t, p, f) for the target hate speech
classification.

t′ =Wt · t+ bt

p′ =Wp · p+ bp

G = σ(uTp · p′ +Bp)

f = G ∗ t′ + (1−G) ∗ p′

(1)

The gated summation approach is later fur-
ther extended in Lu et al. (2018), referred
to as visual modulation gate, to dynamically
control the combination of visual and textual
signals, as illustrated in Equation (2).

βt = σ(Wt · t′ + Ut · p′ + bt)

βp = σ(Wp · t′ + Up · p′ + bp)

m = tanh(Wm ∗ t′ + Um ∗ p′ + bm)

f = βt ∗ t′ + βp ∗m

(2)

In this paper, we will refer to Miyamoto and
Cho (2016)’s formula as simple-gated fusion
and Lu et al. (2018)’s formula as symmetric-
gated fusion.

• Bilinear transformation is a filter to in-
tegrate the information of two vectors
into one vector. Mathematically we have
bilinear(t′, p′, dim) = t′T · M · p′ + b,
where dim is a hyper-parameter indicating
the expected dimension of the output vector,
M is a weight matrix of dimension (dim,
|t′|, |p′|), and b is a bias vector of dimen-
sion dim. Again we concatenate t, p, and
bilinear(t′, p′, dim) for hate speech classifi-
cation.

2.5 Attention mechanism
Attention mechanism was initially proposed in
neural machine translation to dynamically adjust

the focus on the source sentence (Bahdanau et al.,
2014), but its application has been extended to
many areas including multimodal fusion (Lu et al.,
2018; Ghosal et al., 2018; Bagher Zadeh et al.,
2018). The idea of attention is to use the informa-
tion of a vector (called query) to weighted-sum a
list of vectors (called context). Mathematically,
it is implemented as Equation (3). The context
vector is the 1D-convolution output [c1, c2, ..., cn]
from text, while the query vector is the photo vec-
tor p′. Wa is a parameter to be learned.

si = softmax(cTi ·Wa · p′) i = 1, ..., n

a = sum(si ∗ ci)
(3)

• Simple vs symmetric-gated fusion Once
we have the attention vector a, which is a
weighted sum of the ci vectors from text sig-
nal only, we will further apply fusion with
the photo information g′. Again we can
consider the fusion techniques described in
Section 2.4. In this paper we experiment
with both the simple- and symmetric-gated
fusions, as bilinear is pretty expensive to
run. We use the concatenation of t, g, and
gated fusion(a, g′) for hate speech classifi-
cation.

• Sparsemax vs softmax We also experi-
ment with sparsemax (Martins and Astudillo,
2016), an alternative to softmax, in Equa-
tion (3) for calculating the attention vector
a. Sparsemax is an activation function that
outputs a vector of sparse probabilities where
most of the values are zero, which could offer
a more selective and compact attention focus.

• Deep vs shallow Another implementation
detail is whether to back-propagate the
derivatives when we clone the vectors
c1, c2, ..., cn for attention calculation. Shal-
low clone, which makes a copy of ci but stops
the back-propagation (during attention), has
less impact on the convolutions and word-
embeddings; while deep clone, passing the
derivatives through to convolutions and word
embeddings, has a bigger impact.

3 Experiments

3.1 Data
We sample from seven months of user-reported
data on a social network platform, which users re-
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Positive Negative Total
Train & dev 320K 58K 378K
Test 42K 11K 53K

Table 1: Data set size

port as hate speech. Every piece of content con-
tains some text and exactly one photo. These data
are then reviewed by the platform according to
the community standard1. Contents that are deter-
mined to violate the community standard receive
a positive label while otherwise negative. We use
the last month of the data as test set, while the first
six months of data are randomly split with 90% as
training set and 10% as development set for deter-
mining early stopping. Table 1 gives some rough
stats of the data set size.

3.2 Hyper-parameters

In our experiments, the dimension of pre-trained
word embeddings is 300. The new word embed-
dings after word-level MLP is also set at 300-
dimension. Both word-level and classification-
level dropout rates are set to 0.2. We use convolu-
tion windows [1, 3, 5] with 128 filters each. These
parameters were tuned in pilot studies to optimize
the baseline convolution text classification perfor-
mance. The dimension of fusion vectors p′, t′, and
a is set to be 128. We use ADAM optimizer with a
learning rate of 0.001. We run 20 epochs for train-
ing and select the best model with development
data.

3.3 Results

A hate speech classifier can be used for many
purposes, for example, to down-rank contents in
newsfeed service, to proactively report contents
for human reviews, to provide feedback for the
creating users, or to provide warning message for
consuming users. Generally a different decision
threshold is needed for each scenario. Thus we use
ROC-AUC as the performance metric in this pa-
per, which measures the classifier’s performance
across all scoring points.

Results are shown in Table 2. The convolution
text model gives us a baseline of 82.1. When con-
catenating the photo features p in the convolution
training, we immediately get a nice boost to 84.0.
We do not see a clear gain with additional fusion

1 https://www.facebook.com/
communitystandards/hate_speech

(a) Convolutional text model

(b) Basic concatenation fusion model

(c) Attention model (symmetric, deep, sparsemax)

Figure 2: Score distribution histogram: blue for benign
and red for hate speech. X axis is classifier score. Y
axis is the count of items in the score segment.

using gated summation, either simple gate or sym-
metric gate. Bilinear transformation even brings
the performance down. We speculate that there
might be an overfitting issue with bilinear but we
didn’t investigate further as bilinear transforma-
tion runs very slow, about 8X to 10X slower than
the other approaches.

Fusion using attention mechanism turn out to
work pretty well. Generally, we see that deep
cloning tends to perform better than shallow
cloning, suggesting the benefit of deeper engage-
ment of text and photo information. We see that
sparsemax tends to perform better than softmax,

15



Inputs Additional Fusion Mode Attention Mode ROC-AUC
max clone

t 82.1
t, g 84.0
t, g, fusion(t’, g’) simple gated 83.9
t, g, fusion(t’, g’) symmetric gated 84.1
t, g, fusion(t’, g’) bilinear 82.7
t, g, fusion(attention(t’, g’), g’) simple gated softmax shallow 84.0
t, g, fusion(attention(t’, g’), g’) simple gated softmax deep 84.6
t, g, fusion(attention(t’, g’), g’) simple gated sparsemax shallow 84.3
t, g, fusion(attention(t’, g’), g’) simple gated sparsemax deep 84.6
t, g, fusion(attention(t’, g’), g’) symmetric gated softmax shallow 84.1
t, g, fusion(attention(t’, g’), g’) symmetric gated softmax deep 84.7
t, g, fusion(attention(t’, g’), g’) symmetric gated sparsemax shallow 84.3
t, g, fusion(attention(t’, g’), g’) symmetric gated sparsemax deep 84.8

Table 2: Experimental Results

suggesting the benefit of sparse weights on the
summation of convolution outputs, which gives a
higher focus on the important segments and to-
tally ignores the trivial segments. We also see that
symmetric gate tends to perform better than sim-
ple gate, suggesting the benefit of weighing the
gated summation using both text and photo infor-
mation (over using the photo channel only). Fi-
nally using the attention fusion with deep cloning,
sparsemax, and symmetric gate gives us a perfor-
mance of 84.8, another nice improvement over ba-
sic concatenation, which is statistically significant
at the 99% confidence level. In practice, we have
found that improvement of 0.5 AUC would gener-
ally lead to observed production quality.

3.4 Discussion
Figure 2 shows the score distributions for three
models: the baseline convolutional text model,
the basic concatenation fusion model, and the at-
tention fusion model with symmetric-gate, deep
clone, and sparsemax. The baseline model has a
spike at the score of about 0.13, which involves
a significant false negative. Error analysis reveals
that this is the section where posts contain none
but OOV words.2 Thus the text model extracts no
useful signals but only uses the prior distribution
which classifies all those posts as benign. With the

2Texts on social network platforms are very noisy – there
are typos, misspellings, long digits, foreign languages, and
other online specials such as hashtags that we do not have in
our limited vocabulary. A character model such as (Zhang
et al., 2015) and (Bojanowski et al., 2017) should help to al-
leviate such problems though.

concatenation of photo signals, the model can then
learn to classify a piece of content as hate speech if
there is a similar photo previously labelled as hate
speech in the training data, which helps to improve
recall.

We have also found cases where the photo
signals help to improve precision as well. We
found that when users have their posts deleted by
the platform they sometimes make a screen shot
(which is a photo) of the deleted post, and post it
with some texts complaining or appealing about
the community standard. The majority of these re-
posts are still hate speech, with a few exceptions
where the original posts were deleted by mistakes.
When training with text signals only, the model
is overfitted towards text and it thus treats all the
posts that complain or appeal the community stan-
dards as hate speech. With the integration of photo
signals, the model actually learns that a piece of
text complaining about community standard pol-
icy with a benign photo does not necessarily create
hate speech, and so is able to avoid fitting all posts
of policy complaining to hate speech.

The improvement of additional attention fusion
over basic concatenation is a bit subtle. We ob-
serve that when both the text and the photo alone
do not constitute a strong signal for hate speech,
the basic concatenation model tends to classify the
post as benign, although together they might cre-
ate an impression of hate speech. With the addi-
tional attention fusion, the model would be able
to highlight on some key phrases in the text to
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correctly recall some posts of hate speech. For
example, with the text “If you look at the photo,
I do think that they are disgusting parasites” and
a photo of people, the attention model would be
able to focus on the word “parasites” and catches
it as hate speech. Sparsemax shines especially for
longer texts. This is also shown in Figure 2 as the
attention model is able to push more hate speech
posts (in red) to the right hand side.

4 Conclusion

Interactions among users on social network plat-
forms enable constructive and insightful conver-
sations and civic participation; however, verbal
abuse such as hate speech could also happen and
lead to degraded user experience or even worse
consequence. As users’ interactions on today’s so-
cial networks involve multiple modalities, in this
paper we take the challenge of automatically iden-
tifying hate speech with deep multimodal tech-
nologies, expanding on previous research that
mostly focuses on the text signal alone. We ex-
plore a number of fusion approaches to integrate
text and photo signals, including concatenation,
bilinear, gated summation, and attention fusion.
We find that simply concatenating the text and
photo embeddings immediately leads to a boost
in performance, while additional attention fusion
with symmetric gate, deep clone, and sparsemax
brings further improvement. Our future work in-
cludes investigating fusion with multiple photos,
and fusion with more modalities (such as audio
and video).
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Abstract

We developed a machine-learning-based
method to detect video game players that
harass teammates or opponents in chat earlier
in the conversation. This real-time technology
would allow gaming companies to intervene
during games, such as issue warnings or mut-
ing or banning a player. In a proof-of-concept
experiment on League of Legends data we
compute and visualize evaluation metrics for
a machine learning classifier as conversations
unfold, and observe that the optimal precision
and recall of detecting toxic players at each
moment in the conversation depends on the
confidence threshold of the classifier: the
threshold should start low, and increase as the
conversation unfolds. How fast this sliding
threshold should increase depends on the
training set size.

1 Introduction

In many online platforms that allow user inter-
action, verbal harassment has become common-
place. For example, a survey by The Wikimedia
Foundation showed that ‘38% of the 3,845 Wiki-
media editors that were surveyed (an estimated to-
tal over 130,000) had experienced some form of
harassment, and over half of those contributors felt
a decrease in their motivation to contribute in the
future’ (Wulczyn et al., 2017). In this work we
would like to focus on harassment in the online
gaming community, where so-called toxic players
are the subject of frequent media attention. For
some video games over 1% of the player base is
estimated to be consistently toxic1. Yet, for the
game League of Legends, researchers found that
this 1% of the player population only accounted
for 5% of the toxic speech. The former director of
Riot Games’ Player Behavior Unit attributes most

1https://www.youtube.com/watch?v=HQwL6zh7AgA
&feature=youtu.be&t=39m38s

toxicity to ”the average person just having a bad
day” (Maher, 2016). As encounters with harass-
ment are a major predictor for players quitting a
video game2, creating healthy communities is an
important focus point for many video game devel-
opers3.

There has been an increase recently in the num-
ber of academic papers on automatically detect-
ing harassment; see Zhang et al. (2018b) and van
Aken et al. (2018) for overviews. Many of these
works focus on datasets with relatively short con-
versations (often <20 turns), consisting of longer
utterances (often multiple full sentences). As a
result, most of these studies approach detecting
verbal harassment as a classical text classification
task, where each individual comment is consid-
ered a document on its own that should be as-
signed one of two or more categories. Conversa-
tions in video games, on the other hand, are dif-
ferent in nature: they consist of up to several hun-
dreds of utterances, depending on the length of a
match in the chosen video game, and these utter-
ances are usually shorter, at least partly due to the
restriction that the act of typing temporarily pre-
vents players from playing. For this reason, we
focus less on rating individual comments (an in-
dividual swear word or insult does not indicate
harassment per se), but instead on detecting play-
ers within a match that consistently and knowingly
harass teammates and/or opponents.

Self-policing of communities has been imple-
mented by many game companies, among other
things in the form of post-game ratings by other
players. Based on this information, video game
developers already have a good estimate of which
players behaved badly at what time, so an au-

2https://www.youtube.com/watch?v=HQwL6zh7AgA
&feature=youtu.be&t=33m57s

3https://kotaku.com/league-of-legends-neverending-war-
on-toxic-behavior-1636894289

19



tomated system that makes this estimate retroac-
tively would not be of much added value. Instead,
toxic players should be detected as the conversa-
tion develops, as early as possible, making it pos-
sible for gaming companies to intervene in one
way or the other (like warning, muting or banning
a player). Translated to a machine learning task,
this means that instances (e.g.: players) change
over time, as more information about the instances
(more utterances) becomes available. This leads to
time as an extra dimension of interest for metrics
like precision, recall and F-score: instead of pre-
senting them as a single number, it should be rep-
resented how they change during the conversation.

Figure 1: Classifier confidence for the ’toxic’ class for
six players during a single conversation.

A visualization of the estimated ‘temperature’
of a single conversation over time is given in Fig-
ure 1. In this work we will apply this idea of
detecting harassment over the course of a con-
versation at scale, to evaluate various (parame-
ters of) classifiers during the course of a conver-
sation. More specifically, we will show that the
optimal confidence threshold above which a player
can be considered toxic increases as a conversation
evolves, and that the rate of this increase interacts
with the amount of training material.

2 Related work

The task of harassment detection in online conver-
sation relates to tasks like cyberbullying and hate
speech detection (van Aken et al., 2018). Despite
differences in terminology and definitions of these
terms, similar methods can often be applied; we
will therefore treat it as one research field.

Early approaches to detecting harassment em-
ploy a simple lexicon or ’classic’ machine learn-

ing algorithms such as Support Vector Machines,
Naive Bayes, Logistic Regression, and Random
Forests (see Schmidt and Wiegand (2017) for an
overview) and focus on manually extracted fea-
tures. Besides word or character n-grams and
POS tags, the approaches typically make use of
features such as punctuation, word and document
length, capitalization, and gender identity of the
speaker (Davidson et al., 2017; Nobata et al.,
2016; Waseem, 2016; Waseem and Hovy, 2016).
Many of these approaches have the advantage of
explainability (to a certain extent), but struggle
when harassment is implicit (Dinakar et al., 2011)
or when harassment-related words have multiple
meanings (Kwok and Wang, 2013; Davidson et al.,
2017).

Some works apply these techniques to harass-
ment in video games specifically: lexicon-based
approaches have been shown to be useful for
the games DotA (Märtens et al., 2015), StarCraft
II (Thompson et al., 2017) and World of Tanks
(Murnion et al., 2018), whereas Balci and Salah
(2015) apply a Bayesian Point Machine to the
game Okey. Of particular relevance is the study by
Blackburn and Kwak (2014), who use the crowd
sourced Tribunal decisions in the game League of
Legends as their ground truth, similar to this paper
(see Section 3). Besides language data, they feed
a Random Forest classifier with various game-
specific features, such as the number of kills and
deaths, and the type of report by other players.
The combined model can emulate Tribunal deci-
sions with an Area Under the ROC Curve (AUC)
of 80%.

More recent studies often use deep neural net-
works, with the most popular architectures being
Convolutional Neural Networks (CNN) and Re-
current Neural Networks (RNN). The main advan-
tage of the former is its ability to extract useful fea-
tures, while the latter is well suited for the sequen-
tial nature of language. Zhang et al. (2018b) con-
duct an extensive evaluation of approaches for de-
tecting hate speech so far and propose a combina-
tion of CNNs and RNNs to outperform them. Sim-
ilarly, van Aken et al. (2018) do an in-depth error
analysis for various approaches to toxic comment
classification, and propose an ensemble method to
outperform them.

Whereas most of these studies classify individ-
ual utterances, there are also works with a broader
scope. Focusing on users instead of utterances,
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Cheng et al. (2015) aim to detect ’antisocial users’
in online communities over a longer period of
time. They observe that the post quality of users
labeled as antisocial worsens over time, possi-
bly related to being censored. Using a variety
of features as input, they use logistic regression
to predict which users will be banned in the fu-
ture. They achieve an AUC of 80% after observ-
ing 5–10 posts. Focusing on early instead of ret-
rospective detection, Zhang et al. (2018a) try to
predict whether the relatively short conversations
on Wikipedia talk pages (average 4.6 utterances)
will derail based on the first few utterances. While
humans can do this with 72% accuracy, their ’Per-
spective API’ achieves a score of 64.9%.

Figure 2: The number of utterances per conversation in
our dataset.

3 Dataset

As a dataset, we use 5000 conversations from the
video game League of Legends, obtained from
video game developer Riot Games, containing ut-
terances by 48512 players. Toxic players in this
dataset were first identified by team mates and op-
ponents, and later reassessed by other members of
the community in a voting system called the ‘Tri-
bunal’. Only cases where a so-called ‘overwhelm-
ing majority’ was reached were considered toxic.

An average conversation in our dataset consists
of 186.77 utterances (standard deviation 122.01),
as visualized in figure 2, by 9.7 speakers (standard
deviation 6.07). An average utterance consists of
3.15 words (standard deviation 2.63). 10.3% of
the speakers in our dataset were labeled toxic by
the Tribunal.

A typical case of harassment looks like this:
Z fukin bot n this team....

so cluelesss gdam
V u cunt
A WTF
J TSM
V TSMMM
A 35 baron
Z wow voli....u jus let them kill
me....instead of peeling

V ARE YOU RETARDED
L cheesed?
V U ULTED INTO 4 PEOPLE
D no death rocket plz
V HOW DO I PEED FOR UR AUTISTIC
ASS

V ur mom should have swallowed you
Z this game is like playign with
pre 30s lol....complete
clueless lewl

L ur shyt zed
V AUTISM
D Oh bby|

Pilot experiments showed that the three main
predictors for toxicity in this dataset are swear
words, insults and talking about losing, all of
which are present in this example (’fukin’, ’u
cunt’, ’u jus let them kill me’, respectively).

4 Method

To monitor conversations in progress and evaluate
the success, we developed the framework HaRe
(Harassment Recognizer)4. During a conversa-
tion, HaRe keeps track of toxicity estimates for all
participants separately, updating the estimate for
each speaker every time s/he makes an utterance.
This is done by concatenating all utterances for
that speaker, separated by [NEW UTTERANCE]
tags, and classifying the resulting text. As an ex-
ample, to obtain toxicity estimates in a conversa-
tion where three players each have generated six
utterances so far, this means the classifier is asked
to classify three texts, all containing five [NEW
UTTERANCE] tags. All graphs in this work were
created by the HaRe visualization module.

For classifier setup, we adopted the best per-
forming neural network architecture in the Toxic
Comment Classification Challenge on Kaggle5,
feeding a sequence of words to an RNN with an
embedding layer (300 dimensions), two bidirec-
tional GRU layers (16 units) feeding into two fi-
nal dense layers (256 units). The output layer is a
single sigmoid unit indicating the network’s con-
fidence that the input text is toxic. This is imple-

4The software and source code for HaRe is available at
https://github.com/woseseltops/HaRe

5The setup is explained here:
https://www.kaggle.com/c/jigsaw-toxic-comment-
classification-challenge/discussion/52557
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mented in HaRe and uses TensorFlow under the
hood (Abadi et al., 2015).

We split the dataset into 1000 conversations for
evaluation and 4000 for training (but in figure 6 we
also experiment with smaller training set sizes).
Training texts were created by concatenating all
utterances per player, similar to how conversa-
tions are offered to the classifier during the classi-
fication phase. Important differences between the
training and classification phase are (1) the texts
in the training phase were downsampled to have
an equal 50%-50% distribution of toxic and non-
toxic texts, while during the classification phase
only 10.3% of the texts were labeled toxic, and (2)
training was done on full conversations that had
finished, while during the classification phase the
conversations were most often not finished yet (so
the texts to classify in the beginning of conversa-
tions were considerably shorter).

5 Results

Figure 3: Precision recognizing toxic players over the
course of conversations for various confidence thresh-
olds.

Figures 3, 4 and 5 visualize the precision, re-
call and F-score of our classifier as the conversa-
tion unfolds, aggregated over our 1000 test con-
versations. They were created using a classifier
trained on 4000 conversations and various thresh-
olds. We see recall increase during a conversation
as more information on each of the players (that
is, more utterances) becomes available. However,
every new utterance is also an extra source of in-
formation that could incorrectly be interpreted as
an indicator for toxicity, leading to a decrease in
precision during a conversation.

The rate of the recall increase and precision de-

Figure 4: Recall recognizing toxic players over the
course of conversations for various confidence thresh-
olds.

Figure 5: F-score recognizing toxic players over the
course of conversations for various confidence thresh-
olds.

crease over time greatly depend on the confidence
level above which a player is considered toxic. In-
terestingly, this leads to a situation where the opti-
mal threshold (that is, the threshold that results in
the highest F-score) changes over the course of a
conversation: whereas in the beginning the thresh-
old should be as low as possible, it should gen-
erally be increased as the conversation progresses
and more data to work with (more utterances) be-
comes available.

Figure 6 shows the results of retroactively se-
lecting the threshold with the highest F-score for
each turn in the conversation, for classifiers trained
on various amounts of data. We observe that the
rate in which this sliding threshold should be in-
creased itself depends on the size of the train-
ing set: the larger the training set, the slower the
threshold can be increased.
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Figure 6: Confidence thresholds for optimal F-scores
over the course of conversations for various training set
sizes.

6 Discussion and conclusion

In this work we focused on detecting harassment
as early as possible in a video game chat ses-
sion, and observed that the classifier confidence
threshold should start low and should be moved
up during a conversation as more material for each
speaker becomes available, for an optimal F-score
at each point in the conversation. The exact start-
ing point and rate of increase of this sliding thresh-
old of course depend on the classifier setup and
dataset; we showed for example that there seems
to be an interaction with the training set size. To
decide the optimal values for these two parameters
for conversation monitoring software, creating a
graph like figure 6 could be useful.

A downside of the approach presented here is
that low recall scores are ambiguous in interpreta-
tion: they could either indicate a badly perform-
ing classifier missing actual harassment, or a lack
of harassment so far. For both reasons evaluation
measures tend to be low in the first few turns of
a conversation. Furthermore, all evaluation met-
rics used focus on toxicity and ignore whether the
classifier is making correct negative judgements at
any point; this would call for metrics such as Area
Under the ROC Curve.

Our approach should be compared to an ap-
proach that labels harassment at the utterance
level. This may help pinpoint the exact moment
at which the toxic player started using toxic lan-
guage; this may be earlier than the point at which
our confidence threshold is exceeded.
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Alexander Löser. 2018. Challenges for toxic com-
ment classification: An in-depth error analysis. In
Proceedings of the 2nd Workshop on Abusive Lan-
guage Online (ALW2), pages 33–42, Brussels, Bel-
gium. Association for Computational Linguistics.

Koray Balci and Albert Ali Salah. 2015. Automatic
analysis and identification of verbal aggression and
abusive behaviors for online social games. Comput-
ers in Human Behavior, 53:517–526.

Jeremy Blackburn and Haewoon Kwak. 2014. Stfu
noob!: Predicting crowdsourced decisions on toxic
behavior in online games. In Proceedings of the
23rd International Conference on World Wide Web,
WWW ’14, pages 877–888, New York, NY, USA.
ACM.

Justin Cheng, Cristian Danescu-Niculescu-Mizil, and
Jure Leskovec. 2015. Antisocial behavior in online
discussion communities. CoRR, abs/1504.00680.

Thomas Davidson, Dana Warmsley, Michael Macy,
and Ingmar Weber. 2017. Automated hate speech
detection and the problem of offensive language. In
Proceedings of the 11th International AAAI Confer-
ence on Web and Social Media, ICWSM ’17, pages
512–515.

Karthik Dinakar, Roi Reichart, and Henry Lieberman.
2011. Modeling the detection of textual cyberbully-
ing. In Papers from the 2011 ICWSM Workshop.

Irene Kwok and Yuzhou Wang. 2013. Locate the hate:
Detecting tweets against blacks. In Proceedings of
the Twenty-Seventh AAAI Conference on Artificial
Intelligence, AAAI’13, pages 1621–1622. AAAI
Press.

Brendan Maher. 2016. Can a video game com-
pany tame toxic behaviour? Nature News,
531(7596):568.
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Abstract

Technologies for abusive language detection
are being developed and applied with little
consideration of their potential biases. We ex-
amine racial bias in five different sets of Twit-
ter data annotated for hate speech and abusive
language. We train classifiers on these datasets
and compare the predictions of these classi-
fiers on tweets written in African-American
English with those written in Standard Amer-
ican English. The results show evidence of
systematic racial bias in all datasets, as classi-
fiers trained on them tend to predict that tweets
written in African-American English are abu-
sive at substantially higher rates. If these abu-
sive language detection systems are used in the
field they will therefore have a disproportion-
ate negative impact on African-American so-
cial media users. Consequently, these systems
may discriminate against the groups who are
often the targets of the abuse we are trying to
detect.

1 Introduction

Recent work has shown evidence of substantial
bias in machine learning systems, which is typi-
cally a result of bias in the training data. This in-
cludes both supervised (Blodgett and O’Connor,
2017; Tatman, 2017; Kiritchenko and Moham-
mad, 2018; De-Arteaga et al., 2019) and unsuper-
vised natural language processing systems (Boluk-
basi et al., 2016; Caliskan et al., 2017; Garg et al.,
2018). Machine learning models are currently be-
ing deployed in the field to detect hate speech and
abusive language on social media platforms in-
cluding Facebook, Instagram, and Youtube. The
aim of these models is to identify abusive lan-
guage that directly targets certain individuals or
groups, particularly people belonging to protected
categories (Waseem et al., 2017). Bias may reduce
the accuracy of these models, and at worst, will

mean that the models actively discriminate against
the same groups they are designed to protect.

Our study focuses on racial bias in hate speech
and abusive language detection datasets (Waseem,
2016; Waseem and Hovy, 2016; Davidson et al.,
2017; Golbeck et al., 2017; Founta et al., 2018),
all of which use data collected from Twitter. We
train classifiers using each of the datasets and use
a corpus of tweets with demographic information
to compare how each classifier performs on tweets
written in African-American English (AAE) ver-
sus Standard American English (SAE) (Blodgett
et al., 2016). We use bootstrap sampling (Efron
and Tibshirani, 1986) to estimate the proportion
of tweets in each group that each classifier as-
signs to each class. We find evidence of systematic
racial biases across all of the classifiers, with AAE
tweets predicted as belonging to negative classes
like hate speech or harassment significantly more
frequently than SAE tweets. In most cases the bias
decreases in magnitude when we condition on par-
ticular keywords which may indicate membership
in negative classes, yet it still persists. We expect
that these biases will result in racial discrimina-
tion if classifiers trained on any of these datasets
are deployed in the field.

2 Related works

Scholars and practitioners have recently been de-
voting more attention to bias in machine learn-
ing models, particularly as these models are be-
coming involved in more and more consequen-
tial decisions (Athey, 2017). Bias often de-
rives from the data used to train these mod-
els. For example, Buolamwini and Gebru (2018)
show how facial recognition technologies per-
form worse for darker-skinned people, particularly
darker-skinned women, due to the disproportion-
ate presence of white, male faces in the training
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data. Natural language processing systems also in-
herit biases from the data they were trained on. For
example, in unsupervised learning, word embed-
dings often contain biases (Bolukbasi et al., 2016;
Caliskan et al., 2017; Garg et al., 2018) which
persist even after attempts to remove them (Go-
nen and Goldberg, 2019). There are many ex-
amples of bias in supervised learning contexts:
YouTube’s captioning models make more errors
when transcribing women (Tatman, 2017), AAE
is more likely to be misclassified as non-English
by widely used language classifiers (Blodgett and
O’Connor, 2017), numerous gender and racial bi-
ases exist in sentiment classification systems (Kir-
itchenko and Mohammad, 2018), and errors in
both co-reference resolution systems and occupa-
tional classification models reflect gendered occu-
pational patterns (Zhao et al., 2018; De-Arteaga
et al., 2019).

While hate speech and abusive language detec-
tion has become an important area for natural lan-
guage processing research (Schmidt and Wiegand,
2017; Waseem et al., 2017; Fortuna and Nunes,
2018), there has been little work addressing the
potential for these systems to be biased. The dan-
ger posed by bias in such systems is, however, par-
ticularly acute, since it could result in negative im-
pacts on the same populations the systems are de-
signed to protect. For example, if we mistakenly
consider speech by a targeted minority group as
abusive we might unfairly penalize the victim, but
if we fail to identify abuse against them we will be
unable to take action against the perpetrator. Al-
though no model can perfectly avoid such prob-
lems, we should be particularly concerned about
the potential for such models to be systematically
biased against certain social groups, particularly
protected classes.

A number of studies have shown that false pos-
itive cases of hate speech are associated with the
presence of terms related to race, gender, and
sexuality (Kwok and Wang, 2013; Burnap and
Williams, 2015; Davidson et al., 2017). While
not directly measuring bias, prior work has ex-
plored how annotation schemes (Davidson et al.,
2017) and the identity of the annotators (Waseem,
2016) might be manipulated to help to avoid bias.
Dixon et al. (2018) directly measured biases in
the Google Perspective API classifier,1 trained on
data from Wikipedia talk comments, finding that

1https://www.perspectiveapi.com

it tended to give high toxicity scores to innocuous
statements like “I am a gay man”. They called this
“false positive bias”, caused by the model over-
generalizing from the training data, in this case
from examples where “gay” was used pejoratively.
They find that a number of such “identity terms”
are disproportionately represented in the examples
labeled as toxic. Park et al. (2018) build upon this
study, using templates to study gender differences
in performance across two hate speech and abusive
language detection datasets. They find that classi-
fiers trained on these data tend to perform worse
when female identity terms used, indicating gen-
der bias in performance. Wiegand et al. (2019)
identify more general biases due to the sampling
procedures used to collect training data, result-
ing in classifiers associating innocuous topics like
sports with abusive language. We build upon this
work by auditing a series of abusive language and
hate speech detection datasets for racial biases.
We evaluate how classification models trained on
these datasets perform in the field, comparing their
predictions for tweets written in language used by
whites or African-Americans.

3 Research design

3.1 Hate speech and abusive language
datasets

We focus on Twitter, the most widely used data
source in abusive language research. We use all
available datasets where tweets are labeled as var-
ious types of abuse and are written in English.
We now briefly describe each of these datasets in
chronological order.

Waseem and Hovy (2016) collected 130k tweets
containing one of seventeen different terms or
phrases they considered to be hateful. They then
annotated a sample of these tweets themselves,
using guidelines inspired by critical race theory.
These annotators were then reviewed by “a 25 year
old woman studying gender studies and a nonac-
tivist feminist” to check for bias. This dataset con-
sists of 16,849 tweets labeled as either racism, sex-
ism, or neither. Most of the tweets categorized
as sexist relate to debates over an Australian TV
show and most of those considered as racist are
anti-Muslim.

To account for potential bias in the previous
dataset, Waseem (2016) relabeled 2876 tweets in
the dataset, along with a new sample from the
tweets originally collected. The tweets were anno-
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tated by “feminist and anti-racism activists”, based
upon the assumption that they are domain-experts.
A fourth category, racism and sexism was also
added to account for the presence of tweets which
exhibit both types of abuse. The dataset contains
6,909 tweets.

Davidson et al. (2017) collected tweets con-
taining terms from the Hatebase,2 a crowdsourced
hate speech lexicon, then had a sample coded by
crowdworkers located in the United States. To
avoid false positives that occurred in prior work
which considered all uses of particular terms as
hate speech, crowdworkers were instructed not to
make their decisions based upon any words or
phrases in particular, no matter how offensive, but
on the overall tweet and the inferred context. The
dataset consists of 24,783 tweets annotated as hate
speech, offensive language, or neither.

Golbeck et al. (2017) selected tweets using ten
keywords and phrases related to anti-black racism,
Islamophobia, homophobia, anti-semitism, and
sexism. The authors developed a coding scheme
to distinguish between potentially offensive con-
tent and serious harassment, such as threats or hate
speech. After an initial round of coding, where
tweets were assigned to a number of different cat-
egories, they simplified their analysis to include
a binary harassment or non-harassment label for
each tweet. The dataset consists of 20,360 tweets,
each hand-labeled by the authors.3

Founta et al. (2018) constructed a dataset in-
tended to better approximate a real-world setting
where abuse is relatively rare. They began with
a random sample of tweets then augmented it by
adding tweets containing one or more terms from
the Hatebase lexicon and that had negative sen-
timent. They criticized prior work for defining
labels in an ad hoc manner. To develop a more
comprehensive annotation scheme they initially
labeled a sample of tweets, allowing each tweet
to belong to multiple classes. After analyzing the
overlap between different classes they settled on
a coding scheme with four distinct classes: abu-
sive, hateful, spam, and normal. We use a dataset
they published containing 91,951 tweets coded
into these categories by crowdworkers.4

2https://hatebase.org/
3The paper describes 35k tweets but there were many du-

plicates in this dataset which were removed from the dataset
the authors made available.

4They describe 80k tweets in the paper but more tweets
were added to the dataset released by the authors. Some of
the tweets in this dataset are duplicates: if all versions of a

Dataset Class Precision Recall F1
W. & H. Racism 0.73 0.79 0.76

Sexism 0.69 0.73 0.71
Neither 0.88 0.85 0.86

W. Racism 0.56 0.77 0.65
Sexism 0.62 0.73 0.67
R. & S. 0.56 0.62 0.59
Neither 0.95 0.92 0.94

D. et al. Hate 0.32 0.53 0.4
Offensive 0.96 0.88 0.92
Neither 0.81 0.95 0.87

G. et al. Harass. 0.41 0.19 0.26
Non. 0.75 0.9 0.82

F. et al. Hate 0.33 0.42 0.37
Abusive 0.87 0.88 0.88
Spam 0.5 0.7 0.58
Neither 0.88 0.77 0.82

Table 1: Classifier performance

3.2 Training classifiers
For each dataset we train a classifier to predict
the class of unseen tweets. We use regularized
logistic regression with bag-of-words features, a
commonly used approach in the field. While we
expect that we could improve predictive perfor-
mance by using more sophisticated classifiers, we
expect that any bias is likely a function of the train-
ing data itself rather than the classifier. Moreover,
although features like word embeddings can work
well for this task (Djuric et al., 2015) we wanted
to avoid inducing any bias in our models by using
pre-trained embeddings (Park et al., 2018).

We pre-process each tweet by removing ex-
cess white-space and replacing URLs and men-
tions with placeholders. We then tokenize them,
stem each token, and construct n-grams with a
maximum length of three. Next we transform each
dataset into a TF-IDF matrix, with a maximum of
10,000 features. We use 80% of each dataset to
train models and hold out the remainder for val-
idation. Each model is trained using stratified 5-
fold cross-validation. We conduct a grid-search
over different regularization strength parameters
to identify the best performing model. Finally,
for each dataset we identify the model with the
best average F1 score and retrain it using all of
the training data. The performance of these mod-
els on the 20% held-out validation data is reported
in Table 1. Overall we see varying performance
across the classifiers, with some performing much
better out-of-sample than others. In particular, we
see that hate speech and harassment are particu-

duplicated tweet were coded in the same way by the majority
of coders we retained one copy and deleted the rest; if the
labels disagreed we removed all copies.
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larly difficult to detect. Since we are primarily in-
terested in within classifier, between corpora per-
formance, any variation between classifiers should
not impact our results.

3.3 Race dataset

We use a dataset of tweets labeled by race
from Blodgett et al. (2016) to measure racial bi-
ases in these classifiers. They collected geo-
located tweets in the U.S. and matched them
with demographic data from the Census on the
population of non-Hispanic whites, non-Hispanic
blacks, Hispanics, and Asians in the block group
where the tweets originated. They then identified
words associated with particular demographics
and trained a probabilistic mixed-membership lan-
guage model. This model learns demographically-
aligned language models for each of the four de-
mographic categories and is used to calculate the
posterior proportion of language from each cate-
gory in each tweet. Their validation analyses in-
dicate that tweets with a high posterior propor-
tion of non-Hispanic black language exhibit lex-
ical, phonological, and syntactic variation consis-
tent with prior research on AAE. Their publicly-
available dataset contains 59.2 million tweets.

We define a user as likely non-Hispanic black if
the average posterior proportion across all of their
tweets for the non-Hispanic black language model
is ≥ 0.80 (and ≤ 0.10 Hispanic and Asian com-
bined) and as non-Hispanic white using the same
formula but for the white language model.5 This
allows us to restrict our analysis to tweets writ-
ten by users who predominantly use one of the
language models. Due to space constraints we
discard users who predominantly use either the
Hispanic or the Asian language model. This re-
sults in a set of 1.1m tweets written by people
who generally use non-Hispanic black language
and 14.5m tweets written by users who tend to use
non-Hispanic white language. Following Blod-
gett and O’Connor (2017), we call these datasets
black-aligned and white-aligned tweets, reflecting
the fact that they contain language associated with
either demographic category but which may not all

5We use this threshold following Blodgett and O’Connor
(2017) and after consulting with the lead author. While these
cut-offs should provide high confidence that the users tend to
use AAE or SAE, and hence serve as a proxy for race, it is im-
portant to note that not all African-Americans use AAE and
that not all AAE users are African-American, although use of
the AAE dialect suggests a social proximity to or affinity for
African-American communities (Blodgett et al., 2016)

be produced by members of these categories. We
now describe how we use these data in our exper-
iments.

3.4 Experiments

We examine whether the probability that a tweet
is predicted to belong to a particular class varies
in relation to the racial alignment of the language
it uses. The null hypothesis of no racial bias is
that the probability a tweet will belong to a neg-
ative class is independent of the racial group the
tweet’s author is a member of. Formally, for class
ci, where ci = 1 denotes membership in the class
and ci = 0 the opposite, we aim to test HN :
P (ci = 1|black) = P (ci = 1|white). If P (ci =
1|black) > P (ci = 1|white) and the difference is
statistically significant then we can reject the null
hypothesis HN in favor of the alternative hypothe-
sis HA that black-aligned tweets are classified into
ci at a higher rate than white-aligned tweets. Con-
versely, if P (ci = 1|black) < P (ci = 1|white)
we can conclude that the classifier is more likely
to classify white-aligned tweets as ci. We should
expect that white-aligned tweets are more likely
to use racist language or hate speech than black-
aligned tweets, given that African-Americans are
often targeted with racism and hate speech by
whites. However for some classes like sexism we
have no reason to expect there to be racial differ-
ences in either direction.

To test this hypothesis we use bootstrap sam-
pling (Efron and Tibshirani, 1986) to estimate the
proportion of tweets in each dataset that each clas-
sifier predicts to belong to each class. We draw
n random samples with replacement of k tweets
from each of the two race corpora, where n = k =
1000. For each sample we use each classifier to
predict the class membership of each tweet, then
store the proportion of tweets that were assigned
to each class, pi. For each classifier-class pair,
we thus obtain a pair of vectors, one for each cor-
pus, each containing n sampled proportions. The
bootstrap estimates for the proportion of tweets
belonging to class i for each group, ̂piblack and
̂piwhite

, are calculated by taking the mean of the
elements in each vector: 1

n

∑n
j=1 pij . We then use

a t-test to test whether ̂piblack = ̂piwhite
. We also

calculate the ratio
̂piblack
̂piwhite

, which shows the mag-

nitude of any difference. Values greater than 1 in-
dicate that black-aligned tweets are classified as
belonging to class i at a higher rate than white-
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Dataset Class ̂piblack ̂piwhite t p
̂piblack

̂piwhite

Waseem and Hovy Racism 0.001 0.003 -20.818 *** 0.505
Sexism 0.083 0.048 101.636 *** 1.724

Waseem Racism 0.001 0.001 0.035 1.001
Sexism 0.023 0.012 64.418 *** 1.993
Racism and sexism 0.002 0.001 4.047 *** 1.120

Davidson et al. Hate 0.049 0.019 120.986 *** 2.573
Offensive 0.173 0.065 243.285 *** 2.653

Golbeck et al. Harassment 0.032 0.023 39.483 *** 1.396
Founta et al. Hate 0.111 0.061 122.707 *** 1.812

Abusive 0.178 0.080 211.319 *** 2.239
Spam 0.028 0.015 63.131 *** 1.854

Table 2: Experiment 1
We focus on the “negative” classes so other classes have been omitted. Stars indicate level of statistical significance. ∗ ∗ ∗ =
p < 0.001. No stars indicates p > 0.05.

aligned tweets.
We also conduct a second experiment, where

we assess whether there is racial bias conditional
upon a tweet containing a keyword likely to be
associated with a negative class. While differ-
ences in language will undoubtedly remain, this
should help to account for the possibility that re-
sults in Experiment 1 are driven by differences in
the true distribution of the different classes of in-
terest, or of words associated with these classes,
in the two corpora. For classifier c and cate-
gory i, we evaluate HN : P (ci = 1|black, t) =
P (ci = 1|white, t) for a given term t. We con-
duct this experiment for two different terms, each
of which occurs frequently enough in the data to
enable our bootstrapping approach. We select the
term “n*gga”, since it is a particularly prevalent
source of false positives for hate speech detection
(Kwok and Wang, 2013; Davidson et al., 2017;
Waseem et al., 2018).6 In this case, we expect
that tweets containing the word should be classi-
fied as more negative when used by whites, thus
HA1 : P (ci = 1|black, t) < P (ci = 1|white, t).
The other alternative, HA2 : P (ci = 1|black, t) >
P (ci = 1|white, t) would indicate that black-
aligned tweets containing the term are penalized
at a higher rate than comparable white-aligned
tweets. We also assess the results for the word
“b*tch” since it is a widely used sexist term, which
is often also used casually, but we have no the-
oretical reason to expect there to be racial dif-

6We also planned to conduct the same analysis using the
“-er” suffix, however the sample was too small, with the
word being used in 555 tweets in the white-aligned corpus
(0.004%) and 61 in the black-aligned corpus (0.005%).

ferences in its usage. The term “n*gga” was
used in around 2.25% of black-aligned and 0.15%
of white-aligned tweets. The term “b*tch” was
used in 1.7% of black-aligned and 0.5% of white-
aligned tweets. The substantial differences in the
distributions for these two terms alone are con-
sistent with our intuition that some of the results
in Experiment 1 may be driven by differences in
the frequencies of words associated with negative
classes in the training datasets. Since we are using
a subsample of the available data, we use smaller
bootstrap samples, drawing k = 100 tweets each
time.

4 Results

The results of Experiment 1 are shown in Ta-
ble 2. We observe substantial racial disparities in
the performance of all classifiers. In all but one
of the comparisons, there are statistically signifi-
cant (p < 0.001) differences and in all but one of
these we see that tweets in the black-aligned cor-
pus are assigned negative labels more frequently
than those by whites. The only case where black-
aligned tweets are classified into a negative class
less frequently than white-aligned tweets is the
racism class in the Waseem and Hovy (2016) clas-
sifier. Note, however, the extremely low rate at
which tweets are predicted to belong to this class
for both groups. On the other hand, this classi-
fier is 1.7 times more likely to classify tweets in
the black-aligned corpus as sexist. For Waseem
(2016) we see that there is no significant difference
in the estimated rates at which tweets are clas-
sified as racist across groups, although the rates
remain low. Tweets in the black-aligned corpus

29



are classified as containing sexism almost twice
as frequently and 1.1 times as frequently classi-
fied as containing racism and sexism compared to
those in the white-aligned corpus. Moving onto
Davidson et al. (2017), we find large disparities,
with around 5% of tweets in the black-aligned cor-
pus classified as hate speech compared to 2% of
those in the white-aligned set. Similarly, 17%
of black-aligned tweets are predicted to contain
offensive language compared to 6.5% of white-
aligned tweets. The classifier trained on the Gol-
beck et al. (2017) dataset predicts black-aligned
tweets to be harassment 1.4 times as frequently
as white-aligned tweets. The Founta et al. (2018)
classifier labels around 11% of tweets in the black-
aligned corpus as hate speech and almost 18% as
abusive, compared to 6% and 8% of white-aligned
tweets respectively. It also classifies black-aligned
tweets as spam 1.8 times as frequently.

The results of Experiment 2 are consistent with
the previous results, although there are some no-
table differences. In most cases the racial dispari-
ties persist, although they are generally smaller in
magnitude and in some cases the direction even
changes. Table 3 shows that for tweets containing
the word “n*gga”, classifiers trained on Waseem
and Hovy (2016) and Waseem (2016) are both pre-
dict black-aligned tweets to be instances of sexism
approximately 1.5 times as often as white-aligned
tweets. The classifier trained on the Davidson
et al. (2017) data is significantly less likely to clas-
sify black-aligned tweets as hate speech, although
it is more likely to classify them as offensive. Gol-
beck et al. (2017) classifies black-aligned tweets
as harassment at a higher rate for both groups than
in the previous experiment, although the disparity
is narrower. For the Founta et al. (2018) classi-
fier we see that black-aligned tweets are slightly
less frequently considered to be hate speech but
are much more frequently classified as abusive.

The results for the second variation of Experi-
ment 2 where we conditioned on the word “b*tch”
are shown in Table 4. We see similar results for
Waseem and Hovy (2016) and Waseem (2016). In
both cases the classifiers trained upon their data
are still more likely to flag black-aligned tweets as
sexism. The Waseem and Hovy (2016) classifier
is particularly sensitive to the word “b*tch” with
96% of black-aligned and 94% of white-aligned
tweets predicted to belong to this class. For David-
son et al. (2017) almost all of these tweets are

classified as offensive, however those in the black-
aligned corpus are 1.15 times as frequently classi-
fied as hate speech. We see a very similar result
for Golbeck et al. (2017) compared to the previ-
ous experiment, with black-aligned tweets flagged
as harassment at 1.1 times the rate of those in the
white-aligned corpus. Finally, for the Founta et al.
(2018) classifier we see a substantial racial dis-
parity, with black-aligned tweets classified as hate
speech at 2.7 times the rate of white aligned ones,
a higher rate than in Experiment 1.

5 Discussion

Our results demonstrate consistent, systematic and
substantial racial biases in classifiers trained on all
five datasets. In almost every case, black-aligned
tweets are classified as sexism, hate speech, ha-
rassment, and abuse at higher rates than white-
aligned tweets. To some extent, the results in the
first experiment may be driven by underlying dif-
ferences in the rates at which speakers of differ-
ent dialects use particular words and phrases as-
sociated with these negative classes in the train-
ing data. For example, the word “n*gga” appears
fifteen times as frequently in the black-aligned
corpus compared to the white-aligned corpus.7

However, the second experiment shows that these
disparities tend to persist even when comparing
tweets containing keywords likely to be associated
with negative classes. While some of the remain-
ing disparities are likely due to differences in the
distributions of other keywords we did not condi-
tion on, we expect that other more innocuous as-
pects of black-aligned language may be associated
with negative labels in the training data, leading
classifiers to disproportionately predict that tweets
by African-Americans belong to negative classes.
We now discuss the results as they pertain to each
of the datasets used.

Classifiers trained on data from Waseem and
Hovy (2016) and Waseem (2016) only predicted
a small fraction of the tweets to be racism. We
suspect that this is due to the composition of their
dataset, since the majority of the racist training
examples consist of anti-Muslim rather than anti-
black language. Across both datasets the words
“n*gger” and “n*gga” appear in 4 and 10 tweets

7It is also possible that these disparities are amplified by
the Blodgett et al. (2016) model, which constructs the poste-
rior proportions of different language models in part by ex-
ploiting underlying differences in word frequencies associ-
ated with the different demographic categories.
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Dataset Class ̂piblack ̂piwhite t p
̂piblack

̂piwhite

Waseem and Hovy Racism 0.010 0.011 -1.462 0.960
Sexism 0.147 0.100 31.932 *** 1.479

Waseem Racism 0.010 0.010 0.565 1.027
Sexism 0.040 0.026 18.569 *** 1.554
Racism and sexism 0.011 0.010 0.835 1.026

Davidson et al. Hate 0.578 0.645 -31.248 *** 0.896
Offensive 0.418 0.347 32.895 *** 1.202

Golbeck et al. Harassment 0.085 0.078 5.984 *** 1.096
Founta et al. Hate 0.912 0.930 -15.037 *** 0.980

Abusive 0.086 0.067 16.131 *** 1.296
Spam 0.010 0.010 -1.593 1.000

Table 3: Experiment 2, t = “n*gga”

Dataset Class ̂piblack ̂piwhite t p
̂piblack

̂piwhite

Waseem and Hovy Racism 0.010 0.010 -0.632 0.978
Sexism 0.963 0.944 20.064 *** 1.020

Waseem Racism 0.011 0.011 -1.254 0.955
Sexism 0.349 0.290 28.803 *** 1.203
Racism and sexism 0.012 0.012 -0.162 0.995

Davidson et al. Hate 0.017 0.015 4.698 *** 1.152
Offensive 0.988 0.991 -6.289 *** 0.997

Golbeck et al. Harassment 0.099 0.091 6.273 *** 1.091
Founta et al. Hate 0.074 0.027 46.054 *** 2.728

Abusive 0.925 0.968 -41.396 *** 0.956
Spam 0.010 0.010 0.000 1.000

Table 4: Experiment 2, t = “b*tch”

respectively. Looking at the sexism class on the
other hand, we see that both models were consis-
tently classifying tweets in the black-aligned cor-
pus as sexism at a substantially higher rate than
those in the white-aligned corpus. Given this re-
sult, and the gender biases identified in these data
by Park et al. (2018), it not apparent that the pur-
portedly expert annotators were any less biased
than amateur annotators (Waseem, 2016).

The classifier trained on Davidson et al. (2017)
shows the largest disparities in Experiment 1, with
tweets in the black-aligned corpus classified as
hate speech and offensive language at substan-
tially higher rates than white-aligned tweets. We
expect that this result occurred for two reasons.
First, the dataset contains a large number of cases
where AAE is used (Waseem et al., 2018). Sec-
ond, many of the AAE tweets also use words like
“n*gga” and “b*tch”, and are thus frequently asso-
ciated with the hate speech and offensive classes,
resulting in “false positive bias” (Dixon et al.,
2018). On the other hand, the distinction be-

tween hate speech and offensive language appears
to hold up to scrutiny: while a large proportion
of tweets in Experiment 2 containing the word
“n*gga” are classified as hate speech, the rate
is substantially higher for white-aligned tweets.
Without this category we expect that many of the
tweets classified as offensive would instead be
mistakenly classified as hate speech.

Turning to the Golbeck et al. (2017) classifer we
found that tweets in the black-aligned dataset were
significantly more likely to be classified as harass-
ment in all experiments, although the disparity de-
creased substantially after conditioning on certain
keywords. It seems likely that their simple binary
labelling scheme may not be sufficient to capture
the variation in language used, resulting in high
rates of false positives.

Finally, Founta et al. (2018) is the largest and
perhaps the most comprehensive of the available
datasets. In Experiment 1 we see that this clas-
sifier has the second highest rates of racial dis-
parities, classifying black-aligned tweets as hate
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speech, abusive, and spam at substantially higher
rates than white-aligned tweets. In Experiment
2 the classifier is slightly less likely to classify
black-aligned tweets containing the word “n*gga”
as hate speech but is 2.7 times more likely to pre-
dict that black-aligned tweets using “b*tch” be-
long to this category.

6 Conclusion

Our study is the first to measure racial bias in hate
speech and abusive language detection datasets.
We find evidence of substantial racial bias in all
of the datasets tested. This bias tends to persist
even when comparing tweets containing certain
relevant keywords. While these datasets are still
valuable for academic research, we caution against
using them in the field to detect and particularly
to take enforcement action against different types
of abusive language. If they are used in this way
we expect that they will systematically penalize
African-Americans more than whites, resulting in
racial discrimination. We have not evaluated these
datasets for bias related to other ethnic and racial
groups, nor other protected categories like gen-
der and sexuality, but expect that such bias is also
likely to exist. We recommend that efforts to mea-
sure and mitigate bias should start by focusing on
how bias enters into datasets as they are collected
and labeled. In particular, future work should fo-
cus on the following three areas.

First, some biases emerge at the point of data
collection (Wiegand et al., 2019). Some stud-
ies sampled tweets using small, ad hoc sets of
keywords created by the authors (Waseem and
Hovy, 2016; Waseem, 2016; Golbeck et al., 2017),
an approach demonstrated to produce poor re-
sults (King et al., 2017). Others start with large
crowd-sourced dictionaries of keywords, which
tend to include many irrelevant terms, resulting
in high rates of false positives (Davidson et al.,
2017; Founta et al., 2018). In both cases, by us-
ing keywords to identify relevant tweets we are
likely to get non-representative samples of train-
ing data that may over- or under-represent certain
communities. In particular, we need to consider
whether the linguistic markers we use to iden-
tify potentially abusive language may be associ-
ated with language used by members of protected
categories. For example, although Davidson et al.
(2017) started with thousands of terms from the
Hatebase lexicon, AAE is over-represented in

the dataset (Waseem et al., 2018) because some
keywords associated with this speech community
were used more frequently on Twitter than other
keywords in the lexicon and were consequentially
over-sampled.

Second, we expect that the people who anno-
tate data have their own biases. Since individual
biases in reflect societal prejudices, they aggre-
gate into systematic biases in training data. The
datasets considered here relied upon a range of dif-
ferent annotators, from the authors (Golbeck et al.,
2017; Waseem and Hovy, 2016) and crowdwork-
ers (Davidson et al., 2017; Founta et al., 2018)
to activists (Waseem, 2016). Even the classi-
fier trained on expert-labeled data (Waseem, 2016)
flags black-aligned tweets as sexist at almost twice
the rate of white-aligned tweets. While we agree
that there is value in working with domain-experts
to annotate data, these results suggest that activists
may be prone to similar biases as academics and
crowdworkers. Further work is therefore neces-
sary to better understand how to integrate exper-
tise into the process and how training can be used
to help to mitigate bias. We also need to con-
sider how sociocultural context influences annota-
tors’ decisions. For example, 48% of the work-
ers employed by Founta et al. (2018) were lo-
cated in Venezuela but the authors did not consider
whether this affected their results (or if the annota-
tors understood English sufficiently for the task).

Third, we observed substantial variation in the
rates of class membership across classifiers and
datasets. In Experiment 1 the rate at which tweets
were assigned to negative classes varied from 1%
to 18%. Some of the low proportions may indicate
a preponderance of false negatives due to a lack
of training data, suggesting that these models may
not be able to sufficiently generalize beyond the
data they were trained on. The high proportions
may signal too many false positives, which may a
result of the over-sampling of abusive language in
labeled datasets. Founta et al. (2018) claim that,
on average, between 0.1% and 3% of tweets are
abusive, depending upon the category of abuse.
Identifying such content is therefore a highly im-
balanced classification problem. When labeling
datasets and evaluating our models we must pay
more attention to the baseline rates of usage of dif-
ferent types of abusive language and how they may
vary across populations (Silva et al., 2016).

Finally, we need to more carefully consider
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how contextual factors interact with linguistic sub-
tleties and our definitions of abuse. The “n-word”
is a particularly useful illustration of this issue. It
exhibits polysemy, as it can be extremely racist
or quotidian, depending on the speaker, the con-
text, and the spelling. While the history of the
word and its usages is too complex to be sum-
marized here (Neal, 2013), when used with the “-
er“ suffix it is generally considered to be a racist
ephiphet, associated with white supremacy. Prior
work has confirmed that the use of this variant on-
line is generally considered to be hateful (Kwok
and Wang, 2013), although not always the case,
for example when a victim of abuse shares an in-
sult they have received. However the variant with
the “-a” suffix is typically used innocuously by
African-Americans (Kwok and Wang, 2013), in-
deed our results indicate that it is used far more
frequently in black-aligned tweets (although it is
still used by many white people).8 Despite this
distinction, some studies have considered this vari-
ant to be hateful (Silva et al., 2016; Alorainy et al.,
2018). This approach results in high rates of false
positive cases of hate speech, thus Davidson et al.
(2017) included a class for offensive language
which does not appear to be hateful and let annota-
tors decide which class tweets belonged to based
upon their interpretation of the context, many of
whom labeled tweets containing the term as offen-
sive. Waseem et al. (2018) criticized this decision,
claiming that it is problematic to ever consider the
word to be offensive due to its widespread use
among AAE speakers. This critique appears to be
reasonable in the sense that we should not penal-
ize African-Americans for using the word, but it
avoids grappling with how to act when the word is
used by other speakers and in other contexts. What
should be done if it is used by a white social media
user in reference to a black user? How should the
context of their interaction and the nature of their
relationship affect our decision?

A “one-size-fits-all”, context-independent ap-
proach to defining and detecting abusive lan-
guage is clearly inappropriate. Different commu-
nities have different speech norms, such that a
model suitable for one community may discrim-
inate against another. However there is no con-
sensus in the field on how and if we can develop
detection systems sensitive to different social and

8This spelling also exhibits derhotacization, a phonologi-
cal feature of AAE (Blodgett et al., 2016).

cultural contexts. In addition to our recommen-
dations for improving training data, we emphasize
the necessity of considering how context matters
and how detection systems will have uneven ef-
fects across different communities.

7 Limitations

First, while the Blodgett et al. (2016) dataset is the
best available source of tweets labeled as AAE,
we do not have ground truth labels for the racial
identities of the authors. By filtering on users
who predominantly used one type of language we
may also miss users who may frequently code-
switch between AAE and SAE. Second, although
we roughly approximate this in Experiment 2, we
cannot rule out the possibility that the results,
rather than evidence of bias, are a function of dif-
ferent distributions of negative classes in the cor-
pora studied. It is possible that words associated
with negative categories in our abusive language
datasets are also used to predict race by Blodgett
et al. (2016), potentially contributing to the ob-
served disparities. To more thoroughly investigate
this issue we therefore require ground truth labels
for abuse and race. Third, the results may vary
for different classifiers or feature sets. It is possi-
ble that more sophisticated modeling approaches
could enable us to alleviate bias, although they
could also exacerbate it. Fourth, we did not inter-
pret the results of the classifiers to determine why
they made particular predictions. Further work
is needed to identify what features of AAE the
classifiers are learning to associate with negative
classes. Finally, this study has only focused on
one dimension of racial bias. Further work is nec-
essary to assess the degree to investigate the extent
to which data and models are biased against peo-
ple belonging to other protected categories.
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Abstract

Discussion forum participation represents a
crucial support for learning and often the only
way of supporting social interactions in on-
line settings. However, learner behavior varies
considerably in these forums, including pos-
itive behaviors such as sharing new ideas or
asking thoughtful questions, but also verbally
abusive behaviors, which could have dispro-
portionate detrimental effects. To provide
means for mitigating potential negative effects
on course participation and learning, we de-
veloped an automated classifier for identify-
ing communication that show linguistic pat-
terns associated with hostility in online fo-
rums. In so doing, we employ several well-
established automated text analysis tools and
build on common practices for handling highly
imbalanced datasets and reducing sensitivity
to overfitting. Although still in its infancy,
our approach shows promising results (AUC
ROC=0.74) towards establishing a robust de-
tector of abusive behaviors. We provide an
overview of the classification (linguistic and
contextual) features most indicative of online
aggression.

1 Introduction

Massive Open Online Courses represent an impor-
tant part of the educational landscape, offering ac-
cess to learning at scale for both for-credit and
life-long learners (Al-Imarah and Shields, 2019).
While there is significant appeal and popularity in

MOOC offerings, they bring numerous challenges
for designing effective teaching and learning ac-
tivities at scale (Kovanović et al., 2015). The un-
precedented numbers of learners enrolled, and the
diversity in learners’ motivations and goals are but
two factors that add a significant layer of complex-
ity that is seldom experienced in more traditional
modes of education (Carlos Alario-Hoyos et al.,
2017). A product of the complexity of teaching
at scale resides in the lack of student participa-
tion in discussion activity (Wise and Cui, 2018;
Rosé and Ferschke, 2016). Despite social inter-
actions between peers being a key factor in stu-
dent learning (Poquet and Dawson, 2016; Joksi-
mović et al., 2016), MOOC discussions often re-
ceive limited participation (Wise and Cui, 2018).
Numerous studies have shown that participation
in discussions is influenced by factors, such as
feelings of confusion or isolation, diverse cultural
and educational backgrounds, or the lack of abil-
ity to navigate when learning in a crowd (Baxter
and Haycock, 2014; Poquet et al., 2018). Learn-
ers in MOOC settings require the rapid capacity to
establish and sustain shared communication prac-
tices in order to join a new and often brief-lived
online community (Rosé and Ferschke, 2016).

There is thus far relatively limited research
on the pragmatics of academic discussions in
MOOCs. In one line of work, surveys investigat-
ing why students stop posting in MOOC forums
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show that many quit because of comments deemed
as politeness violations (Mak et al., 2010). Many
of these postings involve relatively mild examples
of abusive behaviors violations of pragmatic prac-
tices around niceness. More extreme violations
of politeness conventions in MOOCs have also
emerged in the literature, with Comer and her col-
leagues (Comer et al., 2015) reporting a number of
verbally abusive behaviors on the part of students
in MOOCs. While such behaviors are relatively
infrequent, they can have disproportionate effects
on those involved in the course (Mak et al., 2010;
Comer et al., 2015).

In this work, we build on prior research on text
classification and the analysis of learner generated
discourse to build an automated classifier for de-
tecting verbally abusive behaviors in online dis-
cussion forums. In so doing, we employ a wide
variety of features that range from simple syntac-
tic properties of text (such as unigrams, bigrams,
or part-of-speech tags), to more complex linguis-
tic analysis (e.g., text cohesion), in order to iden-
tify potentially relevant contextual features. We
enhance these detectors through approaches de-
signed to adjust for imbalance in data. The find-
ings from this work bring new insights into the
linguistic dimensions that could be indicative of
online aggression that can help to mitigate the im-
pacts of hostile and abusive behaviors on other
learners.

2 Background Work

2.1 Roots of Negativity in MOOCs

Discourse around negativity in general, and
MOOCs in particular, draws on the research on
negative emotions in learning and use of abusive
language in online learning communities (Comer
et al., 2015). Experiencing anxiety, anger or frus-
tration caused by learning activities that are be-
ing negatively valued or perceived as aversive, can
lead to decreased engagement, motivation, and
consequently failure to achieve specific learning
outcomes (Pekrun et al., 2002; Rowe, 2017). On
the other hand, with the emergence of social me-
dia and their use to support development of online
learning communities, negativity and abusive on-
line behaviors can potentially have much broader
consequences (Salminen et al., 2018). Less ex-
treme manifestations of abusive language in online
learning communities could lead towards disen-
gagement from the community (Mak et al., 2010).

In more severe instances, negativity in online com-
munities could lead to cyberbullying and online
aggression in general (Holfeld and Grabe, 2012).

Designed to support interactions at scale and
facilitated as a fully online learning experience,
MOOCs pose multiple challenges to successful
participation. For example, success in MOOCs
is dependent on learners’ motivation, achievement
and social emotions, and self-regulatory learning
skills (among other factors) (Mak et al., 2010).
Therefore, as Rose and Ferschke (2016) posit, it is
necessary to create “a supportive environment in
which these learners can find community, support,
dignity, and respect” (ibid., p664). In that sense,
it seems reasonable to build on the approaches to
mitigate abusive online behaviors commonly ap-
plied in online learning communities, then in more
traditional educational settings.

To understand the nature of negativity in
MOOCs, we draw on the work by Comer and her
colleagues (2015) who discuss three types of nega-
tivity in MOOCs: negativity towards i) the course,
ii) instructor, and iii) course platform. This mul-
tifaceted perspective demonstrates that the main
sources of negativity are associated with peda-
gogy or course design decisions and cannot be
easily addressed during course facilitation (Comer
et al., 2015). Despite the relatively low pro-
portion of abusive behaviors in MOOCs, Comer
and colleagues illustrate the negative impacts they
have on instructor presence and the broader levels
of participation in discussion forums. Detecting
when negativity occurs could provide the opportu-
nity for a more automated or semi-automated ap-
proaches to reduce its impact, whether by blocking
offensive content or deploying supportive strate-
gies for the individuals impacted (Comer et al.,
2015).

In this study we aim to automate the detection
of negativity in MOOCs forums. An outcome of
this work is to provide a process to enable more
efficient responses to abusive online behaviors in
MOOC discussion forums. In so doing, we treat
negativity as a single construct, rather than dif-
ferentiating negativity towards the course, plat-
form, or instructor, due to the relative infrequency
of negative behaviors. Although we concur that
negativity in MOOCs can potentially have mul-
tiple facets, our goal in this study is to provide
insight into factors that could indicate detrimen-
tal and abusive online behaviors in their broadest
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manifestation even negativity towards the course
platform can be upsetting to others (Comer et al.,
2015).

2.2 Automated Analysis of Abusive Language

Contemporary literature on affect in MOOC dis-
course primarily relies on content analysis meth-
ods (Joksimović et al., 2018b). To date, this has
involved exploring affect and emotions to under-
stand factors that predict persistence and success
in MOOCs (Joksimović et al., 2018b). Tucker
and colleagues (2014), for example, relied on a
word-sentiment lexicon to extract sentiment polar-
ity (i.e., positive, negative, or neutral) and strength
(i.e., the magnitude of sentiment) from discussion
forum messages. Tucker and colleagues found
a strong negative association between the senti-
ment expressed in forums and average assignment
grade. Adamopoluous (2013) opted for a more
fine-grained analysis, exploring learners’ senti-
ment towards course instructor, assignments, and
course material, utilizing AlchemyAPI. Finally,
Yang and colleagues (2015) relied on Linguistic
Inquiry and Word Count (LIWC) features, and
word categories that depict student affective pro-
cesses, including positive and negative emotions.
to detect confusion within student contributions to
the discussion forum.

Although the existing MOOC research recog-
nizes the importance of understanding learners’
emotions expressed through interactions in online
discussion forums, little has been done to detect
negativity and abusive online behaviors. Relevant
work exists, however, in efforts to understand on-
line learning communities and social media inter-
actions in general. Several approaches have been
developed to detect dimensions of verbal aggres-
sion and abusive behavior in social media and
online social platforms more broadly (Balci and
Salah, 2015; Anzovino et al., 2018). For exam-
ple, Abozinadah and Jones (2017) used Support
Vector Machines (SVM) to detect abusive Twit-
ter accounts. In another example, Anzovino and
colleagues (2018), utilized a wide set of linguis-
tic and bag-of-word features to explore the accu-
racy of various classifiers to identify misogynistic
language on Twitter. The best classification accu-
racy was achieved using an SVM classifier based
on unigrams, bigrams, and trigrams.

Additionally, a considerable body of research
focuses on detecting verbal aggression in online

social games, interactions with virtual partners, or
the comments on popular news media (such as
CNN.com or Yahoo! News) (Balci and Salah,
2015; Nobata et al., 2016). Relying on wide
range of linguistic and contextual features (e.g.,
learner profile related information), Balci and Ali
Salah (2015) used the Bayes Point Machine clas-
sification algorithm to identify online profiles that
elicit abusive behaviors in social games. Nobata
and colleagues (2016), on the other hand, explored
the manifestation of abusive language in the com-
ments posted on Yahoo! Finance and News ar-
ticles. Nobata and colleagues (2016) developed a
deep learning approach, utilizing n-grams, linguis-
tic features (e.g., length of tokens, average length
of word), syntactic features (e.g., par-of-speech
tag of parent), and distributional semantics fea-
tures.

Our work goes beyond existing approaches to
understanding MOOC discourse, trying to de-
tect abusive behaviors that could potentially have
detrimental effects on teaching and learning. In
so doing, we rely on features commonly identified
as being predictive of learners’ affective states and
emotions in online learning settings. We also uti-
lize algorithms and methods applied in general re-
search on understanding verbal aggression in on-
line learning communities in general.

3 Method

3.1 Data

The dataset for this study was obtained from the
Big Data in Education MOOC, delivered from Oc-
tober to December 2013, by Columbia University,
taught through the Coursera platform. This course
iteration had a total of 45,256 enrolled learners
during the course an additional 20,316 joined and
accessed the course after its official end date. To
successfully complete the course and receive a cer-
tificate, learners were required to earn an over-
all grade average of 70% or above. The overall
grade was calculated by averaging the six high-
est grades extracted out of a total of eight as-
signments. All assignments were composed of
multiple-choice questions and short numerical an-
swers and as such, were available for automatic
grading. Discussion participation was not graded.
The majority of students only watched videos and
did not participate in the assessment tasks. Some
1,380 students completed at least one assignment,
while a total of 638 learners successfully com-
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pleted the course.
Like vast majority of MOOC offerings, the dis-

cussion activity consists of a considerably small
number of learners (Poquet and Dawson, 2016).
For the MOOC under investigation, 747 unique
users were engaged in discussion forum (N=747,
including teaching staff). In total, the discus-
sion forum contained 4,039 messages, written in
English (M=5.41, SD=23.93). Two independent
coders coded the dataset, labeling each message
as being “negative”, if at least one of the negativity
types as defined by Comer and colleagues (2015)
was found in a message, or “positive/neutral” oth-
erwise. The process was performed through sev-
eral phases. First 100 messages were analyzed
together, to train the researchers and develop the
coding scheme. After that, each of the coders in-
dependently labeled 200, 300, 400, and 500 mes-
sages, until a satisfactory percent agreement (%-
agree = 96.6) was reached. The percent agreement
was calculated at the end of each stage and all dis-
agreements were discussed and resolved. The re-
maining messages (from 1,501 to 4,039) were split
between the two coders.

Out of these 4,039 messages, 3,917 were posi-
tive/neutral, and 122 (3.02%) were coded as neg-
ative. From the total number of students who
posted to discussion forum, 82 students posted at
least one message coded as “negative” (M=1.49,
SD=1.09). Nevertheless, only 9 students posted
more than two messages coded as negative, show-
ing repeated negativity towards the instructor,
course platform, or course content.

3.2 Features

In order to develop a classification system for rec-
ognizing negativity in learners’ posts in a dis-
cussion forum, we utilize several types of fea-
tures. The extracted features build on those com-
monly used in the existing work on discourse anal-
ysis (Kovanović et al., 2014; Joksimović et al.,
2014). Specifically, we rely on basic linguistic fea-
tures (such as n-grams and part-of-speech tags),
features extracted using tools for automated text
analysis, and contextual features. The final feature
set included 688 features.

3.2.1 Basic Linguistic Features
Our set includes some of the commonly used bag-
of-words features, utilized in similar classifica-
tion problems. Specifically, we extracted n-gram
features (i.e., unigrams, bigrams, and trigrams),

sequences of words that commonly appear to-
gether. Additionally, we extracted part-of-speech
tags (e.g., noun, verb, adjective) and syntactic de-
pendency (i.e., the relation between tokens) fea-
tures. Although features like n-grams tend to in-
flate the feature space, these are often used as a
baseline feature set, against which other features
are compared to evaluate their contribution to the
classification accuracy. Due to a limited training
set size and unbalanced data, concerns about over-
fitting led us to use only the top most common 100
n-grams. All the basic features were extracted us-
ing Python programming language and the spaCy,
open-source library for Natural Language Process-
ing in Python.

3.2.2 Linguistic Facilities
In this study, we utilize three additional tools
for advanced text analytics. Specifically, we use
Linguistic Inquiry and Word Count (LIWC) to
extract counts of different word categories, in-
dicative of various psychological processes, such
as social words, cognitive processes, or affect
words (Tausczik and Pennebaker, 2010). Previ-
ous research demonstrates the potential of LIWC
to capture different aspects of students’ cognitive
engagement during learning. For example, Ko-
vanovic and colleagues (Kovanović et al., 2014),
as well as Joksimovic and colleagues (Joksimović
et al., 2014), showed that certain LIWC cate-
gories, such as the number of question marks or
the number of first-person singular pronouns, are
among the most important predictors of different
phases of cognitive presence. Moreover, dimen-
sions captured by LIWC (e.g., certainty, nega-
tions, or causal verbs), have been positively asso-
ciated with (deactivating) negative emotions, such
as boredom, anxiety, or frustration (D’Mello and
Graesser, 2012).

We also utilize TAACO, a linguistic tool for
automated analysis of text cohesion that provides
more than 150 indicators of text coherence lin-
guistic complexity, text readability, and lexical
category use (Crossley et al., 2016). Dowell
and colleagues (2015), and Joksimovic and col-
leagues (2018a), established the association be-
tween various metrics of text cohesion (e.g., ref-
erential or deep cohesion) and multiple social
and academic learning outcomes. D’Mello and
Graesser (2012), on the other hand, showed the as-
sociation between cohesion-based metrics and stu-
dent emotions (e.g.., boredom, engagement, con-
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fusion, or frustration) expressed during tutoring.
It seems also reasonable to expect that the

negativity in discussion posts would be reflected
through various emotional states. Therefore, we
also used the IBM Watson Natural Language Un-
derstanding API to detect anger, disgust, joy, fear,
and sadness, conveyed in discussion forum mes-
sages. Finally, given that research argues for the
importance of considering sentiment expressed in
discussion forums as being predictive of persis-
tence in MOOCs, we extracted sentiment polarity
and sentiment subjectivity, using TextBlob Python
library for natural language processing tasks.

3.2.3 Contextual Features
Drawing on previous research by Kovanovic and
colleagues (Kovanović et al., 2014), we further in-
cluded contextual features into our feature space.
As Comer and colleagues (2015) suggest, some
of the learners posting negative messages in dis-
cussion forums tend to do so consistently. There-
fore, for each post we observed whether the pre-
vious post by the same student was also negative.
Moreover, it seems reasonable to expect that learn-
ers would build on the existing discourse, there-
fore we also observed whether there were nega-
tive messages in the same thread, prior to the ob-
served post. Furthermore, we observed whether
the posted message is a post or a comment, the
start or the end of the thread, and number of votes
the observed post received. Finally, for each of
the posts we obtained an information whether the
message contains positive and negative words, as
well as the proportion of words that were positive
and the proportion that were negative.

3.3 Model Implementation

We built our classifier using the Python scikit-
learn implementation of Support Vector Machines
(SVM), one of the most robust classifiers for text
analysis (2014). In order to obtain optimal classifi-
cation results, we performed hyperparameter opti-
mization within the training set with parameters C
(0.001, 0.01, 0.1, 1, 10) and gamma (0.001, 0.01,
0.1, 1), for each of the four kernels (i.e., “poly”,
“rbf”, “linear”, “sigmoid”). We opted for the lin-
ear kernel, (C=0.001, gamma=0.001) as the set-
tings with linear kernel yielded the best perfor-
mance.

There are two challenges associated with the
dataset that is inherent to the nature of the prob-
lem under study. Although the expression of neg-

ative or deactivating emotions is common within
learning (Pekrun et al., 2002), verbally abusive be-
haviors are less common, although still detrimen-
tal (Mak et al., 2010; Comer et al., 2015). As in-
dicated in our dataset, a small percentage of mes-
sages (3.02%) coded as “negative”, resulted in a
highly imbalanced dataset, which could have neg-
ative effects on the classification results. In ad-
dition, participation in discussion forums, includ-
ing the use of inappropriate or negative behaviors,
varies by factors such as student demographics or
motivation (Mak et al., 2010). Thus, the tendency
to engage in inappropriate behaviors might (and
does) vary from one learner to another. That is,
only a small subset of students will express nega-
tivity in discussion forums.

To address the first problem of the highly imbal-
anced classes, we employed two strategies. First,
the SVM classifier was configured to use balanced
class weights. This configuration is used to ad-
just weights inversely proportional to class fre-
quencies, defining higher weight for the “nega-
tive” class in our case. Second, we also imple-
mented a False Positive Rate test into the clas-
sification pipeline. The False Positive Rate test
controls for the total amount of false detections,
which are common in imbalanced datasets with a
rare category of interest, as in this study.

Cross-validation is typically used to control for
overfitting. Desmarais and Baker (2012), high-
light the importance of cross-validating at student
level, to estimate goodness for new students rather
than for new data from the same students. In our
study, we rely on GroupKFold Python implemen-
tation of a K-fold iterator with non-overlapping
groups (i.e., ensuring that each learner is only rep-
resented in a single fold).

4 Results

4.1 Model Training and Evaluation

Table 1 shows the results of our model selection
and evaluation. To find the optimal model, we pri-
marily rely on Area Under the Receiver Operating
Characteristic Curve (ROC AUC) score, as Co-
hen’s statistics does not yield reliable estimates
for highly imbalanced datasets, as it is the case
in this study (Jeni et al., 2013). To obtain opti-
mal results, we performed classification including
various subsets of the original feature set (Table
1). The highest AUC ROC value with the com-
plete feature set was 0.73 (SD=0.06). The clas-
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Table 1: Classification results for different SVM con-
figurations, varying the feature set used in predicting
abusive language and p-value cutoff point at 0.05 for
False Positive Rate test.

sification accuracy for the same set of parameters
was .86 (SD=0.02), whereas the F1 score was .90
(SD=0.02).

Table 1 further shows that adding bigrams, tri-
grams and POS features (including tag and syn-
tactic dependency) resulted in lower AUC ROC
values, despite the slight increase in the clas-
sification accuracy. The ROC AUC score for
the feature set that included Unigrams, TAACO,
LIWC, Sentiment, and Contextual features was
0.74 (SD=0.06). The classification accuracy for
the same set of parameters was .85 (SD=0.01),
whereas the F1 score was .89 (SD=0.01).

4.2 Feature Importance Analysis

Given the size of the feature space (688 features),
in the feature importance analysis we focus on
the top 40 features used in the data separation
task. That is, we observe the top 20 features most
predictive of “negative” language and the top 20
features most predictive of “positive/neutral” lan-
guage in the data set. Figure 2 shows that all
groups of features (i.e., basic linguistic, features
extracted using automated text analysis tools, and
contextual features) are being identified within
this subset of important features.

It is noteworthy that contextual variables
yielded the highest predictive power for negativity
(Figure 1). Specifically, Previous negative
thread at least one of the previous messages
in the thread was negative - has been identified
as the most important variable in predicting detri-
mental behaviors. Moreover, whether a message
is a post (i.e., reply to a thread) or a comment (i.e.,
reply to a post), as defined within the Coursera

Figure 2: Top 40 features differentiating abusive lan-
guage from overall positive/neutral language in discus-
sion forum. It should be noted that values higher than
0 indicate features predictive of abusive language.

platform also revealed high predictive power. Fi-
nally, the total number of votes and whether mes-
sage contained negative words were also found to
be indicative of messages characteristic of nega-
tive behaviors towards the course content and de-
sign, course platform or course instructor.

Figure 1 further shows that part-of-speech tags
representing adjective in superlative
(e.g., “most”, “worst”), were among the strongest
predictors of negativity in online discussions.
Other variables labeled as part of the part-of-
speech dataset that were highly associated with
negative messages are variables indicating the
number of possession modifiers in a post (e.g.,
“... my experiences of the first hour in this class”,
“WASTE OF MY TIME”). On the other hand,
variables indicative of positive/neutral messages
were adjectives, wh-determiners (e.g.,
“what”, “which”), and adverbial clause
modifiers (e.g., “Confusion is good, just as
long as it is addressed”).

A considerable number of LIWC features were
identified as being highly related to either nega-
tive or positive/neutral messages in MOOC dis-
cussions (Figure 1). Specifically, words asso-
ciated with common adverbs (e.g., “write”,
“read”, “hope”), perceptual processes
(e.g., “watched”, “said”, “showed”), negations
(e.g., “neither”, “don’t”, “couldn’t”), and function
words that represent 3rd person singular
form (e.g., “him”, “he’s”, “he”), were associated
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with messages indicative of abusive behaviors. On
the other hand, words indicative of psychologi-
cal processes representing core drives and needs
(i.e., affiliation “welcome”, “shared”),
positive emotions (e.g., “helpful”, “en-
courage”, “honest”), analytical thinking,
as well as function words (i.e., conjunctions
“how”, “then”, “when”), were highly associated
with positive/neutral behaviors (Figure 1).

Likewise, two variables extracted using
TAACO linguistic facility were ranked among top
20 features predictive of “negative” messages.
Specifically, count of causal connectives
(e.g., “although”, “because”) and lexical
subordinates (e.g., “unless”, “whenever”)
were ranked as important variables in predicting
abusive behavior. On the other hand, consider-
ably more TAACO variables were identified as
predictive of “positive/neutral” messages. Total
number of content types, positive words, lemma
types (including bigram and trigram lemmas),
connectives, and pronoun types.

Several ngrams were also identified as impor-
tant variables in differentiating abusive language
from “positive/neutral” discourse. In the context
of predicting “negative” messages, classify
data assign, much, make sen, data
predict, educ data mine, video, and dr
baker emerged as the best predictors of abu-
sive behaviors. Ngrams such as hi, thank, or
follow, on the other hand, were associated with
“positive/neutral” category of messages.

Observing variable importance with the smaller
dataset (excluding part-of-speech, tag, and de-
pendency variables) yielded rather similar results
as the complete feature set (Figure 2). Contex-
tual, LIWC, and ngrams (unigrams) still com-
prise a considerable part of the variables predic-
tive of abusive behavior. Similarly, vide variety of
TAACO variables was identified as indicative of
“positive/neutral” messages.

5 Discussion and Conclusion

Identifying and mitigating abusive behaviors in
the context of MOOCs is important for reducing
the detrimental effects of negative language on
peers and instructors. In this research, we man-
ually coded all discussion forum messages writ-
ten in English (N=4,039) from one MOOC, to
build an automated classifier for identification of
potentially harmful discussion messages. Our re-

Figure 3: Features differentiating abusive language
from overall positive/neutral language in discussion fo-
rum, for the model excluding bigram, trigram, and POS
(including dependencies) features. It should be noted
that values higher than 0 indicate features predictive of
abusive language.

sults show that primarily contextual, but also com-
plex linguistic features, such as those extracted us-
ing LIWC and TAACO linguistic facilities repre-
sent important variables in predicting negativity in
MOOCs. As such, our classifier outperforms, by
a considerable margin, some of the recent work
in identifying hate speech in online communi-
ties (Salminen et al., 2018).

Kovanovic and colleagues (2014), argue for the
importance of understanding the specific context
in which certain messages in discussion forums
have been posted. Our analysis on the complete
and filtered feature set (without bigram, trigrams,
and part-of-speech tag features) further support
this finding. Moreover, the most important fea-
ture for predicting abusive language in MOOC dis-
cussions is a variable that flags whether the thread
in which the current message has been posted al-
ready contains a “negative” message. This find-
ing directly contributes to the claim made by Mak
and colleagues (2010) or others, about the detri-
mental and likely disproportionate effect abusive
language in MOOCs could have on the overall
participation. The count of votes, as a contex-
tual variable, also warrants further exploration.
Complimenting others or content of others’ mes-
sages represent one of the indicators identified
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within the social presence open communication
category (Garrison and Akyol, 2013). However,
one of the potential implications for future re-
search could be exploration to what extent learners
who express abusive behaviors in online commu-
nities tend to support each other. That is, to what
extend acknowledgment and approval of negative
behaviors implies negative connotation for the de-
velopment of supportive learning environment and
consequently learning success.

Our work also supports previous findings on un-
derstanding linguistic variables predictive of vari-
ous dimensions of affect and emotions. For exam-
ple, D’Mello and Graesser (2012) showed that the
high ratio of causal words was positively associ-
ated with higher frustration. Whereas, negations
were positively and significantly associated with
boredom. Similar finding has been observed in our
work where total count of all causal words was one
of the main predictors of abusive language (Figure
2). Building further on Pekrun’s (2002) control-
value theory of achievement emotions, it seems
that activities learners value negatively and per-
ceive as not being controllable, potentially lead to-
wards the abusive behaviors in online discussions.

It is also noteworthy that variables being iden-
tified as important predictors of “positive/neutral”
messages, have been found to be associated with
higher levels of cognitive engagement. For exam-
ple, Joksimovic and colleagues [26] showed that
the number of conjunctions (LIWC variable) or
types of verbs (here captures using TAACO) were
some of the variables positively and significantly
associated with higher phases of cognitive inquiry,
as defined by Garrison and colleagues [34]. This
further supports the work by Rowe [13], among
others, who showed that surface learners might be
more likely to experience negative emotions, sug-
gesting that “surface learners may react negatively
to teaching methods which attempt to foster in-
dependent learning” (ibid., 299). Such a finding
could have significant implications for future re-
search and practice in mitigating abusive behav-
iors.

Although rather simple syntactic properties of
text, such as ngram features, can easily inflate the
feature space and result in overfitting, our results
show that these variables should not be ignored. In
the context of “negative” messages, it is indicative
that unigrams, bigrams and trigram that emerged
among the most important variables in predict-

ing abusive behaviors, are related to specific as-
pects of the course (Figure 1 and 2). For example,
ngrams such as “educ data mine”, “video”, “data
predict”, or “dr baker”, indicate learners’ focus on
high level and general aspects of the course, rather
than particular content related issues. On the other
hand, among the most important variables in pre-
dicting positive/neutral messages, unigrams such
as “hi” or “thank” emerged. Along with the LIWC
variable “affiliation”, these represent features in-
dicative of higher levels of social presence [34].
Being recognized as important aspects of open and
cohesive communication, as defined by Garrison
and colleagues [34], these variables represent im-
portant indicators of tendency to establish collab-
orative and engaging community of learners.

5.1 Limitations

Although the dataset is reasonably large among
text classification problems, high data imbalance
represents one of the main challenges to this study.
Moreover, in this preliminary analysis, we rely on
the dataset from a single, technical MOOC (i.e.,
focused on the topics of big data and statistics).
Future work should account for different subject
domains and different educational settings (e.g.,
more formal traditional online courses).
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Abstract

Hate speech and abusive language spreading
on social media need to be detected auto-
matically to avoid conflicts between citizens.
Moreover, hate speech has a target, category,
and level that also need to be detected to help
the authority in prioritizing which hate speech
must be addressed immediately. This re-
search discusses multi-label text classification
for abusive language and hate speech detection
including detecting the target, category, and
level of hate speech in Indonesian Twitter us-
ing machine learning approaches with Support
Vector Machine (SVM), Naive Bayes (NB),
and Random Forest Decision Tree (RFDT)
classifier and Binary Relevance (BR), Label
Power-set (LP), and Classifier Chains (CC) as
the data transformation method. We used sev-
eral kinds of feature extractions which are term
frequency, orthography, and lexicon features.
Our experiment results show that in general
the RFDT classifier using LP as the transfor-
mation method gives the best accuracy with
fast computational time.

1 Introduction

Hate speech is a direct or indirect speech toward a
person or group containing hatred based on some-
thing inherent to that person or group (Komnas
HAM, 2015)1. Factors that are often used as
bases of hatred include ethnicity, religion, disabil-
ity, gender, and sexual orientation. Hate speech
spreading is a very dangerous action which can
have some negative effects such as discrimination,
social conflict, and even human genocide (Kom-
nas HAM, 2015). One of the most horrific geno-
cides caused by the act of spreading hate speech

1Komisi Nasional Hak Asasi Manusia (Komnas
HAM) is an independent institution that functions to
carry out studies, research, counseling, monitoring,
and mediation of human rights in Indonesia. See
https://www.komnasham.go.id/index.php/
about/1/tentang-komnas-ham.html

was the Tutsi ethnic genocide in Rwanda in 1994
(Stanton, 2009). The cause of the tragedy was hate
speech propagated by some groups, claiming that
the cause of increasing pressure in politics, eco-
nomic and social was the Tutsi ethnic.

In everyday life, especially in social media, the
hate speech spreading is often accompanied with
abusive language (Davidson et al., 2017). Abu-
sive language is an utterance that contains abu-
sive words/phrases that is conveyed to the inter-
locutor (individuals or groups), both verbally and
in writing. Hate speech that contains abusive
words/phrases often accelerates the occurrence of
social conflict because of the use of the abusive
words/phrases that triggers emotions. In Indone-
sia, abusive words are usually derived from an un-
pleasant condition such as mental disorder, sexual
deviation, physical disability, lack of moderniza-
tion, a condition where someone does not have
etiquette, conditions that is not allowed by reli-
gion, and other conditions related to unfortunate
circumstances; animals that have a bad charac-
teristic, disgusting, and forbidden in certain reli-
gion; astral beings that often interfere with hu-
man life; a dirty and bad smell object; a part of
the body and an activity that related to sexual ac-
tivity; and low-class profession that is forbidden
by religion (Wijana and Rohmadi., 2010; Ibrohim
and Budi, 2018). In general, the use of abusive
words aimed to curse someone (spreading hate
speech) in Indonesia is divided into three types
that are words, phrases, and clauses (Wijana and
Rohmadi., 2010). The spread of hate speech that
is accompanied with abusive language often accel-
erates the occurrence of social conflict because of
the use of the abusive words/phrases that triggers
emotions. Although abusive language are some-
times just being used as jokes (not to offend some-
one), the use of abusive language in social media
still can lead to conflict because of misunderstand-
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ings among netizens (Yenala et al., 2017). More-
over, children could be exposed to language inap-
propriate for their age from those abusive language
scattered in their social media (Chen et al., 2012).

The hate speech and abusive language on so-
cial media must be detected to avoid conflicts
between citizens and children learning the hate
speech and inappropriate language from the social
media they use (Komnas HAM, 2015; Chen et al.,
2012). In recent years, many researchers have
done research in hate speech detection (Waseem
and Hovy, 2016; Alfina et al., 2017, 2018; Pu-
tri, 2018; Vigna et al., 2017) and abusive lan-
guage detection (Turaob and Mitrpanont, 2017;
Chen et al., 2012; Nobata et al., 2016; Ibrohim and
Budi, 2018; Ibrohim et al., 2018) in various social
media genres and languages.

According to (Komnas HAM, 2015), a hate
speech has a certain target, category, and level.
Hate speeches can belong to a certain category
such as ethnicity, religion, race, sexual orienta-
tion, etc. that are targeted to a particular individual
or group with a certain level of hatred. However,
based on our literature study, there has been no
research on abusive language and hate speech de-
tection including the detection of hate speech tar-
get, category, and level conducted simultaneously.
Many research in hate speech detection (Waseem
and Hovy, 2016; Alfina et al., 2017, 2018; Putri,
2018) just identifying whether a text is hate speech
or not. In 2017, (Vigna et al., 2017) performed re-
search on hate speech level detection. Their re-
search was done to classifying Italian Facebook
post and comment into three labels which are no
hate speech, weak hate speech, and strong hate
speech. However, (Vigna et al., 2017) did not
classifying the target and category of hate speech.
Similar to research in hate speech detection, many
studies in abusive language detection (Turaob and
Mitrpanont, 2017; Chen et al., 2012; Nobata et al.,
2016) also just identify whether a text is abusive
language or not. In 2018, (Ibrohim and Budi,
2018) conducted research on hate speech and abu-
sive language detection. Their research was done
to classify Indonesian tweet into three labels that
are no hate speech, abusive but no hate speech,
and abusive and hate speech. However, same as
other studeis on hate speech and abusive language
detection, (Ibrohim and Budi, 2018) did not clas-
sify the target and category of hate speech.

Depending on (Hernanto and Jeihan, 2018)23,
detection of the hate speech target, category, and
level is important to help authorities prioritize
cases of hate speech that must be handled im-
mediately. In this work, we do research on hate
speech and abusive language detection in Indone-
sian Twitter. We chose Twitter as our dataset be-
cause Twitter is one of the social media platforms
in Indonesia that is often used to spread the hate
speech and abusive language (Alfina et al., 2017,
2018; Putri, 2018; Ibrohim and Budi, 2018; Ibro-
him et al., 2018). This problem is a multi-label
text classification problem, where a tweet can be
no hate speech, no hate speech but abusive, hate
speech but no abusive, and hate speech and abu-
sive. Furthermore, hate speech also has a certain
target, category, and level.

In doing multi-label hate speech and abusive
language detection, we use machine learning ap-
proach with several classifiers. The classifiers that
we use include Support Vector Machine (SVM),
Nave Bayes (NB), and Random Forest Deci-
sion Tree (RFDT) using problem transformation
methods including Binary Relevance (BR), Label
Power-set (LP), and Classifier Chains (CC). Based
on several previous works, these three classifiers
are algorithms that can produce pretty good per-
formance for hate speech and abusive language de-
tection in Indonesian (Alfina et al., 2017, 2018;
Putri, 2018; Ibrohim and Budi, 2018; Ibrohim
et al., 2018). We used several kinds of text clas-
sification features including term frequency (word
n-grams and character n-grams), orthography (ex-
clamation mark, question mark, uppercase, and
lowercase), and sentiment lexicon (negative, pos-
itive, and abusive). We use accuracy for evaluat-
ing our proposed approach (Kafrawy et al., 2015).
To validate our experiment results, we use 10-fold
cross validation technique (Kohavi, 1995).

In this paper, we built an Indonesian Twitter
dataset for abusive language and hate speech de-
tection including detecting the target, category,
and level of hate speech. In general, the contri-
butions of this research are:

• Analyzing the target, category, and level of
2Staff of Direktorat Tindak Pidana Siber Bareskrim Polri
3Direktorat Tindak Pidana Siber Badan Reserse Krim-

inal Kepolisian Negara Republik Indonesia (Bareskrim
Polri) is a directorate of the Indonesian national police
that charge of fostering and carrying out the function
of investigating and investigating cyber crimes in Indone-
sia. See https://humas.polri.go.id/category/
satker/cyber-crime-bareskrim-polri/

47



hate speech to make an annotator guide and
gold standard annotation for building In-
donesian hate speech and abusive language
dataset. Our annotator is arranged based on
(Komnas HAM, 2015) and the results of in-
terviews and discussions with the staff of Di-
rektorat Tindak Pidana Siber Bareskrim Polri
(Hernanto and Jeihan, 2018) and a linguistic
expert (Nurasijah, 2018).

• Building a dataset for abusive language and
hate speech detection including detecting the
target, category, and level of hate speech in
Indonesian Twitter. We provide this research
dataset for public4 so that it can be used by
other researchers who are interested in doing
future work of this paper.

• Conducting preliminaries experiments on
multi-label abusive language and hate speech
detection (including hate speech target, cate-
gory, and level detection) in Indonesian Twit-
ter using machine learning approaches.

This paper is organized as follows. We discuss
hate speech target, category, and level in Indone-
sia in Section 2. Our data collection and annota-
tion process is described in Section 3. Section 4
presenting our experiment results and discussion.
Finally, the conclusions and future work of our re-
search are presented in Section 5.

2 Hate Speech Target, Categories, and
Level in Indonesia

In this research, we conducted Focus Group Dis-
cussion (FGD) with the staff of Direktorat Tin-
dak Pidana Siber Badan Reserse Kriminal Ke-
polisian Negara Republik Indonesia (Bareskrim
Polri), which is the agency responsible for inves-
tigating cybercrimes in Indonesia. This is done
in order to get a valid definition of hate speech,
including the characterization. From the FGD
with staff of Bareskrim Polri (Hernanto and Jei-
han, 2018), it was obtained that hate speech has a
particular target, categories, and level.

Every hate speech is aimed at a particular target.
In general, the target of hate speech is divided into
two kinds, which are individual and group. Hate
speech with individual target is hate speech that

4https://github.com/okkyibrohim/id-
multi-label-hate-speech-and-abusive-
language-detection

aimed at someone (an individual person), while
hate speech with group target is hate speech that
aimed at a particular groups, associations, or com-
munities. These groups, associations, and commu-
nities can be in the form of religious groups, races,
politics, fan clubs, hobby communities, etc.

Both aimed at individual or group, hate speech
has a particular category as the basis of hate. Ac-
cording to FGD results, in general, hate speech
categories are as follows:

1. Religion/creed, which is hate speech based
on a religion (Islam, Christian, Catholic,
etc.), religious organization/stream, or a par-
ticular creed;

2. Race/ethnicity, which is hate speech based on
a human race (human groups based on physi-
cal characteristics such as face shape, height,
skin color, and others) or ethnicity (human
groups based on general citizenship or shared
cultural traditions in a geographical area);

3. Physical/disability, which is hate speech
based on physical deficiencies/differences
(e.g. shape of face, eye, and other body
parts) or disability (e.g. autism, idiot, blind,
deaf, etc.), either just cursing someone (or
a group) with those words related to phys-
ical/disability or those that are truly experi-
enced by those who are the target of the hate
speech;

4. Gender/sexual orientation, which is hate
speech based on gender (male and female),
cursing someone (or a group) using words
that are degrading to gender (e.g.: gigolo,
bitch, etc.), or deviant sexual orientation
(e.g.: homosexual, lesbian, etc.);

5. Other invective/slander, which is hate speech
in the form of swearing/ridicule using crude
words/phrases or other slanders/incitement
which are not related to the four groups pre-
viously explained.

Notice that a hate speech can be catego-
rized in several categories at once except
other invective/slander category. In other
words, a hate speech under category reli-
gion/creed, race/ethnicity, physical/disability, and
gender/sexual orientation can not be categorized
as other invective/slander category, and vice versa.
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Besides having targets and categories, hate
speech also has a certain level. Based on the FGD
results, we divide hate speech into three levels,
which are weak, moderate, and strong. The ex-
planation for every level of hate speech are as fol-
lows:

1. Weak hate speech, which is hate speech in
the form of swearing/slanders that aimed
at individuals without including incite-
ment/provocation to bring open conflict. In
Indonesia, hate speech in this form catego-
rized as weak hate speech because it is a per-
sonal problem. It means, if the target of hate
speech does not report to the authorities (feel-
ing ordinary and forgiving people who spread
the hate speech towards him) then that hate
speech is not too prioritized to be resolved by
the authorities.

2. Moderate hate speech, which is
hate speech in the form of swear-
ing/blasphemy/stereotyping/labeling
aimed at groups without including in-
citement/provocation to bring open conflict.
Although it can invite conflict between
groups, this kind of hate speech is belonging
to moderate hate speech because the conflict
that will occur is estimated to be limited to
conflict on social media.

3. Strong hate speech, which is hate
speech in the form of swear-
ing/slanders/blasphemy/stereotyping/labeling
aimed at individual or group including incite-
ment/provocation to bring open conflict. This
kind of hate speech is belonging to strong
hate speech, because it is a hate speech
that needs to be prioritized to be resolved
soon because it can invite conflicts that are
widespread and can lead to conflicts/physical
destruction in the real world.

3 Data Collection and Annotation

In this research, we used hate speech and abu-
sive language Twitter dataset from several previ-
ous researches consisting of (Alfina et al., 2017,
2018), (Putri, 2018), and (Ibrohim and Budi,
2018). Besides using Twitter dataset from previ-
ous researches, we also crawled tweets in order to
enrich dataset such that it can include the kinds of
writing of hate speech and abusive language that

may not yet exist in the data from previous re-
searches. We crawled Twitter data using Twitter
Search API5 which is implemented using Tweepy
Library6. The queries which we used for crawl-
ing Twitter data are words/phrases that often used
by netizens when spreading hate speech and abu-
sive language in Indonesian social media, that can
be seen in Appendix 17. We crawled the twitter
data for about 7 months, from March 20th, 2018
until September 10th, 2018. The purpose of crawl-
ing with a long time is to get more tweet writing
patterns.

In this research, we used crowdsourcing with a
paid mechanism (Sabou et al., 2014) for the anno-
tation process. Since the tweets that we want to an-
notate has many labels, we decided to conduct two
phases of annotation process. This is because an-
notators who are not linguistic experts should not
annotate data with too many labels (Sabou et al.,
2014). The first phase annotation process was
done to annotate the Twitter data whether tweets
are hate speech and abusive language or not, while
the second phase annotation process was done to
annotate the hate speech target, categories, and
level. For tweets from (Alfina et al., 2017, 2018)
and (Putri, 2018), tweets were just annotated to de-
termine whether the tweet is an abusive language
or not in the first phase annotation process, since
the hate speech label is already obtained. Mean-
while, tweets from (Ibrohim and Budi, 2018) can
be annotated directly in the second phase since
their dataset was annotated for hate speech and
abusive labels.

For the annotation process, we built a web based
annotation system in order to make it easy for the
annotators to annotate data so that it can speed
up the annotation process and minimize annota-
tion errors. We conducted an annotator guideline
to give the task definition and example for help-
ing the annotators in understanding the annotation
task. We also conducted a gold standard annota-
tion for testing whether the annotators already un-
derstand the task or not. In this research, we are
doing a discussion and consultation with an expert

5https://developer.twitter.com/en/docs/
tweets/search/api-reference/get-search-
tweets.html

6http://www.tweepy.org/
7For complete list of queries, see https:

//github.com/okkyibrohim/id-multi-
label-hate-speech-and-abusive-language-
detection
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linguistic (Nurasijah, 2018)8 in order to get a valid
annotation guideline and gold standard annotation.
Twitter data that used for the gold standard came
from previous research (Alfina et al., 2017; Ibro-
him and Budi, 2018) and hate speech handbook
(Komnas HAM, 2015).

After the annotation system was built and tested
well, the next process is the annotator recruitment
process. In this research, annotators came from
different religious, racial/ethnic, and residential
backgrounds. This is done to reduce bias because
the annotation of hate speech is quite subjective
(Alfina et al., 2017). The selected annotators’ cri-
teria are as follows: (a) have the age of 20-30 years
old (since most Twitter users in Indonesia came
from that age (APJII., 2017)); (b) native in the In-
donesian language (Bahasa Indonesia); (c) experi-
enced using Twitter; (d) not members of any polit-
ical party/organization (this is done to reduce an-
notation bias, especially when the annotators an-
notate tweets that are related to politics).

In this research, we use 30 annotators to anno-
tate our dataset from various demographic back-
ground. The annotators consist of 14 males and 16
females that have various age (25 annotators aged
20-24 years and 5 annotators aged 25-32 years)
and last education background (12 annotators have
bachelor degree for last education and 18 annota-
tors have senior high school degree for last edu-
cation). Furthermore, annotators also come from
various jobs, ethnicities, and religions. The kind
of annotators’ jobs consists of bachelor students
(12 annotators), master students (3 annotators),
civil servants (1 annotator), honorary employees
(1 annotator), teacher/tutor/teaching assistant (5
annotators), and private employees (8 annotators);
the annotators’ origin ethnic consists of Java (11
annotators), Bali (4 annotators), Tionghoa (4 an-
notators), Betawi (3 annotators), Batak (2 annota-
tors), and others (6 annotators, came from Melayu,
Minang, Sunda, Cirebon, Ambon, Toraja); and the
annotator’s religion consists of Islam (15 annota-
tors), Christian (5 annotators), Catholic (5 annota-
tors), Hindu (3 annotators), and Buddha (2 anno-
tators).

In the first annotation phase, we collect 16,500
tweets from the crawling process and previous re-
searches (Alfina et al., 2017, 2018; Putri, 2018)
to be annotated by those 30 annotators. Every
tweet was annotated by 3 annotators and the fi-

8Master in sociolinguistics

nal label was decided using 100% agreement tech-
nique. From this phase, we get 11,292 (68.44%
total tweets that were annotated in the first phase)
consisting of 6,187 not hate speech tweets and
5,105 hate speech tweets that have 100% agree-
ment (reliable dataset). According to (McHugh,
2012), this percentage amount of reliable dataset
(data can be used for research experiment) shows
that the annotation result has a good level of agree-
ment.

Next, in the second annotation phase, we an-
notated 5,700 hate speech tweets (5,105 tweets
from the first phase annotation and 595 tweets
from (Ibrohim and Budi, 2018)). In this phase,
we use the best three annotators from the first an-
notation phase to annotate the target, categories,
and level of hate speech. The final label in this
phase was decided using majority voting. Since
we use 3 annotators, each tweet label must have
a minimum agreement from two annotators. If
there is no agreement among the annotators in
giving the label, then the tweet is deleted. From
the second phase annotations results, there were
139 tweets that were deleted because there was no
agreement in hate speech categories or hate speech
level labels. Therefore, we get 5,561 reliable data
(97.56% from total tweets that annotated in the
second phase) that can be used for the research
experiment. According to (McHugh, 2012), this
percentage amount of reliable dataset shows that
the annotation result has a almost perfect level of
agreement.

From these two phase annotation process, we
get 13,169 tweets already used for research exper-
iments that consist of 7,608 not hate speech tweets
(6,187 tweets from the first phase annotation and
1,421 tweets from (Ibrohim and Budi, 2018)) and
5,561 hate speech tweets. The distribution of abu-
sive language towards not hate speech tweets and
hate speech tweets from the collected tweets can
be seen in Figure 1. From Figure 1, we can see
that not all hate speech is abusive language. On
the contrary, an abusive language also not neces-
sarily a hate speech.

From the total 5,561 hate speech tweets we
have, most of that hate speech tweets are di-
rected at individuals (3,575 tweets targeted to
an individual and 1,986 tweets targeted to a
group). Those hate speech tweets consist of
several hate speech categories which are 793
tweets related to religion/creed, 566 tweets re-
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Figure 1: Distribution of abusive language towards not
hate speech tweets and hate speech tweets

lated to race/ethnicity, 323 tweets related to phys-
ical/disability, 306 tweets related to gender/sexual
orientation, and 3,740 tweets related to other in-
vective/slander. Notice that the hate speech cat-
egories of religion/creed, race/ethnicity, physi-
cal/disability, and gender/sexual orientation are
multi-label. It means, a tweet of hate speech
can be related in several categories. Meanwhile,
for the hate speech level labels, our hate speech
dataset consists of 3,383 weak hate speech, 1,705
moderate hate speech, and 473 strong hate speech.

4 Experiments and Discussions

We conduct two scenarios for the experiment. The
first experiment scenario uses multi-label clas-
sification to identify abusive language and hate
speech including the target, categories, and level
that contained in a tweet. Meanwhile, the second
scenario uses multi-label classification to identify
abusive language and hate speech that contained in
a tweet without identifying the target, categories,
and level of hate speech. Both of these scenarios
are performed to find out the best classifier, trans-
formation method, and features for each scenario.

In general, both the first scenario and the second
scenario have the same flow that can be seen in
Figure 2.

First, we do data preprocessing in order to make
classification process more efficient and gives bet-
ter results. We do five processes in data prepro-
cessing consists of case folding, data cleaning, text
normalization, stemming, and stop words removal.
Case folding was done to make all character in
lower case in order to standardize character case.
Next, data cleaning was done to remove unnec-
essary characters such as re-tweet symbol (RT),
username, URL, and punctuation. Since we do
not use emoticon for feature extraction, we also

Figure 2: The experiment flowchart

remove emoticon in data cleaning process. After
that, we do text normalization, which is chang-
ing non-formal words into formal ones. In this
research, we do text normalization simply using
dictionary obtained from the combination dictio-
naries from several previous works (Alfina et al.,
2017; Ibrohim and Budi, 2018; Salsabila et al.,
2018) and the dictionary that we build based on
our dataset. Next, we do stemming to lemma-
tize words in every tweet. In this paper, stemming
was done using Nazief-Adriani Algorithm (Adri-
ani et al., 2007) that implemented using Sastrawi
Library9. For stop words removal, we used stop
word list given by (Tala, 2003).

The next step after data preprocessing is fea-
ture extraction. In this research, we used several
kinds of feature extractions which are term fre-
quency, orthography and lexicon features. Term
frequency features that we used in our experiments
consist of word n-grams (unigram, bigrams, tri-
grams, and the combination of word unigram, bi-
grams, and trigrams) and character n-grams (tri-
grams, quadgrams, and the combination of charac-
ter trigrams and quadgrams). For the orthography
feature, we used the number of exclamation mark,
question mark, uppercase and lowercase. Mean-
while, for the lexicon features, we used sentiment
lexicon (negative and positive sentiment) given by
(Koto and Rahmaningtyas, 2017) and abusive lexi-
con that we built ourselves compiled from abusive
words that used as queries when crawling Twit-

9https://github.com/har07/PySastrawi
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ter data. After the feature extraction process was
done, the dataset is ready for classification pro-
cess.

For the classifier, we used three machine learn-
ing classification algorithms which are Naive
Bayes (NB), Support Vector Machine (SVM), and
Random Forest Decision Tree (RFDT). Based on
the previous works (Alfina et al., 2017, 2018; Pu-
tri, 2018; Ibrohim and Budi, 2018), those three al-
gorithms can give a pretty good performance in
doing hate speech and abusive language detec-
tion in Bahasa Indonesia (Indonesian language).
Notice that these three classifiers are single label
output classifiers. It means, those three classi-
fiers cannot solve multi-label text classification di-
rectly. To overcome this problem, we applied data
transformation method (Kafrawy et al., 2015) such
that the classifiers that we use can solve multi-
label text classification problem. We used three
data transformation methods that are Binary Rel-
evance (BR), Label Power-set (LP), and Classifier
Chains (CC) (Kafrawy et al., 2015). In doing clas-
sification, we do classification using each type of
feature extraction first. After that, we do classifi-
cation using the combination of best feature from
each type of feature extraction. For the evalua-
tion, we used 10-fold cross-validation technique
(Kohavi, 1995) with accuracy as the metric evalu-
ation. Accuracy in this research is calculated using
formula as follow (Kafrawy et al., 2015):

Accuracy =

(
1

D

D∑

i=1

∣∣∣∣∣
L̂(i) ∧ L(i)

L̂(i) ∨ L(i)

∣∣∣∣∣

)
× 100%

(1)
where D is total document in corpus (dataset), L̂(i)

is the prediction result of ith document, and L(i) is
the actual label of ith document.

4.1 First Scenario Experiment Result
In this research, the first experiment scenario was
done to know the combination of features, classi-
fier, and data transformation method that we used
that can give the best accuracy in identifying abu-
sive language and hate speech including the target,
categories, and level that was contained in a tweet.
To obtain that, we do experiments using every type
of feature extractions first. The experiment results
for the best type of feature based on average accu-
racy using all classifiers and data transformation
methods for the first scenario is in Table 1.

Based on average accuracy when doing experi-
ments using every type of feature extractions (Ta-

Table 1: Best of each type of feature extraction based
on average accuracy for the first scenario

Type of
Feature

Best Feature
Based on Average

Accuracy

Average
Accuracy

(%)

word n-gram
word unigram +
bigram + trigram

59.44

character
n-gram

character
quadgrams

52.55

ortography question mark 44.44
lexicon negative sentiment 44.45

ble 1), we observe that for the first experiment sce-
nario, the combination of word unigram, bigrams,
and trigrams is the best word n-grams feature,
character quadgrams is the best character n-grams
feature, question mark is the best orthography fea-
ture, and negative sentiment is the best lexicon fea-
ture. However, if viewed individually, RFDT clas-
sifier with LP data transformation method when
using word unigram feature gives the best perfor-
mance with 66.12% of accuracy.

After obtaining the best features of each type of
features, we do experiments using the combination
of best features from each type of features. Based
on experiments using the combination of best fea-
tures from each type of features, we obtain that
the combination of best features in this first exper-
iment scenario does not give a significant result on
the classification accuracy results. The best per-
formance in experiments using the combination of
best features is obtained when using RFDT clas-
sifier with LP data transformation method using
the combination of character quadgrams, question
mark, and negative sentiment just gives 65.73% of
accuracy, still cannot exceed the accuracy given
by the RFDT classifier with LP data transforma-
tion method using word unigram feature that can
give 66.12% of accuracy.

Based on classification results and data analysis,
we observe that the word unigram features gives
the best accuracy may be because they represent
the characteristics of each label. In each classifica-
tion label, there are words that characterize the la-
bel. For example, in hate speech label, each tweet
that labeled as hate speech contain hate words such
as abusive words that demean an individual or
group (e.g. jelek (ugly), murahan (gimrack), etc.),
hate words related to politics in Indonesia (e.g. an-
tek (henchman), komunis (communist), etc.), and
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threatening/provoking words (e.g. bakar (burn),
bunuh (kill), etc.). Next, for classifiers analysis,
the ensemble method on RFDT relatively can give
better accuracy compared to NB and SVM. For
data transformation methods, LP can give the best
accuracy because each unique label formed from
the power-set process will have a correlation be-
tween labels so that it can reduce classification er-
ror (Kafrawy et al., 2015).

4.2 Second Scenario Experiment Result

The second experiment scenario in this research
was done to know the combination of features,
classifiers, and data transformation methods that
can give the best accuracy in identifying abusive
language and hate speech in a tweet without iden-
tifying the target, categories, and level of hate
speech. Same as the first experiment scenario, we
do experiments using every type of feature extrac-
tions first. The experiment results for best each
type of feature based on average accuracy using
all classifier and data transformation method for
the second scenario can be seen in Table 2.

Table 2: Best of each type of feature extraction based
on average accuracy for the second scenario

Type of
Feature

Best Feature
Based on Average

Accuracy

Average
Accuracy

(%)
word n-gram word unigram 73.53
character
n-gram

character
quadgrams

72.44

ortography exclamation mark 45.27

lexicon
positive sentiment
+ abusive lexicon

52.10

Based on average accuracy when doing experi-
ment using every type of feature extractions (Ta-
ble 2), we obtain that for the second experiment
scenario, word unigram feature is the best word
n-grams feature, character quadgrams is the best
character quadgrams feature, exclamation mark
is the best orthography feature, and the combi-
nation of positive sentiment and abusive lexicon
is the best lexicon feature. If viewed individu-
ally, RFDT classifier with LP data transformation
method when using word unigram feature gives
the best performance with 76.16% of accuracy.

After obtaining the best features of each type of
features, we do experiment using the combination
of best features from each type of feature. Based

on the experiment using the combination of best
features from each type of features, we obtain that
the combination of best features in this second ex-
periment scenario can give slightly better perfor-
mance compared to when we do not combine the
best feature. RFDT classifier with LP data trans-
formation method when using the combination of
word unigram, character quadgrams, positive sen-
timent, and abusive lexicon features can gives the
best performance with 77.36% of accuracy.

4.3 Discussions

Based on the first and second experiment scenario
results, we obtained that word unigram, RFDT,
and LP is the best combination of feature, clas-
sifier, and data transformation method for both
scenarios. From the second experiment scenario,
our approach can reach a good enough perfor-
mance in doing multi-label text classification to
identify abusive language and hate speech with-
out identifying the target, categories, and level
of hate speech with 77.36% of accuracy when
using RFDT classifier with LP data transforma-
tion method and word unigram feature extraction.
However, when doing multi-label text classifica-
tion to identify abusive language and hate speech
including its target, categories, and level in the
first scenario, the best performance from all our
approaches that we use still does not give a good
enough performance (only 66.12% of accuracy).

From our error analysis using confusion matrix
(Fawcett, 2006) on each classification labels, the
most common type of error is false negative. This
misclassification is likely due to a large amount
of unbalanced data in our dataset. According to
(Ganganwar, 2012), unbalanced dataset can give
negative results on classification performance be-
cause the unbalanced number of dataset between
the majority and minority classes tends to make
the classification performance on majority class
better than classification performance on the mi-
nority class, such that it is necessary to balance
the dataset. The balancing dataset process can be
done by collecting new data and doing the anno-
tation process with a focus on minority labeled
data. However, this method needs to consider
the data labeling process may be more expensive
(Sabou et al., 2014). Some other methods that
can be done to balance the dataset are data re-
sampling (Chawla et al., 2002) and data augmen-
tation (Wang and Yang, 2015; Kobayashi, 2018).
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Notice that balancing dataset on multi-label
problems is a quite difficult process because of the
relationship between labels (Giraldo-Forero et al.,
2013). To overcome this problem, several tech-
niques can be used, one of which is the hierar-
chical multi-label classification (Madjarov et al.,
2014). In this paper, the multi-label classifica-
tion problem can be seen as hierarchical multi-
label classification problem that can be done by
identifying hate speech and abusive language first,
and then reclassifying the tweets identified as hate
speech to identify the target, categories, and level
of hate speech separately. This approach can make
the process of dataset balancing easier as classifi-
cation is done separately for each label type (Feng
and Zheng, 2017).

5 Conclusions and Future Works

In this paper, we discussed hate speech and abu-
sive language detection in Indonesian Twitter.
We conducted Focus Group Discussion (FGD)
with staffs of Direktorat Tindak Pidana Siber
Bareskrim Polri as the agency responsible for in-
vestigating cyber crimes in Indonesia in order to
get a valid definition of hate speech, including the
hate speech characterization. The results of the
FGD are then poured into annotation guidelines
for the purposes of annotating hate speeches. Be-
sides conducted FGD with with staffs of Direk-
torat Tindak Pidana Siber Bareskrim Polri, we also
conducted discussions with an expert linguist in
order to make sure that the annotator guidelines we
built valid and easy to understand by an annotator
who is not a linguistic expert. Moreover, we also
built gold standard annotations for testing whether
a prospective annotator has read and understood
the annotations guide or not. We then built a
dataset for abusive language and hate speech iden-
tification (including identification of targets, cat-
egories, and level hate speech) using annotation
guidelines and gold standard annotations that have
been made. Our dataset including the annotation
guidelines and gold standard annotations are open
for public such that other researchers who are in-
terested in doing research in hate speech and abu-
sive language identification in Indonesian social
media can use it.

After building the dataset, we did two experi-
ment scenarios. Our experiment results show that
word unigram, RFDT, and LP is the best combi-
nation of feature, classifier, and data transforma-

tion method for all scenarios we did. However,
although our approach can reach a good enough
performance in doing multi-label classification to
identify abusive language and hate speech without
identifying the target, categories, and level of hate
speech (77.36% of accuracy), all the approaches
we used still does not give a good enough per-
formance when doing multi-label classification to
identify abusive language and hate speech includ-
ing identify the target, categories, and level of hate
speech (only 66.12% of accuracy).

For future work, we suggest using hierarchi-
cal multi-label classification approach (Madjarov
et al., 2014) for abusive language and hate speech
identification including identify the target, cate-
gories, and level of hate speech. Our error analysis
shows that a lot of false negative errors is prob-
ably caused by the unbalanced dataset (Gangan-
war, 2012) such that it is necessary to balance the
dataset. This hierarchical multi-label classification
approach can make the process of dataset balanc-
ing easier because the classification is done sepa-
rately on each label type (Feng and Zheng, 2017).

Besides doing hierarchical multi-label classifi-
cation and dataset balancing, another thing that
needs to be tried to improve the accuracy of this
research is to add a semantic feature, namely word
embedding (Mikolov et al., 2013) in the feature ex-
traction process. In some text classification exper-
iments in the Indonesian language (Saputri et al.,
2018; Jannati et al., 2018), adding word embed-
ding features to basic features such as word n-
grams is shown to improve classification perfor-
mance because the word embedding feature can
recognize word meaning that cannot be captured
by features such as frequency term, orthography
and lexicon features.

From the FGD results, we obtained that han-
dling hate speech problem in social media is not
just about identifying whether a text/document is
hate speech or not. There are several other tasks
which needs to done to help the authorities in han-
dling hate speech problems such as the identifica-
tion of buzzers, thread starters, and fake account
spreaders of hate speech.
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Appendix 1: Example of query used for crawling Twitter data
Query Description Citation

keparat Abusive word (other) (Wijana and Rohmadi., 2010)
anjing Abusive word (other) (Wijana and Rohmadi., 2010)

asu Abusive word (other), other form of anjing (Ibrohim and Budi, 2018)
banci Abusive word related to gender/sexual orientation (Wijana and Rohmadi., 2010)

bangsat Abusive word (other) (Wijana and Rohmadi., 2010)

bencong
Abusive word related to gender/sexual orientation,
another form of banci

(Wijana and Rohmadi., 2010)

jancuk Abusive word related to gender/sexual orientation (Wijana and Rohmadi., 2010)
budek Abusive word related to physical/disability (Wijana and Rohmadi., 2010)
burik Abusive word related to physical/disability (Wijana and Rohmadi., 2010)
cocot Abusive word (other) (Ibrohim and Budi, 2018)
ngewe Abusive word related to gender/sexual orientation (Ibrohim and Budi, 2018)
kafir Abusive word related to religion/creed (Wijana and Rohmadi., 2010)

kapir
Abusive word related to religion/creed, another form
of kafir

(Ibrohim and Budi, 2018)

sinting Abusive word related to physical/disability (Wijana and Rohmadi., 2010)
antek Word related to hate speech issue in politics (Hernanto and Jeihan, 2018)
asing Word related to hate speech issue in politics (Hernanto and Jeihan, 2018)

aseng
Word related to hate speech issue in politics, another
form of asing

(Hernanto and Jeihan, 2018)

ateis Abusive word related to religion/creed (Wijana and Rohmadi., 2010)
sitip Abusive word related to race/ethnicity (Wijana and Rohmadi., 2010)
autis Abusive word related to physical/disability (Wijana and Rohmadi., 2010)
picek Abusive word related to physical/disability (Ibrohim and Budi, 2018)

ayam kampus Abusive phrase related to gender/sexual orientation (Ibrohim and Budi, 2018)
bani kotak Phrase related to hate speech issue in politics (Hernanto and Jeihan, 2018)

cebong Word related to hate speech issue in politics (Hernanto and Jeihan, 2018)

cina
Word related to hate speech issue in politics and
race/ethnicity

(Hernanto and Jeihan, 2018)

china
Word related to hate speech issue in politics and
race/ethnicity, other form of cina

(Hernanto and Jeihan, 2018)

hindu Word related to hate speech issue in religion/creed (Hernanto and Jeihan, 2018)
katolik Word related to hate speech issue in religion/creed (Hernanto and Jeihan, 2018)

katholik
Word related to hate speech issue in religion/creed,
another form of katolik

(Hernanto and Jeihan, 2018)

komunis
Word related to hate speech issue in politics and
race/ethnicity

(Hernanto and Jeihan, 2018)

kristen Word related to hate speech issue in religion/creed (Hernanto and Jeihan, 2018)
onta Word related to hate speech issue in politics (Hernanto and Jeihan, 2018)

pasukan nasi Phrase related to hate speech issue in politics (Hernanto and Jeihan, 2018)

tionghoa
Word related to hate speech issue in politics and
race/ethnicity

(Hernanto and Jeihan, 2018)

57



Proceedings of the Third Workshop on Abusive Language Online, pages 58–69
Florence, Italy, August 1, 2019. c©2019 Association for Computational Linguistics

The Discourse of Online Content Moderation: Investigating Polarized
User Responses to Changes in Reddit’s Quarantine Policy

Qinlan Shen
Carnegie Mellon University
qinlans@cs.cmu.edu

Carolyn P. Rosé
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Abstract

Recent concerns over abusive behavior on
their platforms have pressured social media
companies to strengthen their content modera-
tion policies. However, user opinions on these
policies have been relatively understudied. In
this paper, we present an analysis of user re-
sponses to a September 27, 2018 announce-
ment about the quarantine policy on Reddit as
a case study of to what extent the discourse
on content moderation is polarized by users’
ideological viewpoint. We introduce a novel
partitioning approach for characterizing user
polarization based on their distribution of par-
ticipation across interest subreddits. We then
use automated techniques for capturing fram-
ing to examine how users with different view-
points discuss moderation issues, finding that
right-leaning users invoked censorship while
left-leaning users highlighted inconsistencies
on how content policies are applied. Overall,
we argue for a more nuanced approach to mod-
eration by highlighting the intersection of be-
havior and ideology in considering how abu-
sive language is defined and regulated.

1 Introduction

In response to the rising surge of abusive behavior
online, large social media platforms, such as Face-
book, Twitter, and Youtube have been pressured
to strengthen their stances against offensive con-
tent and increase their transparency in how content
policies are enforced. Facebook, for example, first
released its community standards publicly in April
2018 and has made efforts to ban white nationalist
and separatist content (Stack, 2018), while Twit-
ter announced a new policy against “dehumaniz-
ing speech” in September 2018 (Matsakis, 2018).

Nevertheless, the problem of how to define what
behaviors are abusive and how these behaviors
should be handled remains a challenge. One ma-
jor issue in terms of defining a content policy for a

major platform is that defining what abusive be-
havior is requires consideration of both behav-
ior and ideology – political ideology is inextri-
cably tied with abusive language on major plat-
forms where sensitive discussion can occur. For
example, Reddit (Statt, 2018) and Twitter (New-
ton, 2019) have faced recent backlash for allow-
ing racist content to remain on their platforms over
concerns of bias against right-leaning viewpoints.
Prior research (Shen et al., 2018; Jiang et al., 2019)
has also demonstrated that ideology can be used as
a tool to challenge moderation decisions.

In this paper, we argue that ideology is inextri-
cably tied to how abusive language is defined and
regulated in real-world applications in social me-
dia. To demonstrate the role of political ideology
in the problem of defining abusive language, we
present the first NLP study of polarized user re-
sponses towards policy. We examine how users
frame their arguments in supporting or opposing
stronger moderation policies to draw insight into
ideologically-related user concerns over their im-
pact. As a case study, we focus on users’ responses
towards changes to the quarantine policy on Red-
dit.1 Reddit provides an interesting site of study
into content moderation issues due to a culture of
debate over whether free speech is a principal tenet
of the platform (Robertson, 2015). Here, we focus
on a specific policy change to provide an in-depth
analysis of the polarized stances users take.

The rest of the paper is organized as follows.
First, we give an overview of related work and
describe the recent Reddit quarantine policy up-
date. Next, we present a general topic analysis of
discussion surrounding the quarantine policy. We
then describe how we operationalized polarization
by characterizing users based on their participa-
tion across subreddits, then examine how different

1https://www.reddit.com/r/
announcements/comments/9jf8nh/
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users frame issues within topics. Finally, we dis-
cuss the implications and limitations of our work.

2 Related Work

One of the primary roles of moderation in on-
line spacesis the regulation of anti-social behav-
iors (Kiesler et al., 2012), such as spamming, cy-
berbullying, and hate speech. The design and
best practices for moderating abusive content on
large social media platforms, however, is a fun-
damentally challenging issue (Gillespie, 2018),
due to the tension between providing a space for
open and meaningful interaction and determining
what behaviors are acceptable and how unaccept-
able behaviors should be handled. While social
media companies, as private organizations, can
legally curate content on their platforms (Robert-
son, 2015), cracking down on content can lead to
tension with users, who may view it as setting a
precedent for banning behaviors or even political
ideologies in the future. Previous research Shen
et al. (2018); Jiang et al. (2019), has demonstrated
that tensions and backlash can arise in communi-
ties if participants perceive moderation decisions
as biased against minority viewpoints, even if de-
cisions seem “fair” after accounting for behavior.

Previous research on the effect of moderation
policies has focused primarily on the effect of
moderation on directly affected users. For ex-
ample, Chandrasekharan et al. (2017) investigated
the impact of the 2015 Reddit hateful content
ban on users who participated on the banned
subreddits, while Chang and Danescu-Niculescu-
Mizil (2019) examined the participation trajecto-
ries of users blocked by community moderators on
Wikipedia. User opinions on moderation policies,
however, remains relatively understudied from a
large-scale quantitative perspective, though previ-
ous work has drawn insights from structured in-
terviews and surveys with users. Jhaver et al.
(2018) interviewed both users who used block-
lists on Twitter and users who have been blocked
on their insights about harassment and blocking.
Myers West (2018) surveyed participants on On-
lineCensorship.org about their experiences with
content moderation to gather insights into folk the-
ories about how moderation policies work.

Most closely related to our work, which focuses
on ideologically motivated user viewpoints, Jhaver
et al. (2017) used a mixed-methods approach to
investigate how users on r/KotakuInAction, a sub-

reddit associated with the Gamergate movement,
view free expression, harassment, and censorship
within their own community. Rather than focus-
ing on users who share certain views within a
particular subreddit, however, we focus on users
who responded to a Reddit-wide moderation pol-
icy change. This allows us to examine how users
who have participated across a wide range of sub-
reddits present their opinions, with the goal of un-
derstanding what elements of the debate between
moderation and censorship are polarized.

3 Reddit Quarantine Policy
Announcement

On September 27, 2018, Reddit announced
changes to their quarantine policy in response to
growing concerns over the visibility of offensive
content on their platform. The quarantine fea-
ture allows site administrators to hide “commu-
nities that, while not prohibited, average reddi-
tors may nevertheless find highly offensive or up-
setting”2 from being searched, recommended, or
monetized. While the quarantine function was
initially announced in August 2015 as part of a
broader initiative to address offensive content, the
September announcement specifically focused on
expanding use of the quarantine function. The two
major aspects of the announcement were 1) a quar-
antine wave of 20+ communities of interest or sub-
reddits and 2) the introduction of an appeals pro-
cess for moderators of quarantined subreddits.

The announcement was posted in the
r/announcements subreddit, which allows users to
respond to major Reddit-internal policy changes.
To investigate the discourse surrounding the
announcement, we collected comments that were
posted in response to the r/announcements over
the course of one month using the Pushshift API.3

After filtering out 6 comments that were deleted
by users or removed by moderators, as we no
longer had access to the original comment texts,
we then identified 13 well-known meta-bots4

among the remaining users. Both comments by
and responses to these meta-bots were removed,

2https://www.reddithelp.com/
en/categories/rules-reporting/
account-and-community-restrictions/
quarantined-subreddits

3https://pushshift.io/api-parameters/
4CommonMisspellingBot, WikiTextBot, Link-Help-Bot,

YTubeInfoBot, HelperBot , LimbRetrieval-Bot, BigLe-
bowskiBot, FatFingerHelperBot, RemindMeBot, imgural-
bumbot, opinionated-bot, societybot, svenska subbar
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Topic Top Words
T0: Accessibility of
Quarantined Content (13.6%)

quarantine, reddit, subs, subreddit, content, community, view, find,
offensive, list, users, mobile, quarantining, site, access

T1: Heated Outbursts (11.7%)
shit, fuck, lol, racist, ca [CringeAnarchy], literally, stop,
td [the Donald], stupid, show, love, dude, alt, call, thread, leftist

T2: Content in r/The Donald
(11.2%)

t d, ban, post, subreddit, the donald, propaganda, admins, rules,
russian, subs, users, violence, racism, page, link

T3: Conservative vs. Liberal
Politics [U.S.] (10.1%)

trump, politics, left, time, wing, posts, evidence, comments, day,
stuff, donald, top, ago, hard, conservative

T4: Censorship of Political
Views/Debate (9.8%)

people, bad, censorship, agree, make, wrong, political, point,
opinions, disagree, thought, fact, ideas, understand, discussion, feel

T5: Moderation/Free Speech
on Social Media (9.2%)

reddit, speech, free, hate, hitler, site, heil, internet, platform, thing,
censorship, website, private, open, freedom

T6: Far-Right/Far-Left
Ideologies (9.0%)

white, nazi, anti, people, genocide, holocaust, support, great,
fascist, jews, communism, capitalism, country, claim, socialism

T7: Personal Experience
(7.1%)

people, things, talking, thing, time, men, matter, person, real, years,
talk, life, made, lot, world

T8: Laws/Government-level
Policies (6.2%)

people, society, violence, person, power, words, point, world,
rights, groups, political, majority, control, argue, definition, part

T9: Miscellaneous (12.0%)
good, make, ca, yeah, read, back, man, money, question, side, wo,
big, end, full, care

Table 1: Identified topics, proportion in our dataset, and top 15 associated words. Topic names were assigned after
examining both the top words and the top comments associated with each topic.

as they are usually formulaic and unrelated to
the content of our analyses (e.g. “Good bot”,
complaints about bot responses), leaving us with
a final announcement dataset containing 9,836
posts from 3,640 users.

4 Topical Analysis

Topic choice has been commonly used in NLP
(Tsur et al., 2015; Field et al., 2018; Demszky
et al., 2019) as a proxy for agenda-setting, the
strategic highlighting of what aspects of a sub-
ject are worth discussing (McCombs, 2002). Here,
we first describe our preliminary topic analysis for
discovering the range of topics discussed.

4.1 Models
We used Latent Dirichlet Allocation (LDA) (Blei
et al., 2003) to construct our topics. While Struc-
tural Topic Models (STM) (Roberts et al., 2013)
are popular for social science analyses for en-
abling document metadata to act as topic co-
variates, STM consistently performed worse than
LDA on our data, both in topical coherence mea-
sures and human interpretability.5

5A potential challenge for STM for our data is the lack
of global consistency in our metadata. Comments in Reddit

For the LDA models, we considered each com-
ment to be a document. Comments were tokenized
using SpaCy (Honnibal and Montani, 2017) and
stopwords and punctuation-only tokens were re-
moved. We trained models with 5, 10, 15, 20,
25, 30, 40, and 50 topics. We selected the model
with 10 topics for further analysis for having the
highest CV coherence, which has been shown to
more closely correlate with human ratings of in-
terpretability (Röder et al., 2015) than semantic
coherence (Mimno et al., 2011). When analyzing
and interpreting the topics discovered, we exam-
ined both the highest weighted words and example
comments associated with each topic.

4.2 Results

Table 1 presents the topics discovered by the
model. The most prevalent topic (T0) in the dis-
cussion thread focuses on accessibility to quar-
antined subreddits. This is unsurprising, as this

threads are organized in broad semi-topical hierarchical trees
and threads can contain thousands of comments (Weninger,
2014). As a result, user participation on a single thread can be
scattered and upvoted comments in one subthread may sub-
stantially overlap in content with downvoted comments in an-
other. Thus, the simpler LDA model, with fewer global priors
on the structure and content of the data, may have better gen-
eralization.
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topic directly addresses the short-term impact of
the quarantine wave, such as the ability to search
for and list quarantined subreddits, access to quar-
antined content on the mobile app, and whether
quarantined content will generate ad revenue. The
proportion of T0 across comments, however, is
relatively low (13.6%), compared to discussion
centered around the broader implications of quar-
antining. For example, T3: Conservative vs.
Liberal Politics and T6: Far-Right/Far-Left Ide-
ologies center around broader ideologies associ-
ated with controversial content, while T4: Cen-
sorship of Political Views/Debate, T5: Modera-
tion/Free Speech on Social Media Platforms, and
T8: Laws/Government-Level Policies discuss the
legal implications of online content moderation.

One notable topic in our model was T2: Con-
tent in r/The Donald. Despite not being one of
the subreddits quarantined during the quarantine
wave, much of the discussion surrounding the an-
nouncement centered around The Donald, due to
its prominent reputation for controversial behav-
ior. We can see evidence of discussion about con-
troversial behavior on The Donald, as many of
the highly weighted words in the discussion of
The Donald are words describing negative behav-
iors that have been associated with the subreddit
in past research, such as propaganda/fake news
(Kang, 2016), promotion of violence and racism
(Squirrell, 2017), and visibility manipulation and
mobilization through bots (Carman et al., 2018;
Flores-Saviaga et al., 2018). The Donald is often
considered an “elephant in the room” with regards
to content moderation on Reddit, as the subreddit
remains one of the most visible and active subred-
dits on the site despite its controversial reputation.

A somewhat surprising omission from the top-
ics discovered was discussion around the new ap-
peals process for quarantined subreddits. While
the bulk of the text in the original post of the thread
centered around the introduction of the appeals
process, only 0.13% of the posts explicitly used
the words “appeal” and “appeals” in reference to
the appeals policy. The addition of an appeals
process is relatively uncontroversial for increasing
the transparency of quarantines and primarily af-
fects moderators of quarantined subreddits. This
suggests that what is driving discussion within the
thread are the more controversial issues that may
have a personal, ideological impact on users. As
a result, we expect that users with differing view-

points may highlight different aspects within the
general topics discussed here.

5 Characterizing User Participation on
Reddit

In order to better understand how different users
highlight or frame particular aspects within each
topic (Entman, 2007; Nguyen et al., 2013; Card
et al., 2016), we first want to characterize the types
of users who participated in the r/announcements
discussion. Because subreddits on Reddit rep-
resent interest-based subcommunities, previous
work has used participation across subreddits as
a signal of user interests or viewpoint (Olson and
Neal, 2015; Chandrasekharan et al., 2017). We
follow in the lines of this work by characterizing
users using their participation in subreddits prior
to the announcement. In this section, we describe
a graph-partitioning approach for characterizing
common interests across subreddits.

5.1 Constructing the Interest Graph

For each user who participated in the
r/announcements quarantine thread, we col-
lect all submissions and comments posted by
the user in the month preceding the quarantine
policy update (August 27 - September 26). We
then counted how many times each user posted
in each subreddit. In order to ensure that users
both showed sustained interest in a subreddit and
to limit the number of users who participate in
subreddits to challenge the widely held view of a
subreddit, we consider a user to be interested in a
subreddit if they have posted at least 3 times6 in
the preceding month with a positive score.

To capture similarities between the subreddits
users participate in, we then cluster them by per-
forming graph partitioning over a subreddit inter-
est graph (Olson and Neal, 2015). We construct a
subreddit interest graph by drawing an undirected
edge eij between two subreddit nodes i and j if the
same user participates in both subreddits. Aij , the
weight of eij , is set equal to the number of users
in common between i and j. We reduce the num-
ber of edges in the graph by setting a global edge
threshold Aij >= 5.7

6The threshold was determined based on the distribution
of user-subreddit participation pairs across users who partic-
ipated in the r/announcements thread.

7While we can threshold the edges of a graph us-
ing a significance-based backbone extraction algorithm,
our subreddit graph is based only on the users from the

61



Category Central Subreddits Accuracy Cohen’s κ
C0: Tech/Sports technology, Games, pcmasterrace, nba, PS4, 56.25 68.31
C1: Internet
Compilation

WTF, WhitePeopleTwitter, trashy,
BlackPeopleTwitter, mildlyinfuriating

84.38 75.13

C2: Right-Leaning
CringeAnarchy, unpopularopinion, the Donald,
Libertarian, TumblrInAction

78.13 66.14

C3: Memes
greentext, starterpacks, dankmemes, PrequelMemes,
MemeEconomy

50.00 27.64

C4: Left-Leaning
TopMindsOfReddit, SubredditDrama,
ChapoTrapHouse, The Mueller, FuckTheAltRight

81.25 52.71

Table 2: Identified subreddit categories, central subreddits, averaged annotator performance and agreement on
intrusion task.

5.2 Louvain Community Detection
We use the Louvain community detection algo-
rithm (Blondel et al., 2008) to define a partition
over the constructed subreddit interest graph. The
objective of the Louvain algorithm is to maximize
the modularity of a partition, which measures the
density of links within vs. between communities.
The Louvain modularity Q is defined as

Q =
1

2m

∑

i,j

[
Aij −

kikj
2m

]
δ(ci, cj) (1)

where ki =
∑

j Aij is the sum of the weights of
edges attached to node i, δ(ci, cj) = 1 if nodes i
and j belong to the same community, 0 otherwise,
and m = 1

2

∑
i,j Aij . Because ∆Q from mov-

ing node i from one community to another is easy
to compute, the algorithm finds the best partition
through a simple two-stage process:

1. Assign each node to its own community

2. Repeat until convergence

(a) Iterate through nodes i, moving i into
the community that gives the highest in-
crease in modularity, until convergence.

(b) Construct new graph where nodes are
communities and edge weights between
communities are equal to sum of edge
weights between lower-level nodes.

We use a resolution factor (Lambiotte et al., 2008)
of 1.0 and select the highest modularity partition
of the dendrogram for our subreddit categories.
The resulting 5 categories are shown in Table 2.

r/announcements thread. As a result, a significance-based
method of thresholding edges can give uneven results based
on how many users were sampled from each subreddit.

5.3 Evaluation

To ensure that the 5 discovered subreddit cate-
gories gave us high-quality and coherent notions
of user interests, we run a human evaluation of
the discovered categories using a subreddit intru-
sion task, analogous to word intrusion tasks used
for evaluating topic model interpretability (Chang
et al., 2009). The subreddit intrusion task was
presented to two native English speaker annota-
tors who used Reddit on a daily basis to ensure
familiarity with the types of user interests on Red-
dit. Given a set of four subreddits belonging to
one of the categories, and an “intruder” subreddit
from another category, annotators were asked to
identify the intruder. Annotators were provided
with the description and 5 highly-ranked thread
titles for each subreddit for additional context in
determining the intruder. For each category, all
the other categories were selected as an intruder
instance 4 times, giving us 16 sets per category.
After completing the intrusion task, the annota-
tors discussed their decision-making process dur-
ing the intrusion task and assigned labels to the
five discovered subreddit categories.

Results for the intrusion task for each category
are included in Table 2. For all the subreddit cate-
gories except C3: Memes, the annotators achieved
moderate-to-high agreement and performed sig-
nificantly better than a random baseline. The cat-
egory of C3: Memes is more abstract compared
to the other categories and contains many subred-
dits that are not easily identifiable by name and de-
scription alone. Nevertheless, the annotators were
able to reach an agreement on the interests covered
by C3 in discussion after the intrusion task.

From these discovered subreddit categories, for
each user, we calculate their distribution of par-
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ticipation across the five categories and an addi-
tional category for unidentified subreddits. One
limitation of considering user viewpoints based on
these categories, however, is that only C2: Right-
Leaning and C4: Left-Leaning are directly related
to political viewpoint. Rather, these five categories
more closely represent shared sets of interests or
personas users can engage in. While this limits
what we can say in terms of polarization across
the traditional definitions of left-leaning vs. right-
leaning political ideologies, we argue that consid-
ering user participation in these interest categories
is more representative of how users on Reddit en-
gage in politics across the site.

6 Analyzing Polarized Viewpoints
Towards the Quarantine Policy

In the previous sections, we first identified the gen-
eral topics discussed within the r/announcements
thread about the quarantine policy. We then
characterized users who participated in the
r/announcements thread based on their distribution
of participation across different subreddits in the
month preceding the announcement. In this sec-
tion, we examine the relationship between a user’s
ideological views and how they strategically high-
light particular aspects of each topic. Rather than
using a static left vs. right framework for opera-
tionalizing user viewpoint, we examine how users
highlight different aspects as they move along the
left-right spectrum. We then analyze the relation-
ship between users’ polarization and their framing
within the topics identified in Section 3 in an un-
supervised manner.

6.1 User Polarization

While we can label users strictly as left vs. right
based on whether they spend more of their time on
left-leaning and right-leaning subreddits in their
participation distribution, we can get a more nu-
anced view of the differences between left-leaning
and right-leaning users by additionally consider-
ing how polarized users are along the left-right
spectrum. Rather than using a simple majority-
based assignment, we introduce a polarization
margin hyperparameter β that controls for how
skewed a user must be towards one side to be con-
sidered a left-leaning or right-leaning user. For a
given β, we can assign the class of each user ui
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Figure 1: Topic prevalence across left and right-leaning
users at different levels of polarization, with 95% con-
fidence intervals.

based on their participation distribution p:

Cβ(ui) =





left, if pl(ui)− pr(ui) > β

right, if pr(ui)− pl(ui) > β

neutral, otherwise
(2)

β = 0 is equal to the majority case. For our re-
maining analyses on agenda-setting and framing,
we compare results for β = {0, 0.1, 0.25}.

6.2 Polarized Agenda-Setting
Figure 1 shows the prevalence of each topic across
left-leaning and right-leaning users at differing
values of β. We found that right-leaning users
were significantly more likely to invoke T0: Ac-
cessibility of Quarantined Content, T4: Censor-
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ship of Political Views/Debate, and T5: Moder-
ation/Free Speech on Social Media for all values
of β. The high prevalence T0 is unsurprising, as
the majority of the newly quarantined subreddits
(listed in the Supplementary Material) were asso-
ciated with conservative views and users. Thus,
accessibility to the newly quarantined subreddits
would be a concern for many right-leaning users.
The increased prevalence of topics T4 and T5,
which are focused on the relationship between
content moderation online spaces and censorship,
suggests that right-leaning users may be challeng-
ing the ability or approach of Reddit administra-
tors to expand the quarantine policy as a form
of censorship. Finally, the higher prevalence of
T7: Personal Experience topic, which is focused
on users’ personal participation on the quarantined
or other controversial subreddits, suggests that to
some extent, right-leaning users are leaning into
their participation on controversial subreddits in
their responses towards the announcement.

Across all values of β, left-leaning users use
T6: Far-Right/Far-Left Ideologies significantly
more than right-leaning users. This difference
increases as the polarization margin β increases.
This suggests that left-leaning users were likely to
invoke the controversial behaviors associated with
the extremism, particularly the far-right. Interest-
ingly, while extremist ideology is more likely to be
invoked by left-leaning users, there was no signifi-
cant difference in prevalence between left-leaning
and right-leaning users for discussion of US poli-
tics (T3: Conservative vs. Liberal Politics).

Overall, we note that while the relative preva-
lence of topics for left-leaning and right-leaning
users generally remained the same at different
values of β, the major differences between left-
leaning and right-leaning users became larger as
we increase the polarity margin.

6.3 Within-Topic Framing

We expect users who have different positions to
highlight different aspects of each topic. To sep-
arate out the salient words within each topic t for
left-leaning and right-leaning users, for each word
w, we use the z-score of the log-odds ratio with a
Dirichlet prior (Monroe et al., 2008) as a salience

score, δr(t)−l(t)w :

δc(t)w = log
y
c(t)
w + αtw

nc(t) + αt0 − (y
c(t)
w + αtw)

(3)

δr(t)−l(t)w = δr(t)w − δl(t)w (4)

σ(δr(t)−l(t)w ) =
1

y
r(t)
w + αtw

+
1

y
l(t)
w + αtw

(5)

z(δr(t)−l(t)w ) =
δ
r(t)−l(t)
w√
σ(δ

r(t)−l(t)
w )

(6)

where nc(t) is the number of words in corpus c,
y
c(t)
w is the count of wordw in corpus c(t), l(t) and
r(t) are the left-leaning and right-leaning corpora
for topic t, and αt0 and αtw are corpus and word pri-
ors from a background corpus. We set the Dirich-
let prior by using the posts from “neutral” users as
a background corpus, with the size and count of
words in the background corpus as the corpus and
word priors respectively.. We extend the salience
score to bigrams and trigrams and sampled posts
containing the top 50 salient terms for each topic
and faction to analyze framing strategies at differ-
ent levels of polarization.

First, we found that, across topics, right-leaning
users framed the issues surrounding content mod-
eration in terms of censorship and suppression,
while left-leaning users tended to frame issues in
terms of consistency. For example, in T4: Censor-
ship of Political Views/Debate, right-leaning users
consistently used terms such as “silencing”, “echo
chamber”, and “censorship” in reference to im-
pact of the announcement, directly accusing the
quarantine policy of being used to silence politi-
cal viewpoints. This supports our hypothesis from
Section 5.2 that right-leaning users invoked T4 to
criticize the quarantine policy as a form of censor-
ship. On the other hand, when left-leaning users
invoked T4, they used terms such as “picking and
choosing”, “bad faith” in reference to uneven and
insufficient application of the policy. Left-leaning
users also often compared the quarantine feature to
“bans” in T4, arguing that many subreddits quar-
antined under the announcement shared similari-
ties with subreddits that were banned in the past.

We see similar patterns in T5: Moderation/Free
Speech on Social Media, though many of the
salient terms used are specific to internet plat-
forms. Right-leaning users emphasize the ideal
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of a free and open internet, using terms such
as “open platforms” and invoking the name of
“Aaron Swartz”, the late Reddit co-founder known
for his anti-censorship views. Left-leaning users,
on the other hand, consistently highlighted that
private organizations like Reddit (“private com-
pany”, “privately owned”) had the right to remove
or hide content in violation of their policies.

One of the more salient framing strategies re-
lated to consistency by left-leaning users is the
comparison of quarantines with Reddit’s han-
dling of pornographic content, primarily in T0:
Accessibility of Quarantined Content and T8:
Laws/Government-level Policies. While opinions
about how to handle porn on Reddit are mixed,
porn is commonly used as an analogue for many
of the consistency issues involved with quarantin-
ing subreddits with abusive language. For exam-
ple, some users argue that the intent and function-
ality of quarantining should be similar to the not-
safe-for-work (NSFW) filtering system already in
place for pornographic subreddits, which does not
explicitly block a subreddit from being searched
or shown in r/all. Others compare the liability of
hosting pornography vs. other forms of offensive
content, such as violence or hate speech.

We also found that across factions, users tried to
highlight controversial, even violent, behavior by
users on the opposite side. In Section 5.2, while
we suggested that left-leaning users invoked T6:
Far-Right/Far-Left Ideologies to highlight contro-
versial behaviors in far-right subreddits, T6 is also
associated with talk surrounding the quarantine
of r/FULLCOMMUNISM, described as a “self-
aware socialist satire sub”. Thus, invocation of T6
may also be reflective of their personal investment
in participating in a quarantined subreddit. We
see, however, that discussions about “socialism”
and “communism” are highly salient for right-
leaning users, who commonly accused subreddits
associated with these ideologies of supporting dic-
tatorships and inciting violence. Similarly, for
left-leaning users,“nazi”, “ethnic”, “fascist”, and
“genocide” are highly salient in T6, which were
used to argue that many right-leaning subreddits,
quarantined or not, expressed racist views, sup-
ported fascism, and denied genocides.

The framing strategy of highlighting controver-
sial behavior from the opposing viewpoint was
also apparent in T2: Content in r/The Donald.
While the most salient terms for right-leaning

users focused on the how The Donald gov-
erns itself (“admins”, “moderators”, “users”,
“rules”), left-leaning users explicitly emphasized
that the Donald has content encouraging vio-
lence (“kill”, “doxxing”, “encouraged”, “attack-
ing”, “spread”). One of the most common asso-
ciations between The Donald and incitement of
violence cited by left-leaning users was the case
of u/Seattle4Truth, a The Donald user, who mur-
dered his own father (Neiwert, 2017).

Like with our analysis of topic choice, the spe-
cific strategies on each side remained generally
consistent at the different levels of polarity.

7 Discussion

From our analysis, we find that right-leaning users
tend to frame the issues surrounding content mod-
eration in terms of censorship of political view-
points, while left-leaning users highlight the is-
sues surrounding consistency in how moderation
is applied, especially in regards to unmoderated
offensive content. On the surface, these findings
seem to reflect stereotypes about how freedom
of expression is viewed by liberals and conserva-
tives offline in the debate over campus free speech
(Friedman, 2019). However, we argue that the em-
phasis on censorship vs. consistency is not en-
tirely reflective of stereotypical, surface-level dif-
ferences between conservative and liberal view-
points on the tension between moderation and free
speech. Both left-leaning and right-leaning users,
for example, used statements decrying both hate
speech and censorship and highlighted concerns
with how the Reddit quarantine policy was im-
plemented. Instead, we argue that these strategies
are employed as a defense of a user’s legitimate
participation on Reddit. While previous work has
examined the use of free speech discourse as a de-
fense against ego or expressive threat (White et al.,
2017), further exploration is needed into why the
specific strategies of censorship vs. consistency
are applied in the context of online discussion.

As an example for needing more nuance in
understanding how opinions on policy are used
strategically in argumentation, one common fram-
ing strategy we see across both sides is the as-
sociation of opposing viewpoints with the incite-
ment or encouragement of violence. The ques-
tion of whether something incites or encourages
violence is important, as the encouragement and
incitement of violence is explicitly prohibited by
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Reddit’s content policy.8 While “encouraging and
inciting violence” provides a more concrete frame
of judgment than broader definitions of offensive
language, there still is ambiguity in terms of how
administrators should respond to content that vi-
olates Reddit policy, especially on the level of
broader communities. At the level of subreddits,
it is unclear to what extent a community has to
demonstrate violent behavior before the adminis-
trators take action to quarantine or ban a subreddit.
Many users9 argue that this ambiguity allows for
the Reddit administration to protect popular but
controversial subreddits like The Donald.

7.1 Limitations and Future Work

Our work in this paper is focused on polarized
responses to a specific content moderation policy
change on Reddit. While we perform an in-depth
analysis of the issues raised by the quarantine pol-
icy change, our findings may be specific to the
context surrounding this particular event, such as
the majority of subreddits quarantined in conjunc-
tion with the announcement being right-leaning.
A longitudinal analysis, where we examine re-
sponses to announcements affecting content mod-
eration on Reddit over time may give us a more
general view of how users on Reddit talk about
free speech and how the discourse of free speech
on Reddit has evolved in response to major events.
As of June 2019, there have not been other major
notifications regarding moderation policy changes
in the r/announcements subreddit since the quar-
antine policy changes. Nevertheless, finding tex-
tual signals of user opinions for other moderation-
related events, like the progression and eventual
banning of quarantined subreddits (e.g. CringeA-
narchy, watchpeopledie), remains an interesting
area of study.

While we introduced the polarization margin as
a method for capturing differences beyond a static
left vs. right ideological assignment over users, we
found very few differences between users in the
same class at different levels of polarization. One
limitation of our approach, however, is that we still
rely on a hard left-right distinction at the different
values of polarization margin β. Relaxing the as-
sumption that users must be assigned to a class for
our topic choice and salience analyses and instead

8https://www.redditinc.com/policies/
content-policy

9See r/AgainstHateSubreddits, which tracks behaviors
across subreddits that violate Reddit’s content policy.

using the raw distribution of participation across
all subreddit categories may give us better insight
into the range of users’ framing strategies across a
wider, more nuanced range viewpoints.

7.2 Ethical Considerations
The investigation of the discourse surrounding the
Reddit quarantine policy requires us to handle sen-
sitive information related to users’ political lean-
ings. To limit the impact of this study on users’
privacy and participation on Reddit (Fiesler and
Proferes, 2018), usernames were only used to col-
lect user activity outside of the r/announcements
thread. After data collection, all usernames were
anonymized by replacement with a random nu-
meric id. Additionally, this study focuses on the
relationship between discussion about moderation
and polarization in aggregate. Though individ-
ual researchers viewed example posts, these posts
were not matched with individual users by either
username or id. Finally, while the full anonymized
data from the r/announcements thread is publicly
available10, we only release the user distribution
across subreddit categories to prevent the user
tracking across subreddits.

8 Conclusion

In this paper, we used techniques for examin-
ing agenda-setting and framing to investigate how
users discuss their opinions on an update to Red-
dit’s quarantine policy. We presented a novel ap-
proach for operationalizing user polarization for
our framing analyses, finding that as a whole,
right-leaning users tended to invoke censorship
while left-leaning users tended to invoke consis-
tency in how policies are applied. While this
seems to reflect stereotypes about how freedom of
expression is viewed by conservatives and liber-
als, we argue for a more nuanced view of formal-
izing differences in how users frame their opinions
about policy. Overall, this work builds towards un-
derstanding the relationship between ideology and
policy with regards to offensive language.
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A Quarantined Subreddits

Here, we list the subreddits included in the quaran-
tine wave associated with the announcement, with
their status as of May 3rd, 2019. All these follow-
ing subreddits were quarantined on September 27-
28th, though some have been banned or privatized
by their moderators in the meantime:

• Quarantined: theredpill, Ice Poseidon,
FULLCOMMUNISM, Braincels, 911truth,
WhiteBeauty, fragilejewishredditor, White-
Nationalism, GentilesUnited, ZOG, Ameri-
canJewishPower, CringeChaos, Northwest-
Front, BritishJewishPower, mayo town,
Ice Poseidon2

• Banned: watchpeopledie, CringeAnarchy,
hearpeopledie, SubOfPeace, White Pride,
GoyimDefenseForce

• Privatized: BlackPillCentral, AgainstGay-
Marriage
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Abstract

The goal of any social media platform is to
facilitate healthy and meaningful interactions
among its users. But more often than not,
it has been found that it becomes an avenue
for wanton attacks. We propose an experi-
mental study that has three aims: 1) to pro-
vide us with a deeper understanding of current
datasets that focus on different types of abu-
sive language, which are sometimes overlap-
ping (racism, sexism, hate speech, offensive
language and personal attacks); 2) to investi-
gate what type of attention mechanism (con-
textual vs. self-attention) is better for abusive
language detection using deep learning archi-
tectures; and 3) to investigate whether stacked
architectures provide an advantage over simple
architectures for this task.

1 Introduction

Any social interaction whether in online forums,
comment sections or micro-blogging platforms
such as Twitter often involves an exchange of
ideas or beliefs. Unfortunately, we often see that
users resort to verbal abuse to win an argument or
overshadow someone’s opinion.

Natural Language Processing (NLP) could aid
in the process of detecting and flagging abusive
language and thus signaling abusive behaviour on-
line. This is a particularly challenging task due to
the noisiness of user-generated text and the diverse
types of abusive language ranging from racism,
sexism, and hate speech to harassment and per-
sonal attacks (Zeerak et al., 2017; Waseem and
Hovy, 2016; Golbeck et al., 2017; Davidson et al.,
2017; Djuric et al., 2015; Badjatiya et al., 2017;
Park and Fung, 2017; Pavlopoulos et al., 2017).
Zeerak et al. (2017) point out that different types
of abusive language can be reduced to two primary
factors:

1. Obama is kinder to islam than any other
future western leader is likely to be

2.
you can not even imagine how i think
because i cannot imagine how anyone
would take such a vile religion as islam

Table 1: Tweets where the word “islam” is used in
two separate contexts: the top tweet is labeled as None
while the bottom as Racism (Waseem and Hovy, 2016).

• Is the language directed towards a specific in-
dividual or entity or is it directed towards a
generalized group?

• Is the abusive content explicit or implicit?

Table 1 shows two examples of tweets from the
first large-scale Twitter abusive language detection
dataset, where the second tweet expresses racism,
while the first one does not (Waseem and Hovy,
2016). The usage of words in a particular context
is important in determining the author’s intended
meaning. For example, the contexts of the word
“islam” in the two tweets in Table 1 are different
(a non-racist vs. a racist use of the word, respec-
tively). Traditional bag-of-words models or sim-
ple deep learning models often cannot distinguish
and handle such differences. This motivates us to
explore deep learning models that use contextual
attention for detecting abusive language and com-
pare their performance against models with self-
attention.

We make the following contributions:

• Conduct an empirical study to deepen our un-
derstanding of current datasets that focus on
different types of abusive language, which
are sometimes overlapping (racism, sexism,
hate speech, offensive language and personal
attacks). Show that our stacked Bidirectional
Long Short Term Memory architecture with
contextual attention is comparable to or out-
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performs state of the art approaches on all the
existing datasets.

• Investigate what type of attention mecha-
nism in deep learning architectures (contex-
tual attention vs. self-attention) is better for
abusive language detection. We show that
contextual attention models outperform self-
attention models on most cases (datasets and
architectures), and present a thorough error
analysis showing how contextual attention
works better than self-attention particularly
when it comes to modeling implicit abusive
content.

• Investigate whether stacked architectures are
better than simple architectures for abusive
language detection when using Biderectional
Long Short Term Memory (Bi-LSTM) net-
works. We show that stacked architec-
tures are better than simple architectures
on all datasets. In addition, we discuss
the importance of pre-trained word em-
beddings for deep learning models. We
make the code and all the experimental se-
tups available in https://github.com/
tuhinjubcse/ALW3-ACL2019.

2 Related Work

Work on abusive language detection has focused
on specific types. Waseem and Hovy (2016)
present a dataset of 16k tweets annotated as be-
longing to SEXISM, RACISM or NONE class and
provide a feature engineered machine learning
approach to classify tweets in the three classes.
Davidson et al. (2017) uses a similar handcrafted
feature engineered model to identify OFFEN-
SIVE LANGUAGE and distinguish it from HATE

SPEECH. Wulczyn et al. (2017) have contributed a
Wikipedia Attacks dataset consisting of 115k En-
glish wiki talk page comments labeled as PER-
SONAL ATTACKS or NONE, while Golbeck et al.
(2017) introduced a dataset labeled as HARASS-
MENT or NON-HARASSMENT. We present the
first empirical investigation across all these exist-
ing datasets.

In recent years, deep learning models have been
proposed for detecting different types of abusive
language (Djuric et al., 2015; Badjatiya et al.,
2017; Park and Fung, 2017). Djuric et al. (2015)
propose an approach that learns low-dimensional,
distributed representations of user comments in or-

der to detect expressions of hate speech. Bad-
jatiya et al. (2017) experiment with multiple deep
learning architectures for the task of hate speech
detection on Twitter using the same data set as
Waseem and Hovy (2016) and report best F1-
scores using Long Short Term Memory Networks
(LSTM) and Gradient Boosting. Park and Fung
(2017) use a Hybrid Convolution Neural Network
(CNN) with the intuition that character level in-
put would counter the purposely or mistakenly
misspelled words and made-up vocabularies. Fi-
nally, Pavlopoulos et al. (2017) exploit deep learn-
ing methods with attention for abuse detection,
where they use a self-attention model to detect
abuse in news portals and Wikipedia. In this pa-
per, we present an empirical study that investigates
what type of attention mechanism (contextual vs.
self-attention) is better for this task and whether
stacked architectures are better than simple archi-
tectures. Yang et al. (2016) introduced a hierarchi-
cal contextual attention in a GRU architecture for
document classification. The attention in this hi-
erarchical model is both at the word and sentence
level. For our study we use contextual attention
only at word level because our Twitter datasets
contains mostly single sentence tweets. Unlike
Yang et al. (2016), we use a stacked Bidirectional
Long-Short Term Memory (Bi-LSTM) network,
and show that it is superior to using a single Bi-
LSTM network.

3 Types of Abusive Language and
Datasets

Abusive language can be of different types, and
previous literature and datasets have focused on
some of these types. Before introducing the ex-
isting datasets we use in our study, we provide the
definitions for the types of abusive language used
in existing work and examples for each type (Table
2):

• Racism: a belief that race is the primary de-
terminant of human traits and capacities and
that racial differences produce an inherent su-
periority of a particular race.

• Sexism: prejudice or discrimination based
on sex; especially: discrimination against
women.

• Hate Speech: is a language that is used to
expresses hatred towards a targeted group or
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Type Example
Racism The only reason the overall numbers increase is because Muslims breed like rats, just like their

prophet told them to do. #Islam
Sexism Don’t ever let women drive, they’ll break your arm!
Hate Speech #westvirginia is full of white trash
Offensive Lang I probably wouldnt mind school as much if we didnt have to deal with bitch ass teachers.
Harassment yes ! whites who do not want to be a minority and will not accept being blended out of existence

need to be shot ! #whitegenocide.
Personal Attack what to do with elitist assholes who do not allow anybody else to edit certain pages? people such as

alkivar? We must get rid of elitism, Wikipedia is a democracy for the contribution of ideas.

Table 2: Examples of different types of abusive language.

is intended to be derogatory, to humiliate, or
to insult the members of the group (Davidson
et al., 2017).

• Offensive Language: is a kind of abuse that
causes someone to feel hurt, angry, or upset.
It is usually rude or insulting and often very
unpleasant.

• Harassment: is a type of abuse that is con-
structed with the identity of sincerely wish-
ing to be part of the group in question, in-
cluding professing, or conveying pseudosin-
cere intentions, but its real intention(s) is/are
to cause disruption and/or to trigger or exac-
erbate conflict for the purposes of amusement
(Golbeck et al., 2017).

• Personal Attack: is a type of abuse that usu-
ally involves insulting or belittling one’s op-
ponent to invalidate his or her argument, but
can also involve pointing out factual but os-
tensible character flaws or actions which are
irrelevant to the opponent’s argument.

We experiment with four benchmark datasets
currently used in the related work on abusive lan-
guage detection. Three of them are from Twitter
(Table 3) and the fourth one from Wikipedia (Ta-
ble 4), and together they showcase all the above
mentioned types of abusive language.

• D1 (Waseem and Hovy, 2016) — This is
the first large-scale dataset for abusive tweet
detection. Each of the 15, 844 tweets in
the dataset is classified into three classes:
RACISM, SEXISM, and NONE. Waseem and
Hovy (2016) bootstrapped the corpus collec-
tion by performing an initial manual search
of common slurs.

• D2 (Davidson et al., 2017) — This dataset
contains a total of 25, 112 tweets, each clas-
sified into one of the three classes: HATE

SPEECH, OFFENSIVE LANGUAGE, and NEI-
THER. Davidson et al. (2017) began with
a hate speech lexicon containing words and
phrases identified by internet users as hate
speech, compiled by Hatebase.org. They
crawled 85.4 million using words from these
lexicons before taking a random sample of
25k tweets manually coded by CrowdFlower
(CF) workers.

• D3 (Golbeck et al., 2017) — This dataset
consists of 20, 362 tweets, with binary
classes: HARASSMENT, and NON-
HARASSMENT. Golbeck et al. (2017)
(2017) settled on the following list of search
terms (“#whitegenocide”, “#fuckniggers”,
“#WhitePower”, “#WhiteLivesMatter”,
“you fucking nigger”, “fucking muslim”,
“fucking faggot”, “religion of hate”, “the
jews”, “feminist”). Though it produced a
higher rate of tweets from alt-right / white
nationalist tweeters, they were willing to
accept a corpus that was not necessarily
representative of all harassing content in
order to achieve higher density.

• D4 (Wulczyn et al., 2017) — The Wikipedia
attacks dataset contains approximately 115K
English Wikipedia talk page comments with
binary classes: PERSONAL ATTACK, and
NONE. Wulczyn et al. (2017) used a cor-
pus that contains 63M comments from dis-
cussions relating to user pages and articles
dating from 2004-2015. In order to get reli-
able estimates of whether a comment is a per-
sonal attack, each comment was labeled by at
least 10 different Crowdflower annotators.

Table 3 shows the class-wise distribution for
the three Twitter datasets D1, D2 and D3, respec-
tively. Table 4 refers to the class distribution of
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Class-wise Tweets Total

D1 Racism Sexism None 158441924 3058 10862

D2 Offensive Hate None 2511219326 1428 4288

D3 Harass N-harass 203625235 15127

Table 3: Statistics of the Twitter datasets (D1, D2, D3).

D4 None Personal Attack Total
Train 61,447 8,079 69,526
Dev 20,405 2,755 23,160
Test 20,442 2,756 23,178

Table 4: Statistics of the Wikipedia dataset (D4).

Wikipedia comments labeled as PERSONAL AT-
TACKS or NONE (our D4 dataset) divided among
train, dev and test splits.

4 Methods

Long Short Term Memory Networks (LSTMs)
(Hochreiter and Schmidhuber, 1997) are one of
the most used deep learning architectures for dif-
ferent NLP tasks because of their ability to cap-
ture long-distance dependencies. For our task, we
use Bidirectional LSTMs because of their inherent
capability of capturing information both from the
past and the future states.

Graves et al. (2013) show that LSTMs can ben-
efit from stacking multiple recurrent hidden layers
on top of each other. Thus, we choose to compare
the simple Bi-LSTM architecture with a stacked
Bi-LSTM architecture.

Attention mechanisms for deep learning mod-
els, including LSTMs serve two benefits: they of-
ten result in better performance in terms of met-
rics, and they provide insights into which words
contribute to the classification decision which can
be of value in applications and (error) analysis.
There are several types of attention mechanisms.
The key difference between contextual attention
introduced by Yang et al. (2016) and self-attention
is that it uses a word level context vector uc that is
randomly initialized and jointly learned during the
training process (equation (2) vs. equation (3)).

ui = tanh(Wh.hi + bh) (1)

acontextual
i =

exp(uT
i uc)∑T

j=1 exp(u
T
j uc)

(2)

aself
i =

exp(uT
i )∑T

j=1 exp(u
T
j )

(3)

Figure 1: Architecture for Stacked BiLSTM + Word
Level Contextual Attention. Figure is inspired by
(Yang et al., 2016)

In this paper, we compare the effect of contex-
tual attention as compared to self attention on both
simple Bi-LSTMs and stacked Bi-LSTMs. Figure
1 shows the high-level architecture of our stacked
Bi-LSTM model with contextual attention. The
Bi-LSTM output hi of each word xi is fed through
a Multi Layer Perceptron to get ui as its hidden
representation. uc is our word level context vector
that is a randomly initialized parameter of the neu-
ral network and is learned as we train our network.
Once ui is obtained we calculate the importance of
the word as the similarity of ui with uc and get a
normalized importance weight ai through a soft-
max function. The context vector can be treated as
a global importance measure of the words in the
text. It takes into account which word to attend to
based on how that word has been used in differ-
ent contexts while training on the entire training
set. The attention mechanism assigns a weight to
each word annotation that is obtained from the Bi-
LSTM layer. We compute the fixed representation
v of the whole message as a weighted sum of all
the word annotations, which is then fed to a final
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fully-connected Softmax layer to obtain the class
probabilities.

4.1 Implementation Details

We pre-process the text using Ekphrasis 1 — a
text processing tool built specially for social media
platforms such as Twitter.

For the Twitter datasets we experimented with
word vectors that are initialized with pre-trained
Twitter-specific embeddings (Baziotis et al.,
2017), as well as ELMo embeddings (Peters et al.,
2018), which are deep contextualized word repre-
sentations modeling both complex characteristics
of word use (e.g., syntax and semantics), and us-
age across various linguistic contexts.

For the Wikipedia Attacks dataset we relied
on both fastText embeddings (Bojanowski et al.,
2017) and ELMo embeddings. Out of vocabu-
lary issues in pre-trained word embeddings are
a major limitation for sentence representations.
To solve this, we use fastText embeddings (Bo-
janowski et al., 2017), which rely on subword in-
formation. Also, these embeddings were trained
on Wikipedia.

The embedding dimension of the words in our
model for pre-trained Twitter embeddings and
fastText embedding is set to 300, while for ELMo
its set to 1024. We use a dropout rate of 0.25 and
train the network using a learning rate of 0.001 for
10 epochs.

The results are reported by averaging over 10-
fold cross-validation for datasets D1 and D3 and
5-fold cross-validation for D2. These protocols
are consistent with all previously published results
on the datasets. We report weighted-F1 scores for
all the datasets to minimize the effect of class im-
balance. For D4 we train for 10 epochs and per-
form early stopping on a validation set. In order to
be consistent with previous results we also report
AUC scores for D4 when comparing with state-of-
the-art.

5 Results and Error Analysis

Our experimental study looks at several issues:
the effect of contextual attention compared to self-
attention; the stacked Bi-LSTM architecture com-
pared to the simple Bi-LSTM architecture; the ef-
fect of pre-trained word embeddings; the effect of
cross-datasets training/testing; and comparison of

1https://github.com/cbaziotis/ekphrasis

Bi-LSTM
+ Self
Attention

Bi-LSTM
+ Context
Attention

Stacked
Bi-LSTM
+ Self
Attention

Stacked
Bi-LSTM
+ Context
Attention

D1 83.34 83.24 83.69 84.25
D2 89.27 89.83 89.95 91.10
D3 69.18 70.01 70.57 72.75
D4 94.22 94.87 95.11 95.48

Table 5: Weighted F1 scores on all datasets for all
models.

the best model against state-of-the-art results on
each dataset.

Contextual vs. Self-Attention. Table 5 show
all our models: simple Bi-LSTMs with self and
contextual attention (column 2 and 3) as well as
stacked Bi-LSTM models with self and contex-
tual attention (column 4 and 5). We can see that
contextual attention models outperform the self-
attention models for both simple and stacked ar-
chitectures on all datasets except on D1 for simple
BiLSTM (i.e., columns 5 vs. 4, and 3 vs. 2; re-
sults are statistically significant with p ≤ .001 us-
ing Chi Squared Test). For datset D1 and D2, we
have several classes of abusive language (RACISM,
SEXISM for D1; and HATE SPEECH and OFFEN-
SIVE LANGUAGE in D2). Thus, we wanted to see
the performance of the contextual vs self-attention
on these finer grained classes (Tables 7 and 8).
Table 7 shows that the contextual attention mod-
els have significant improvement over the mod-
els with self-attention when it comes to identify-
ing RACISM and SEXISM. For the D2 dataset we
see that the most affected class is HATE SPEECH,
the primary reason for this being that the percent-
age of data labeled as hate-speech is really small
(5.6%). Even then the contextual attention models
perform better than the ones using self-attention as
shown in Table 8.

One of the main questions is Why contextual
attention is better than self attention? What is
there in the structure of context attention that leads
to performance improvements over self attention?
As discussed in Section 4, the context vector can
be treated as global importance measure of words
in text because it takes into account which word
to attend to based on how that word has been used
in different contexts while training on the entire
training set. To highlight this behavior, in Table 6
we show several tweets from our data sets along
with their true label. These tweets were predicted
correctly by the context attention but incorrectly
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TWEET TRUE
LABEL POTENTIAL EXPLANATION FOR PREDICTION

D1 Turkey and Egypt used to be
mostly Christian and the muslims
have mostly exterminated them

Racism
There are no jews in Saudi or many of the gulf states
because the muslims exterminated them
Jews used to live on 40% of the Arabian peninsula.
muslims have virtually exterminated them

D1 Science was moving forward
in India and Persia before islam ,
islam only slowed it down

Racism
People were making scientific discoveries ,
including algebra , before islam
And notice that the Persian culture was more advanced
and advancing and discovering before islam

D1 I don’t think women can make
tough military decisions. notice
hilary’s face during the bin laden raid

Sexism
i am not trying to be sexist but i do not think women
should announce football games
call me sexist but i do not think women should
be allowed to grow beards

D2 Sonnen is a faggot HateSpeech Kanye West is a faggot
Joshua is a faggot . just suspend him on those grounds

Table 6: Examples correctly classified by : Context Attention (CA) but mis-classified by Self Attention (SA)

RACISM SEXISM
Stacked Bi-LSTM +
Context Attention 79 75

Stacked Bi-LSTM +
Self Attention 74 73

Single Bi-LSTM +
Context Attention 76 75

Single Bi-LSTM +
Self Attention 73 73

Table 7: F1 scores of RACISM and SEXISM on D1 on
one of the test splits

HS OL NONE
Stacked Bi-LSTM +
Context Attention 40 95 90

Stacked Bi-LSTM +
Self Attention 35 95 88

Single Bi-LSTM +
Context Attention 38 95 88

Single Bi-LSTM +
Self Attention 34 95 86

Table 8: F1 scores of OFFENSIVE LANGUAGE (OL)
and HATE SPEECH (HS) and NONE on D2
on one of the test splits.

by Self attention. The first three tweets were pre-
dicted as NONE by the self attention model while
the last tweet was labeled as OFFENSIVE LAN-
GUAGE. The “potential explanation for predic-
tion” column shows tweets from the training data
that have the same gold label and that are simi-
lar to the tweets in the test set shown in column
2, suggesting that the context attention indeed en-
capsulates the information by looking at examples
globally through the training data, unlike self at-
tention which only focuses on words for that par-
ticular tweet while trying to classify it.

DataSet ELMo (Wiki) Glove Twitter
D1 83.10 84.25
D2 88.44 91.10
D3 68.78 72.75

Table 9: Weighted F1 scores comparing pre-trained
embeddings on the Twitter datasets.

Stacked vs Simple Bi-LSTM. Table 5 shows
that the stacked Bi-LSTM models outperformed
the simple Bi-LSTM models, when using the
same type of attention mechanism on all datasets
(columns 5 vs. 3 and 4 vs. 2; results are statisti-
cally significant, with p ≤ .001 using Chi Squared
Test). When looking at Table 7 and 8, we notice
that the stacked Bi-LSTM models do better than
the simple Bi-LSTMs when using the same type of
attention, only for the RACISM class and the HATE

SPEECH class. The best performing model is the
stacked Bi-LSTM with contextual attention.

Effect of pre-trained embeddings. The models
presented above in Table 5 used Twitter-specific
pre-trained embeddings for datasets D1, D2 and
D3 and fasText embeddings trained on Wikipedia
for D4 (i.e., pre-trained embeddings from the same
genre as the datasets). To compare the effect of
pre-trained embeddings, we chose to compare our
best model (Stacked Bi-LSTM with contextual at-
tention) with the same model but trained using
ELMo embeddings on the Twitter datasets. ELMo
embeddings have been shown to outperform other
types of embeddings on a variety of NLP tasks
(Peters et al., 2018). The currently released ELMo
embeddings are trained on news crawl data and
Wikipedia and not on Twitter, which allows us to
test the effect of pre-trained embeddings (genre,
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Training Dataset Weighted F1
D1+D2 64.50

D3 72.75

Table 10: Cross-datasets training (same CV test splits
of D3)

method of training) on the performance of the
deep network architectures. Table 9 shows that
using the ELMo pre-trained embeddings instead
of Twitter pre-trained embeddings lead to a statis-
tically significant decrease in performance on all
the Twitter datasets, with the biggest drop on D2
and D3, which are the datasets on hate speech and
harassment.

Cross datasets training/testing. The definition
of the category HARASSMENT in the D3 dataset
states that it refers to language that is deeply racist,
misogynistic or homophobic, bigoted, involved
threats or hate speech. Given that the datasets D1
and D2 contain the categories RACISM, SEXISM

and HATE SPEECH and are also from Twitter, we
wanted to conduct a study where we train on D1
and D2 and test on D3. We considered data la-
belled as RACISM, SEXISM and HATE SPEECH as
HARASSMENT and NONE as NON-HARASSMENT.
This led to consistent class balance across train
and test. The cross validation setting used for in-
dividual experiments on D3 was maintained here
as well. Table 10 demonstrates that cross dataset
training leads to worse performance when it comes
to abusive language detection, showing that each
dataset has its own particularities on defining and
collecting the data.

Comparison with State-of-the-Art. We com-
pare our best model (stacked Bi-LSTM with
contextual attention) with various state-of-the-art
models developed for each of the datasets we con-
sidered. For the Twitter datasets we compared
against (1) an n-gram model with various linguis-
tic features (Waseem and Hovy, 2016), (2) an-
other model with hand-crafted features including
n-grams, POS tags (Davidson et al., 2017); (3) a
hybrid CNN model (Park and Fung, 2017), and
(4) an LSTM model with an additional classifier
using Gradient Boosting trees with LSTM embed-
dings as features (Badjatiya et al., 2017). Table 11
shows the weighted-F1 obtained by the models on
the three Twitter datasets (D1, D2, D3). Note that
none of the existing approaches show results on
all the datasets. Thus, we report results using their

D1 D2 D3
Majority Baseline 56.0 66.0 63.0
(Waseem and Hovy,
2016)

73.8† 82.3 63.0

(Davidson et al., 2017) 78.0 90.0† 63.8
(Park and Fung, 2017) 82.7† 88.0 68.6
(Badjatiya et al., 2017) 93.1† NA NA
(Badjatiya et al.,
2017) OurRep

81 88.0 67.4

Our Model 84.2 91.1 72.7

Table 11: Comparison of our best model with state-of-
the-art models on the three Twitter datasets. †Results
as reported in the respective papers.

METHOD DEV TEST
Majority Baseline 51.23 50.40
Our best model 97.39 97.44
(Wulczyn et al., 2017) 96.59 96.71
(Pavlopoulos et al., 2017) 97.46 97.68

Table 12: Comparisons with state-of-the-art models on
D4 DEV and TEST.

publicly available implementations on the remain-
ing datasets, and highlight for which datasets they
report results in their work.

Most abusive language datasets are highly im-
balanced and thus we also report the scores for the
majority baseline in Table 11 and Table 12. For
D1, D3, D4 we predict everything as the majority
class (Non-Abusive) and for D2 everything as of-
fensive language. We see our best model beats the
majority baseline by a huge margin. Our model
obtains significantly better results (p ≤ .001 us-
ing Chi Squared Test) than all the existing models
on the datasets D2 and D3. Notably, the improve-
ments over the previous best performing models
on these datasets are 1 F1 point and 2 F1 points
respectively. On dataset D1, our model is outper-
formed by (Badjatiya et al., 2017), who mentioned
that using Gradient Boosting Trees with LSTM
embeddings boosted their model’s performance by
12 points in weighted-F1. Unfortunately, while
trying to replicate their results on dataset D1, we
found no improvement from their simple LSTM
model (the authors did not released the Gradi-
ent Boosting Trees with LSTM embeddigs im-
plementation so we reimplemented that ourselves;
weighted-F1 score of 81). Thus, for this model
where we could not replicate the results on the
original dataset, we report both the original results
on that dataset and our re-implementation results
on all datasets.
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Figure 2: Attention heat map visualization demonstrat-
ing the focus on abusive-language signaling words in
various tweets.

For the D4 dataset which is Wikipedia, we com-
pared our best model (stacked Bi-LSTM with con-
textual attention) with the existing models on this
dataset. Wulczyn et al. (2017) use a Multilayer
Perceptron over char n-grams as features and re-
ported results only on the Dev set. We use their
online implementation to report results on the test
set. Pavlopoulos et al. (2017) use a deeper self at-
tention mechanism and report results both on the
Dev and Test sets. Both approaches report results
using AUC. Table 12 shows that our model outper-
forms (Wulczyn et al., 2017) and is comparable to
(Pavlopoulos et al., 2017).

6 Visualizing the Contextual Attention
Weights

The contextual attention mechanism enables our
model to focus on the relevant parts of the text
(e.g., tweet) while performing the prediction task.
As shown in Figure 2 and 3 our model learns to fo-
cus on relevant keywords that govern the abusive
nature of a text. The color intensity here denotes
the relative weight assigned to words. In figure
2, we see four tweets where the first tweet is la-
beled as SEXISM and the second tweet is labeled as
RACISM from the D1 dataset (Waseem and Hovy,
2016). The third tweet is a tweet from the D2
dataset (Davidson et al., 2017) labeled as OFFEN-
SIVE LANGUAGE and correctly identified by our
model. The last tweet is from the D3 dataset (Gol-
beck et al., 2017) labeled as HARASSMENT and
correctly identified by our model. Figure 3 shows
two such comments from the Wikipedia attacks
dataset (D4), which were classified correctly by
our model.

Moreover, it it encouraging to see that the con-
textual attention assigns higher weight to poten-
tially abusive words when used with an abusive
meaning. For example, refer to the two tweets

Figure 3: Attention heat map visualization demonstrat-
ing the focus on abusive words in Wikipedia Personal
Attacks dataset.

Figure 4: Attention weights learned by our model for
the same word “islam” on two tweets.

in figure 4. The first tweet belongs to the NONE

class while the second tweet belongs to RACISM

class. The word “islam” may appear in the realm
of racism as well as in any normal conversation.
We find that our model successfully identifies the
two distinct contextual usages of the word “is-
lam” in the two tweets, as demonstrated by a much
higher attention weight in the second case and a
relatively smaller one in the first case.

7 Conclusion

Abusive language detection on the web is chal-
lenging for two reasons: (1) the inherent nature
of noise in online discussions and (2) the contex-
tual use of words that convey abuse only in cer-
tain contexts. We presented an extensive empir-
ical study on several existing datasets that reflect
different but possibly overlapping types of abu-
sive language. We show that contextual atten-
tion is better than self-attention for deep learn-
ing models and using a stacked architecture out-
performs a simple architecture (our basic architec-
ture being a Bi-LSTM). We also show that using
pre-trained embeddings from the same genre as
the datasets is more important than better models
for training the embeddings. Our best perform-
ing model, the stacked Bi-LSTM model with con-
textual attention is comparable to or outperforms
state-of-the-art models on all the datasets. We
also conduct a cross-dataset training/testing exper-
iment that highlights the particularities of various
datasets when it comes to the collection and la-
beling of abusive language. We present an error
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analysis of the results and a visualization of the
contextual attention weights — an important step
towards better interpretation of any deep learning
models.

While we notice that the visualization of atten-
tion weights is indicative of the classifier deci-
sion for multiple examples based on our context-
attention model, some recent work has claimed
that attention is not explanation (Jain and Wal-
lace, 2019). As a future step, we would like to
conduct experiments to measure the correlation
between the highest attention weights chosen by
models and humans (Ghosh et al., 2017) to fur-
ther strengthen the interpretability of the attention-
based models.

References
Pinkesh Badjatiya, Shashank Gupta, Manish Gupta,

and Vasudeva Varma. 2017. Deep learning for hate
speech detection in tweets. In Proceedings of the
26th International Conference on World Wide Web
Companion, pages 759–760. International World
Wide Web Conferences Steering Committee.

Christos Baziotis, Nikos Pelekis, and Christos Doulk-
eridis. 2017. Datastories at semeval-2017 task
4: Deep lstm with attention for message-level and
topic-based sentiment analysis. In Proceedings of
the 11th International Workshop on Semantic Evalu-
ation (SemEval-2017), pages 747–754. Association
for Computational Linguistics.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the Associa-
tion for Computational Linguistics, 5:135–146.

Thomas Davidson, Dana Warmsley, Michael Macy,
and Ingmar Weber. 2017. Automated hate speech
detection and the problem of offensive language.
In (ICWSM 2017), pages 3952–3958. Proceedings
of the Eleventh International AAAI Conference on
Web and Social Media.

Nemanja Djuric, Jing Zhou, Robin Morris, Mihajlo Gr-
bovic, Vladan Radosavljevic, and Narayan Bhamidi-
pati. 2015. Hate speech detection with comment
embeddings. In Proceedings of the 24th interna-
tional conference on world wide web, pages 29–30.
ACM.

Debanjan Ghosh, Alexander Richard Fabbri, and
Smaranda Muresan. 2017. The role of conversa-
tion context for sarcasm detection in online interac-
tions. In Proceedings of the 18th Annual SIGdial
Meeting on Discourse and Dialogue, pages 186–
196, Saarbrücken, Germany. Association for Com-
putational Linguistics.

Jennifer Golbeck, Zahra Ashktorab, Rashad O Banjo,
Alexandra Berlinger, Siddharth Bhagwan, Cody
Buntain, Alicia A Cheakalos, Paul Geller, Quint
Gergory, Rajesh Kumar Gnanasekaran, Raja Ra-
jan Gunasekaran, Kelly M Hoffman, Jenny Hot-
tle, Vichita Jienjitlert, Shivika Khare, Ryan Lau,
Marianna Martindale, J Shalmali Naik, Heather L
Nixon, Piyush Ramachandran, Kristine M Rogers,
Lisa Rogers, Meghna Sardana Sarin, Jayanee Sha-
hane, Gaurav Thanki, Priyanka Vengataraman, Zi-
jian Wan, and Derek Michael Wu. 2017. A large
human-labeled corpus for online harassment re-
search. In ACM, pages 229–233. Proceedings of the
2017 ACM on Web Science Conference.

Alex Graves, Abdel-rahman Mohamed, and Geoffrey
Hinton. 2013. Speech recognition with deep recur-
rent neural networks. International Conference on
Acoustics, Speech, and Signal Processing.

Sepp Hochreiter and Jurgen Schmidhuber. 1997. Long
short-term memory. In Neural computation, 791,
pages 1735–1780.

Sarthak Jain and Byron C. Wallace.
2019. Attention is not explanation. In
https://arxiv.org/abs/1902.10186.

Ji Ho Park and Pascale Fung. 2017. One-step and two-
step classification for abusive language detection on
twitter.

John Pavlopoulos, Prodromos Malakasiotis, and Ion
Androutsopoulos. 2017. Deeper attention to abu-
sive user content moderation. In Proceedings of the
2017 Conference on Empirical Methods in Natural
Language Processing.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. In Proc. of NAACL.

Zeerak Waseem and Dirk Hovy. 2016. Hateful sym-
bols or hateful people? predictive features for hate
speech detection on twitter. In Proceedings of the
NAACL student research workshop, pages 88–93.

Ellery Wulczyn, Nithum Thain, and Lucas Dixon.
2017. Ex machina: Personal attacks seen at scale.
In Proceedings of the 26th International Conference
on World Wide Web, pages 1391–1399. International
World Wide Web Conferences Steering Committee.

Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alex Smola, and Eduard Hovy. 2016. Hierarchi-
cal attention networks for document classification.
In Proceedings of the 2016 Conference of the North
American Chapter of the Association for Compu-
tational Linguistics: Human Language Technolo-
gies, pages 1480–1489. Association for Computa-
tional Linguistics.

Waseem Zeerak, Thomas Davidson, Dana Warmsley,
and Ingmar Weber. 2017. Understanding abuse:a ty-
pology of abusive language detection subtasks. In

78



Proceedings of the First Workshop on Abusive Lan-
guage Online, pages 78–84.

79



Proceedings of the Third Workshop on Abusive Language Online, pages 80–93
Florence, Italy, August 1, 2019. c©2019 Association for Computational Linguistics 

 

Abstract 

Online abusive content detection is an 
inherently difficult task. It has received 
considerable attention from academia, 
particularly within the computational 
linguistics community, and performance 
appears to have improved as the field has 
matured. However, considerable 
challenges and unaddressed frontiers 
remain, spanning technical, social and 
ethical dimensions. These issues constrain 
the performance, efficiency and 
generalizability of abusive content 
detection systems. In this article we 
delineate and clarify the main challenges 
and frontiers in the field, critically evaluate 
their implications and discuss solutions. We 
also highlight ways in which social 
scientific insights can advance research. 

1 Introduction 

Developing robust systems to detect abuse is a 
crucial part of online content moderation and plays 
a fundamental role in creating an open, safe and 
accessible Internet. It is of growing interest to both 
host platforms and regulators, in light of recent 
public pressure (HM Government, 2019). 
Detection systems are also important for social 
scientific analyses, such as understanding the 
temporal and geographic dynamics of abuse. 
 
Advances in machine learning and NLP have led to 
marked improvements in abusive content detection 
systems’ performance (Fortuna & Nunes, 2018; 
Schmidt & Wiegand, 2017). For instance, in 2018 
Pitsilis et al. trained a classification system on 
Waseem and Hovy’s 16,000 tweet dataset and 

achieved an F-Score of 0.932, compared against 
Waseem and Hovy’s original 0.739; a 20-point 
increase (Pitsilis, Ramampiaro, & Langseth, 2018; 
Waseem & Hovy, 2016). Key innovations include 
the use of deep learning and ensemble 
architectures, using contextual word embeddings, 
applying dependency parsing, and the inclusion of 
user-level variables within models (Badjatiya, 
Gupta, Gupta, & Varma, 2017; Zhang et al., 2018).  
Researchers have also addressed numerous tasks 
beyond binary abusive content classification, 
including identifying the target of abuse and its 
strength as well as automatically moderating 
content  (Burnap & Williams, 2016; Davidson, 
Warmsley, Macy, & Weber, 2017; Santos, Melnyk, 
& Padhi, 2018). However, considerable challenges 
and unaddressed frontiers remain, spanning 
technical, social and ethical dimensions. These 
issues constrain abusive content detection 
research, limiting its impact on the development of 
real-world detection systems.  
 
We offer critical insights into the challenges and 
frontiers facing the use of computational methods 
to detect abusive content. We differ from most 
previous research by taking an interdisciplinary 
approach, routed in both the computational and 
social sciences. Broadly, we advocate that social 
science should be used in a complementary way to 
advance research in this field. We also highlight the 
lack of support given to researchers and provide 
guidelines for working with abusive content. 
 
The paper is structured as follows. First, we outline 
three reasons why, from a research perspective, 
abusive content detection poses such a challenge 
(Section 2). Second, we identify challenges facing 

Challenges and frontiers in abusive content detection 
 

 
Bertie Vidgen 

The Alan Turing Institute, 
London, United Kingdom 
bvidgen@turing.ac.uk 

 

Alex Harris 
The Alan Turing Institute, 
London, United Kingdom 
aharris@turing.ac.uk 

 
Dong Nguyen 

The Alan Turing Institute, 
London, United Kingdom 
dnguyen@turing.ac.uk 

 

Scott Hale 
The Alan Turing Institute, 
London, United Kingdom 
shale@turing.ac.uk 

 
Rebekah Tromble 

The Alan Turing Institute, 
London, United Kingdom 
rtromble@turing.ac.uk 

 

Helen Margetts 
The Alan Turing Institute, 
London, United Kingdom 
hmargetts@turing.ac.uk 

 

80



 
 

the abusive content detection research community 
(Section 3). Third, we identify research frontiers; 
un- and under- addressed areas which would 
benefit from further investigation (Section 4). 

2 Research Challenges 

2.1 Categorizing abusive content 

The categorization of abusive content refers to the 
criteria, and process, by which content is identified 
as abusive and, secondly, what type of abusive 
content it is identified as. This is a social and 
theoretical task: there is no objectively ‘correct’ 
definition or single set of pre-established criteria 
which can be applied. The determination of 
whether something is abusive is also irreducible to 
legal definitions as these are usually minimalistic 
(HM Government, 2019). Similarly, using the host 
platforms’ guidelines is often inappropriate as they 
are typically reactive and vague. More generally, 
academia should not just accept how platforms 
frame and define issues as this might be influenced 
by their commercial interests.  
 
Clarity in sub-tasks. Detecting abusive content 
generically is an important aspiration for the field. 
However, it is very difficult because abusive 
content is so varied. Research which purports to 
address the generic task of detecting abuse is 
typically actually addressing something much 
more specific. This can often be discerned from the 
datasets, which may contain systematic biases 
towards certain types and targets of abuse. For 
instance, the dataset by Davidson et al. is used 
widely for tasks described generically as abusive 
content detection yet it is highly skewed towards 
racism and sexism (Davidson et al., 2017).  
 
Sartori’s work in political science on the ‘ladder of 
abstraction’ can be used to understand this issue 
(Sartori, 1970). He argues that all concepts can be 
defined and described with varying degrees of 
abstraction. For instance, ‘democracy’ can be 
defined very broadly in relation to how ‘the people’ 
is represented or very narrowly as a set of specific 
institutions and procedures. The degree of 
abstraction should be chosen by considering the 
goals and nature of the research – otherwise we risk 
‘swim[ming] in a sea of empirical and theoretical 
messiness.’ (Sartori, 1970, p. 1053)  
 

Abusive content detection research is currently 
marked by too much of what Sartori labels ‘high’ 
and ‘low’ level abstraction. Some researchers use 
highly abstract terms to describe tasks, such as 
detection of ‘abuse’ or ‘flagged’ content. These 
terms are not very informative, and it is difficult to 
know exactly what sub-task is being addressed. For 
instance, flagged content may be abusive but is 
likely to also include other forms of non-abusive 
(albeit prohibited) content. On the other side, some 
research uses very narrow terms which are at an 
overly ‘low’ level of abstraction. For instance, 
‘hate’ denotes a specific aggressive and emotional 
behavior, excluding other varieties of abuse, such 
as dismissal, insult, mistrust and belittling.  
 
Addressing an appropriate level of abstraction is 
important for creating useable detection systems. It 
requires that subtasks are clearly disambiguated 
and labelled. This is a much-discussed but still 
unresolved problem in existing research (Waseem, 
Davidson, Warmsley, & Weber, 2017). Waseem et 
al. suggest that one of the main differences 
between subtasks is whether content is ‘directed 
towards a specific entity or is directed towards a 
generalized group’ (Waseem et al., 2017). This 
distinction has been widely adopted (Zampieri et 
al., 2019). We propose that subtasks are further 
disambiguated into three types of directed abuse: 
 
Individual-directed abuse. Abuse directed against 
an individual. This may involve tagging the 
individual (e.g. ‘@Username you are a f*cking 
id*ot) or just referring to them (e.g. ‘I think Tom 
W. is a tw*t’) These two varieties can be called 
‘tagged individual-directed’ and ‘referenced 
individual-directed’ respectively. Most research in 
this area falls under cyberbullying (Sugandhi, 
Pande, Chawla, Agrawal, & Bhagat, 2016) 
although there are notable exceptions (Wulczyn, 
Thain, & Dixon, 2017). 

 
Identity-directed abuse. Abuse directed against an 
identity, such as a social group, demographic or 
affiliation (e.g. ‘I hate Conservatives’ or ‘Ban 
Muslims’) (Silva, Mondal, Correa, Benevenuto, & 
Weber, 2016). This can be hard to separate from 
individual-directed abuse as, in some cases, 
individuals receive abuse because of their identity. 
This might be reasonably obvious (e.g. ‘You stupid 
b*tch’, indicating misogyny) but in other cases it is 
hard to discern as the content alone does not reveal 
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prejudice. Establishing when abuse is truly 
individual-directed compared with identity-
directed needs to be investigated further, especially 
given evidence that some identities receive more 
individual-directed abuse (Gorrell, Greenwood, 
Roberts, Maynard, & Bontcheva, 2018). 
 
Concept-directed abuse: abuse which is directed 
against a concept or entity, such as a belief system, 
country or ideology, e.g. ‘Capitalism sucks *ss.’. 
Concept-directed abuse may not be considered a 
form of abuse in all cases as it can be very similar 
to simply expressing criticism of something. We 
include it here because there are deep links 
between hatred of a concept and hatred of those 
who embody that concept. For instance, there are 
cross-overs between anti-Islamic and anti-Muslim 
abuse, whereby abuse of the concept (Islam) is 
used as a proxy for abusing the associated identity 
(Muslims) (Allen, 2011). At the same time, we 
caution against automatically moderating concept-
directed abuse as this could have concerning 
implications for freedom of expression. 
 
This typology can be integrated with other 
dimensions of abuse to create additional subtasks.  
One consideration is who the system detects abuse 
for; that is, who actually receives abuse (Salminen 
et al., 2018). Within identity-directed abuse, this 
can be separated into different identities and 
affiliations (e.g. Muslims or the Republican party). 
Within individual-directed abuse, this includes 
different roles (such as content producers vs. 
moderators) and social relations (such as friends 
vs. strangers). Either one or several recipients of 
abuse can be studied within any model. Specifying 
the recipient not only makes tasks tractable, but 
also helps build social scientific and policy-
relevant knowledge.  
 
A further consideration is how abuse is articulated, 
which can include hatefulness, aggression, insults, 
derogation, untruths, stereotypes, accusations and 
undermining comments. Detecting different 
articulations of abuse within a single system 
involves multi-label or multi-class modelling and 
can be computationally difficult. However, it also 
leads to more nuanced outcomes. A key distinction 
is whether abuse is explicit or implicit (Waseem et 
al., 2017; Zampieri et al., 2019). Other articulations 
of abuse can also be addressed. For instance, 
Anzovino et al. develop a system that not only 

detects misogyny but also whether it consists of 
stereotypes, discrediting, objectification, 
harassment, dominance, derailing or threats of 
violence (Anzovino, Fersini, & Rosso, 2018).  
 
Drawing these points together, we propose that 
researchers consider at least three dimensions of 
abusive content. They can be incorporated in 
various ways to produce different tasks. 

1. What the abuse is directed against 
2. Who receives the abuse 
3. How the abuse is articulated 

 
Clarity in terminology. Clarifying terminology 
will help delineate the scope and goals of research 
and enable better communication and 
collaboration. Some of the main problems are (1) 
researchers use terms which are not well-defined, 
(2) different concepts and terms are used across the 
field for similar work, and (3) the terms which are 
used are theoretically problematic. Specifically, 
three aspects of existing terminology have 
considerable social scientific limitations. 
 
The intention of the speaker. Abusive content is 
often defined in reference to, and focuses on, the 
speakers’ intentions. In particular, it is central in the 
notion of ‘hate’, which suggests a specific 
orientation of the speaker.  For instance, Pitsilis et 
al. describe hate as ‘all published text that is used 
to express hatred towards some particular group 
with the intention to humiliate its members’ 
(Pitsilis et al., 2018). Elsewhere, Kumar et al. 
distinguish ‘overt’ from ‘covert’ hate (Kumar, 
Ojha, Malmasi, & Zampieri, 2018). The 
implication of ‘covert’ is that speakers are 
behaving surreptitiously to hide their abusive 
intentions. However, the intention of speakers is 
difficult to discern using socially-generated data 
and may not directly correspond with their actions 
(Crawford & Gillespie, 2016; Margetts, John, 
Hale, & Yasseri, 2015). The way in which meaning 
is ‘encoded’ in online contexts cannot be easily 
ascertained, particularly given the anonymity of 
many users and the role of ‘context collapse’. 
(Marwick & boyd, 2010). The true audience which 
speakers address may be different from the ones 
that they imagine they are addressing (Ibid.). As 
such, little should be assumed about speakers’ 
intentions, and it can be considered an unsuitable 
basis for definitions of abuse.  
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The effect of abuse. Many definitions pre-empt the 
effects of abusive language. For instance, Lee et al. 
describe abusive language as ‘any type of insult, 
vulgarity, or profanity that debases the target; it 
also can be anything that causes aggravation’ (Lee, 
Yoon, & Jung, 2018). Similarly, in Wulczyn et al.’s 
dataset of over 100,000 Wikipedia comments, 
‘toxicity’ is defined in relation to how likely it is to 
make individuals leave a discussion (Wulczyn et 
al., 2017). These definitions are not only very 
subjective but they also risk conflating distinct 
types of abuse: first, content which expresses abuse 
and, second, content which has an abusive effect. 
These two aspects often coincide, but not always, 
as shown in sociological studies of prejudice. In 
relation to Islamophobia, Allen distinguishes 
between ‘Islamophobia-as-process’ and 
‘Islamophobia-as-product’, whereby the first refers 
to actions which can be considered Islamophobic 
(intrinsically)  and the second to outcomes which 
can be considered Islamophobic (extrinsically) 
(Allen, 2011). This distinction should also be used 
to understand abusive content: language which 
does not express an inherently abusive viewpoint 
but is experienced as abusive is very different and, 
as such, should be addressed separately, to 
language which is intrinsically abusive.  

 
The sensibilities of the audience. Online audiences 
are hugely varied and attempts to discern their 
sensibilities are fundamentally flawed: inevitably, 
some proportion of the audience will be 
mischaracterized. This is reflected by research into 
inter-annotator agreement, whereby annotators 
often vary considerably in what they consider to be 
hateful or abusive, even with training and guidance 
(Salminen & Almerekhi, 2018). Binns et al. show 
that male and female annotators have different 
perceptions of what is considered toxic (Binns, 
Veale, Van Kleek, & Shadbolt, 2017). Assumptions 
about the sensibilities of the audience are entailed 
by the widely-used term ‘offensiveness’ (Davidson 
et al., 2017), which is intrinsically subject-
oriented: it begs the question, offensive for whom? 
What is considered offensive by one audience, or 
in one context, might not be offensive elsewhere. 
As such, we advocate avoiding definitions of abuse 
which make strong assumptions about the audience 
without in-depth empirical analysis. 

2.2 Recognizing abusive content 

We identify five linguistic difficulties which 
increase the challenge of detecting abusive content. 
They have all been associated with classification 
errors in previous work. However, they are not 
always discussed and handled systematically, and 
their impact is hard to assess as they are often 
discussed qualitatively rather than measured.  
 
Humor, irony and sarcasm. Supposedly humorous, 
ironic or sarcastic abusive content is often viewed 
as a source of classification error (Nobata, Thomas, 
Mehdad, Chang, & Tetreault, 2016; van Aken, 
Risch, Krestel, & Löser, 2018). However, drawing 
on critical studies of prejudice and hate, we 
propose that such content is still abusive (Weaver, 
2010). There are three reason for this. First, these 
rhetorical devices have been shown to serve as 
ways of hiding, spreading and legitimating genuine 
abuse (Ji Hoon Park, Gabbadon, & Chernin, 2006). 
Second, individuals who view such content may be 
unaware of who the author is and the broader 
context, and as such not recognize that it is 
humorous – as discussed above, intentions are hard 
to discern online. A supposedly ironic comment 
which is intended to lampoon abuse may be 
indistinguishable from genuine abuse (LaMarre, 
Landreville, & Beam, 2009). Third, purportedly 
ironic, satirical and humorous abusive content 
usually relies on a kernel of prejudice: the lynchpin 
of the rhetorical strategy is that the audience 
recognizes, and perhaps implicitly accepts, the 
negative tropes and ideas associated with the 
targeted group (Ma, 2014). Thus, whilst humor, 
irony and sarcasm are often seen as being non-
abusive, we recommend that they are re-evaluated.  
 
Spelling variations. Spelling variations are 
ubiquitous, especially in social media (Eisenstein, 
2013). Examples of spelling variation include the 
elongation of words (e.g., ‘oh’ to ‘ohh’) and use of 
alternatives (e.g., ‘kewl’ instead of ‘cool’). 
Spelling variation is often socially significant, 
reflecting expressions of identity and culture 
(Sabba, 2009). At the same time, some variations 
reflect semantically near-identical content (e.g. 
‘whaaaaa?’ and ‘whaaa?’). Spelling variations are 
also sometimes used adversarially to obfuscate and 
avoid detection (e.g. by using unusual punctuation 
or additional spaces) (Eger et al., 2019; Gröndahl, 
Pajola, Juuti, Conti, & Asokan, 2018). In most 
contexts, it is hard to identify why spelling varies. 
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Spelling variations increase the likelihood of errors 
as they create many ‘out of vocabulary’ terms 
which have to be handled (Serrà et al., 2017). Text 
normalization has been proposed as a solution, 
however this risks losing meaningful social 
information (Eisenstein, 2013). Using larger and 
more diverse datasets will only partly mitigate this 
problem as no dataset will ever account for all 
variations, and language use changes over time. A 
more promising way of addressing this is to model 
language at the character or subword level (Devlin, 
Chang, Lee, & Toutanova, 2018; Mehdad & 
Tetreault, 2016). More empirical research into why 
particular spelling variations occur would also be 
useful. 
 
Polysemy. This is when a word with a single 
spelling has multiple meanings. Which meaning is 
elicited depends on the context. Magu and Luo 
describe how ‘euphemistic’ code words, such as 
‘Skype’ or ‘Bing’, are used to derogate particular 
groups (Magu, Joshi, & Luo, 2017). Similarly, 
Palmer et al. describe how adjectival 
nominalization (e.g. changing ‘Mexicans’ to ‘the 
Mexicans’) can transform otherwise neutral terms 
into derogations (Palmer, Robinson, & Phillips, 
2017). Polysemy is a particular challenge with 
abusive content as many users avoid obvious and 
overt forms of hate (which are likely to be 
automatically removed by platforms) and instead 
express hate more subtly (Daniels, 2013). Word 
representations which explicitly take into account 
context are one way of overcoming this issue 
(Devlin et al., 2018).  
 
Long range dependencies. Much existing research 
is focused on short posts, such as Tweets (Schmidt 
& Wiegand, 2017). However, socially generated 
content can cross over multiple sentences and 
paragraphs. Abuse may also only be captured 
through conversational dynamics, such as multi-
user threads (Raisi & Huang, 2016). This has been 
well-addressed within studies of cyberbullying, but 
is also highly relevant for the field of abusive 
content detection more widely (Van Hee et al., 
2018). Creation of more varied datasets will help 
to address this problem, such as using data taken 
from Reddit or Wikipedia.   

 
Language change. The syntax, grammar, and 
lexicons of language change over time, often in 
unexpected and uneven ways. This is particularly 

true with informal forms of ‘everyday’ language, 
which proliferate in most online spaces 
(Eisenstein, O’Connor, Smith, & Xing, 2014). One 
implication is that the performance of systems 
trained on older datasets degrades over time as they 
cannot account for new linguistic traits. Using 
multiple temporally separated datasets to evaluate 
systems will help to address this, as well as further 
research into the impact of time on language. 

2.3 Accounting for context 

Meaning is inherently ambiguous, depending upon 
the subjective outlook of both speaker and 
audience, as well as the specific situation and 
power dynamics (Benesch, 2012). These factors 
have long been given insufficient attention in the 
study of online abuse, which has mostly focused on 
just the content alone. This has clear limitations. 
For instance, in most cases, the term “N***a” has 
an almost opposite meaning if uttered by a white 
compared to a black person.  
 
Some recent work has started to explicitly account 
for context by including user-level variables in 
classification systems. Unsvåg and Gambäck 
evaluate a system on three datasets and find that, 
compared with a baseline using logistic regression 
with n-grams, inclusion of individual-level 
features, such as gender, social network, profile 
metadata and geolocation, improves performance 
(Unsvåg & Gambäck, 2018). Other studies report 
similar results, using both local and global social 
network features, noticeably through incorporating 
the node2vec algorithm (Papegnies, Labatut, 
Dufour, & Linarès, 2017; Raisi & Huang, 2017). 
The use of network representations is supported by 
social science research which shows evidence of 
homophily online; it is likely that abusive users are 
connected to other abusive users (Caiani & 
Wagemann, 2009; Tien, Eisenberg, Cherng, & 
Porter, 2019). We propose that anonymity should 
also be explicitly modelled in future work as it has 
disinhibiting effects (Amichai-hamburger & 
McKenna, 2006) and is empirically associated 
with users posting abuse (Hine et al., 2017).  
 
The inclusion of user-level features helps to drive 
improvements in classification performance and 
should be welcomed as an important step towards 
more nuanced and contextually-aware models. 
That said, we offer four warnings. First, it may 
make temporal or network analysis difficult as the 
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classification of users’ content is based on these 
features, creating clear risk of confounding. 
Second, it may lead to new types of unfairness and 
bias whereby the content of certain network 
topologies or certain nodes are more likely to be 
detected as hateful – which may, in turn, be related 
to meaningful social characteristics, such as gender 
or age. Third, these systems are largely trained on 
a snapshot of data and do not explicitly take into 
account temporality. It is unclear how much data is 
required for them to be trained. Fourth, models 
may be biased by the training data. Wiegand et al. 
show that if most abusive content in a dataset 
comes from only a few users then including user-
level information risks overfitting: the classifier 
just picks up on those authors’ linguistic traits 
(Wiegand, Ruppenhofer, & Kleinbauer, 2019). 
 
Context goes beyond just the identity of the 
speaker. It also includes the social environment in 
which they operate, which in most cases comprises 
both the platform and the specific group or 
community, such as the subreddit or Facebook 
page. Existing research can be leveraged to address 
this: Qian et al. report a model which identifies the 
origins of posts from 40 far right hate groups on 
Twitter (Qian, ElSherief, Belding, & Wang, 2018) 
Chandrasekharan et al similarly build a model that 
identifies whether content is from 9 different 
communities on niche social media platforms 
(Chandrasekharan, Samory, Srinivasan, & Gilbert, 
2017). This is promising research which should be 
integrated into the detection of online abuse, 
thereby accounting explicitly for the social 
environment in which content is shared. To more 
fully address the role of context we also need more 
empirical analysis of which aspects most greatly 
impact perceptions of abuse.  

3 Community Challenges 

Abusive content detection is a relatively new field 
of study; in only 2016, Waseem and Hovy wrote 
‘NLP research on hate speech has been very 
limited’ (Waseem & Hovy, 2016). Since then it has 
expanded propitiously. Noticeably, a recent shared 
task had over 800 teams enter of which 115 
reported results (Zampieri et al., 2019). The 
creation of a research community is fundamental 
for advancing knowledge by enabling 
collaboration and resource sharing. However, the 
abusive content detection community currently 
faces several challenges which potentially 

constrain the development of new and more 
efficient methods. 

3.1 Creating and sharing datasets  

Creating appropriate datasets for training hate 
detection systems is a crucial but time-consuming 
task (Golbeck et al., 2017). Currently available 
datasets have several limitations. 

 
Degradation. With many datasets, including those 
from Twitter, content cannot be shared directly but, 
instead, IDs are shared and the dataset recreated 
each time. This can lead to considerable 
degradations in the quality of datasets over time. 
For instance, Founta et al. shared a dataset of 
80,000 tweets but soon after this was reduced to 
70,000 (Founta et al., 2018; Lee et al., 2018). This 
not only decreases the quantity of data, reducing 
variety, but also the class distribution changes. This 
makes it difficult to compare performance of 
different models on even one dataset. To address 
this issue, we encourage more collaborations with 
online platforms to make datasets available. A 
successful example of this is Twitter’s release of 
the IRA disinformation dataset (Twitter, 2018). 
 
Annotation. Annotation is a notoriously difficult 
task, reflected in the low levels of inter-annotator 
agreement reported by most publications, 
particularly on more complex multi-class tasks 
(Sanguinetti, Poletto, Bosco, Patti, & Stranisci, 
2018). Noticeably, van Aken suggests that 
Davidson et al.’s widely used hate and offensive 
language dataset has up to 10% of its data 
mislabeled (van Aken et al., 2018). Few 
publications provide details of their annotation 
process or annotation guidelines. Providing such 
information is the norm in social scientific research 
and is viewed as an integral part of verifying 
others’ findings and robustness (Bucy & Holbert, 
2013). In line with the recommendations of Sabou 
et al., we advocate that annotation guidelines and 
processes are shared where possible (Sabou, 
Bontcheva, Derczynski, & Scharl, 2014) and that 
the field also works to develop best practices. 
 
Dataset variety. The quality, size and class 
balance of datasets varies considerably. 
Understanding the decisions behind dataset 
creation is crucial for identifying the biases and 
limitations of systems trained on them. When 
creating datasets, researchers need to weigh up 
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ensuring there are sufficient instances of abuse (by 
biased sampling through e.g. using abusive 
keywords) with making sure the variety of non-
abusive content is great enough for the system to 
be applied in ‘the wild’ and avoid overfitting. 
Wiegand et al. measure the impact of biased 
sampling on several widely used datasets 
(Wiegand et al., 2019). They find it can lead to 
confounding whereby non-abusive terms serve as 
signals for identifying abuse as they are highly 
correlated – but such signals are unlikely to exist in 
the real world.  To enable greater research 
transparency, sampling methods should always be 
reported in accessible dataset documentation. 
 

At present, the main goal of biased sampling is to 
increase the incidence of abusive content. We 
propose that this should be adjusted to focus on 
dataset variety. Datasets could be curated to 
include linguistically difficult instances, as well as 
‘edge cases’: content which is non-abusive but 
very similar to abuse. Three examples are: 

1. Non-abusive profanities. Most detection 
systems use the existence of profanities 
(also known as ‘obscenities’) as an input 
feature. However, profanities are not 
inherently abusive and can be used to 
express other emotions. 

2. Abusive reporting. Content which 
reports/comments on the abuse of others 
or aims to challenge/counter such abuse. 

3. Same topic but non-abusive. Content 
which is on the same topic as the abusive 
content but is non-abusive. For instance, if 
the classification system detects 
xenophobia, then a suitable edge case is 
non-abusive content about foreigners. 

3.2 Research ethics 

The ethics of social scientific and socially-relevant 
computational research has received considerable 
scrutiny in recent times (Buchanan, 2017). Most 
abusive content detection systems are presented as 
neutral classifiers which merely aim to achieve a 
well-defined task. However, it is difficult to 
separate the descriptive from normative aspects of 
any social system. Academic research can be used 
to not only monitor and capture social behaviors 
but also influence and manipulate them  (Ruppert, 

                                                             
1 https://github.com/bvidgen/Challenges-and-frontiers-

in-abusive-content-detection 

Law, & Savage, 2013). As such, given the 
sensitivity of this area, ethics should be at the 
forefront of all research. 

 
Impact on users. Individuals and groups suffer 
considerably from online abuse, and there is 
evidence that online abuse is linked with offline 
attacks (Müller & Schwarz, 2017). Political 
science research also suggests that any form of 
extremist behavior, such as online hate, could fuel 
social antagonisms and even reprisals (Eatwell, 
2006). As such, the ethical case for moderating 
online content is strong. However, at present, 
research is unevenly distributed, with far more 
attention paid to abuse in English as well as abuse 
directed against certain targets, such as racism and 
sexism rather than anti-Semitism, transphobia or 
anti-disability prejudice. This is partly due to how 
research is organized. For example, much research 
has focused on detecting abuse in Hindi-English – 
primarily because of a shared competition with a 
publicly available dataset (Kumar, Reganti, Bhatia, 
& Maheshwari, 2018). The uneven nature of 
existing research has unintended harmful 
consequences as certain targets of abuse receive 
more focus and as such are better protected. 
Researchers should aim to diversify the types and 
targets of abuse which are studied, where possible. 
 
Impact on researchers. Researching online abuse 
inevitably involves viewing and thinking about 
abusive content, often for prolonged periods. This 
can inflict considerable emotional harm on 
researchers, particularly through vicarious trauma. 
Social and mental health support is necessary to 
protect the wellbeing of researchers and to ensure 
that research is sustainable in the long-term. In our 
online appendix, we provide a checklist of actions 
to help reduce the harmful impacts of viewing, 
annotating and researching abusive content.1 
 
Researchers conducting work around sensitive 
topics are increasingly at risk of receiving online 
abuse themselves, which can range from spreading 
false information to ‘doxing’ (where identifying 
features, such as a home address, are published 
online) and ‘swatting’ (where a false threat is 
reported to the police). Researchers should not 
have to compromise on the type of research that 
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they conduct for fear of victimization. The abuse 
suffered by researchers may also reflect other 
prejudices, whereby women and minorities are 
targeted more often. We encourage that best 
practices are shared between institutions so that 
individuals can work within the safest and most 
supportive environments possible. We also 
recommend that Marwick et al.’s existing 
guidelines for dealing with harassment are used 
(Marwick, Blackwell, & Lo, 2016). 

4 Research frontiers 

4.1 Multimedia content 

Most abusive content detection research focuses 
on text. Little research considers other forms of 
content, such as images, audio, memes, GIFs, and 
videos – all of which can be used to spread hate. 
One noticeable exception is research by Zannettou 
et al. who create a system for detecting hateful 
memes by mining hateful Internet forums 
(Zannettou, Caulfield, Blackburn, & Cristofaro, 
2018). The lack of research into non text-based 
abuse is a severe restriction given the multimedia 
nature of behavior on social media. It also means 
that the true recall rate for abusive content 
detection is potentially orders of magnitude lower 
than what is reported. 
 
Multimedia content poses both technical and social 
challenges. Technical challenges relate to the fact 
that different tools are needed, such as optical 
character recognition (OCR), image recognition 
and audio translation. Social challenges relate to 
the fact that abuse can be expressed in different 
ways with multimedia. For instance, in Memes, the 
whole is often more than the sum of its parts: a non-
abusive image and non-abusive text can be used 
which when combined express an abusive 
message. Figure 1 shows an example of such a 
meme. It consists of a non-hateful image (Muslims 
in prayer) and non-hateful text (‘Australia, 
America, England, woken up yet?’). If the image 
or text were changed (e.g. to a cup of coffee or the 
phrase ‘united in prayer’), then the meme would 
not be Islamophobic. This kind of abuse only 
emerges through the text and image combination, 
and as such is qualitatively different to text which 
is abusive on its own. 

 
 

4.2 Implementation 

Fairness. Fairness is a growing concern within 
abusive content detection. Recent research has 
shown that systems often perform better for 
content aimed against certain targets, such as 
women rather than men (Badjatiya, Gupta, & 
Varma, 2019; Ji Ho Park, Shin, & Fung, 2018). 
This feeds into broader research which shows that 
computational methods can encode and reinforce 
social biases – even when they are meant to 
ameliorate them (Garg, Schiebinger, Jurafsky, & 
Zou, 2017). Metrics have been developed to 
evaluate bias which enable post-hoc quantification 
of the extent of these issues (Zhang et al., 2018). 
However, it would be particularly valuable if 
detection systems were automatically debiased at 
the point of creation, for instance by adjusting 
model parameters given relevant demographic 
variables, as suggested by Dixon et al. (Dixon, Li, 
Sorensen, Thain, & Vasserman, 2018). This is 
important for not only measuring but also 
removing bias. 

 
A social scientific challenge in this space is that, at 
present, only biases which are socially 
‘recognized’ can be identified, measured and thus 
accounted for within models (Fraser, 1997). 
Potentially, there are other social biases which have 
not yet received considerable attention but still 
effect social outcomes and warrant debiasing. For 
instance, recognition of transphobia has increased 
considerably over the last ten years, despite 
previously not being recognized in some parts of 
society as an important issue (Hines et al., 2018). 
A related area of bias that needs further 
investigation is how systems perform at detecting 
abuse produced by different types of actors, such 

Figure 1, Islamophobic Meme  
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as those in particular linguistic communities. For 
instance, systems may have far more false 
positives when detecting abuse from certain types 
of users, whose content is thus mislabeled and may 
be incorrectly censored.  
 
Explainability. Closely linked to the notion of 
fairness is explainability. Abuse detection systems 
should be explainable to those whose content has 
been classified and they should avoid becoming 
‘black boxes’. This is particularly important given 
the contentious nature of online content 
moderation and its intersection with issues of 
censorship, free speech and privacy. One challenge 
here is that ‘explainability’ is itself a contested term 
and what it entails is not well stipulated (Lipton, 
2016). Some have also criticized the idea of 
building secondary post-hoc explanative models as 
they can be misleading and unreliable. Rudin 
argues that a better approach is to ‘design models 
that are inherently interpretable’ (Rudin, 2018, p. 
1). This would also be beneficial from a research 
perspective, reflecting the scientific process. If we 
can understand and explain what aspects of a 
system drive the classifications, then we are more 
likely to make advances and correct errors. As 
such, we encourage researchers to develop 
interpretable models. Nonetheless, given the utility 
of even hard-to-explain models, such as those 
using deep learning, post-hoc explanations should 
also be used where appropriate. 

 
Efficiency. Few publications focus specifically on 
the challenge of implementing abusive content 
detection systems at scale and in a timely manner, 
although there are exceptions (Robinson, Zhang, & 
Tepper, 2018; Yao, Chelmis, & Zois, 2018). 
Ensuring that systems can be implemented 
efficiently is crucial if the research community is 
to meaningfully impact wider society. 

4.3 Cross domain applications 

Ensuring that abusive content detection systems 
can be applied across different domains is one of 
the most difficult but also important frontiers in 
existing research. Thus far, efforts to address this 
has been unsuccessful. Burnap and Williams train 
systems on one type of hate speech (e.g. racism) 
and apply them to another (e.g. sexism) and find 
that performance drops considerably (Burnap & 
Williams, 2016). Karan and Šnajder use a simple 
methodology to show the huge differences in 

performance when applying classifiers on different 
datasets without domain-specific tuning (Karan & 
Šnajder, 2018). Noticeably, in the EVALITA hate 
speech detection shared task, participants were 
asked to (1) train and test a system on Twitter data, 
(2) on Facebook data and (3) to train on Twitter and 
test on Facebook (and vice versa). Even the best 
performing teams reported their systems scored 
around 10 to 15 F1 points fewer on the cross-
domain task. Part of the challenge is that domains 
vary across many characteristics, including: type of 
platforms, linguistic practices and dialects of users, 
how content is created, length of content, social 
context and the subtask (see above). Accounting 
for all these sources of variation is a considerable 
task. 
 
Potential solutions are available to address this 
issue, such as transfer learning. Initial studies show 
this can help improve performance by leveraging 
existing datasets when there is little training data 
available (Agrawal & Awekar, 2018; Karan & 
Šnajder, 2018). However, a key challenge in 
transfer learning is that systems may develop ‘bad’ 
learning habits and as such newly created transfer-
based models could be more simplistic and unfair 
(Pan & Fellow, 2009). Thus, whilst transfer 
learning is a promising avenue for future research, 
the implications need to be fully investigated. 

5 Conclusion 

Abusive content detection is a pressing social 
challenge for which computational methods can 
have a hugely positive impact. The field has 
matured considerably and in recent times there 
have been many advances, particularly in the 
development of technically sophisticated methods. 
However, several critical challenges are unsolved, 
including both those which are longstanding (such 
as the lack of dataset sharing) and those which have 
only recently received attention (such as 
classification biases). There are also many 
unaddressed frontiers of research. In this paper we 
have summarized and critically discussed these 
issues and proposed and discussed possible 
solutions. We have also demonstrated the utility of 
social scientific insights for clarifying issues. 
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Abstract
Over the past years, the amount of online of-
fensive speech has been growing steadily. To
successfully cope with it, machine learning is
applied. However, ML-based techniques re-
quire sufficiently large annotated datasets. In
the last years, different datasets were pub-
lished, mainly for English. In this paper, we
present a new dataset for Portuguese, which
has not been in focus so far. The dataset is
composed of 5,668 tweets. For its annota-
tion, we defined two different schemes used
by annotators with different levels of exper-
tise. First, non-experts annotated the tweets
with binary labels (‘hate’ vs. ‘no-hate’). Then,
expert annotators classified the tweets follow-
ing a fine-grained hierarchical multiple label
scheme with 81 hate speech categories in to-
tal. The inter-annotator agreement varied from
category to category, which reflects the insight
that some types of hate speech are more sub-
tle than others and that their detection depends
on personal perception. The hierarchical an-
notation scheme is the main contribution of the
presented work, as it facilitates the identifica-
tion of different types of hate speech and their
intersections. To demonstrate the usefulness
of our dataset, we carried a baseline classifica-
tion experiment with pre-trained word embed-
dings and LSTM on the binary classified data,
with a state-of-the-art outcome.

1 Introduction

The Internet is the source of an immense variety
of knowledge repositories (Wikipedia, Wordnet,
etc.) and applications (YouTube, Reddit, Twit-
ter, etc.) that everybody can access and take ad-
vantage of; it is also the communication forum
of our time and the most important instrument to
ensure freedom of speech. It allows us to freely
state and disseminate our view on any private or
public matter to vast audiences. But unfortunately
it also opens the door to manipulation of masses

and defamation of specific individuals or groups of
people. One of these observed negative phenom-
ena is the propagation of hate speech. Hate speech
leads to a negative self-image and social exclu-
sion of the targeted individuals, groups or popu-
lations, and incites violence against them. A clear
example of the extreme harm that can be caused
by hate speech is the 1994 Rwandan genocide;
see Schabas (2000) for a detailed analysis. The
detection of online hate speech is thus a press-
ing problem that calls for solutions. Over the
last decade, a considerable number of supervised
machine learning-based works tackled the prob-
lem. Most of them focused on English (Waseem
and Hovy, 2016; Davidson et al., 2017; Nobata
et al., 2016; Jigsaw, 2018), see also the overview
by Schmidt and Wiegand (2017). As a result, also
many more annotated datasets, which are the pre-
condition for the use of supervised machine learn-
ing, are available for English (e.g., Waseem and
Hovy (2016); Davidson et al. (2017); Nobata et al.
(2016); Jigsaw (2018)) than for other languages.
However, hate speech is not a phenomenon that
is observed only in English discourse; it is notori-
ous in online media in other languages as well; cf.,
e.g., Spanish (Fersini et al., 2018), Italian (Poletto
et al., 2017; Sanguinetti et al., 2018), or German
(Ross et al., 2016).

In this work, we aim to contribute to the field
of hate speech detection. Our contribution is
twofold: (i) diversification of the research on
hate speech by provision of a new dataset of
hate speech in another language than English,
namely Portuguese; (ii) introduction of a novel
fine-grained hate speech typology that improves
on the common state-of-the-art used typologies,
which tend to disregard the existence of subtypes
of hate speech and either consider hate speech
recognition as a binary classification task, or take
into account only a few classes, such as ‘racism’
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and ‘sexism’ (Waseem and Hovy, 2016) – despite
the fact that such broad distinctions unduly over-
generalize. For instance, by classifying discrimi-
nation against both black people and refugees sim-
ply as ‘racism’, we ignore that in this case, dif-
ferent characteristics with a different motivation
are targeted (also reflected in a different language
style). In particular, we compile and annotate
a new dataset composed of 5,668 tweets in Por-
tuguese, which is one of the most commonly-used
languages online (Fox, 2013). Two types of an-
notations are carried out. For the first, non-expert
annotators classify the messages in a binary fash-
ion (‘hate’ vs. ‘no-hate’). For the second, we
build a multilabel hate speech hierarchical anno-
tation schema with 81 hate categories in total1. To
demonstrate the usefulness of our dataset, we car-
ried a baseline classification experiment with pre-
trained word embeddings and LSTM on the binary
classified data, with a state-of-the-art outcome.

The remainder of the paper is structured as fol-
lows: Section 2 reviews the literature. Section 3
describes our crawling procedure. In Section 4, we
present the two annotation schemas we work with:
the binary and the hierarchical schema. Section 5
discusses a baseline hate speech experiment that
we carried out to validate our new dataset. Sec-
tion 6 presents some ethical considerations of this
work. In Section 7, finally, the conclusions of our
work are presented.

2 Related Work

2.1 Hate Speech Concepts
Fortuna and Nunes (2018) analyze and compare
several aggression-related concepts. As a result of
their analysis, they present the following definition
of hate speech:

“Hate speech is language that attacks or dimin-
ishes, that incites violence or hate against groups,
based on specific characteristics such as physi-
cal appearance, religion, descent, national or eth-
nic origin, sexual orientation, gender identity or
other, and it can occur with different linguistic
styles, even in subtle forms or when humour is
used.”

We adopted this definition in our work. Our
work has also been inspired by the taxonomy pro-
vided by Salminen et al. (2018), which includes 29
hate categories characterized in terms of hateful
language, target, and sub-target types. To create

1https://github.com/paulafortuna/Port
uguese-Hate-Speech-Dataset

their taxonomy, Salminen et al. followed an iter-
ative and qualitative procedure called “open cod-
ing” (Glaser and Strauss, 2017).

There are obvious similarities between Salmi-
nen et al.’s approach and ours. However, there
are also some significant differences. The first dif-
ference concerns the underlying definition of hate.
While they use the very generic definition “hateful
comments toward a specific group or target”, the
definition we adopt is more specific (cf. above).
This leads to differences in the taxonomy. For
instance, they introduce ‘hate against media’ and
‘hate against religion’, which is hate against ab-
stract entities and not considered by us. Addition-
ally, they merge in the same hate speech taxonomy
the targets of hate and the type of discourse. In our
case, we focus on the targets of hate speech only.

2.2 Dataset Annotation
Several hate speech datasets are publicly avail-
able, e.g., for English (Waseem and Hovy, 2016;
Davidson et al., 2017; Nobata et al., 2016; Jigsaw,
2018), Spanish (Fersini et al., 2018), Italian (Po-
letto et al., 2017; Sanguinetti et al., 2018), German
(Ross et al., 2016), Hindi (Kumar et al., 2018),
and Portuguese (de Pelle and Moreira, 2017). In
this section, we analyze the data collection strat-
egy, the annotation method and the dataset prop-
erties of three representative hate speech datasets:
the Hate speech, Racism and Sexism dataset by
Waseem and Hovy (2016), the Offensive Lan-
guage Dataset by Davidson et al. (2017), and the
Portuguese News Comments dataset by de Pelle
and Moreira (2017). We have chosen the first two
because they are the most widely used datasets for
English hate speech automatic classification. They
show how Twitter can be used to retrieve infor-
mation and how to conduct the manual classifica-
tion relying on both expert and non-expert annota-
tors. The third is another annotated and published
dataset for Portuguese, which is rather different
from ours.

Hate speech, Racism and Sexism Dataset.
This dataset2 (Waseem and Hovy, 2016) contains
16,914 tweets in English, which were classified by
two annotators using the classes “Racism”, “Sex-
ism” and “Neither”. Regarding the tweet collec-
tion, an initial manual search was conducted on
Twitter to collect common slurs and terms related
to religious, sexual, gender, and ethnic minorities.

2https://github.com/ZeerakW/hatespeech
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The authors identified frequently occurring terms
in tweets that contain hate speech and used those
terms to retrieve more messages. The messages
were then annotated by the main researcher, to-
gether with a gender studies student; in total, 3,383
tweets as sexist, 1,972 as racist, and 11,559 as nei-
ther sexist nor racist. The inter-annotator agree-
ment had a Cohen’s Kappa of 0.84. The authors of
the study concluded that the use of n-grams pro-
vides good results in the task of automatic hate
speech detection, and adding demographic infor-
mation leads to little improvement in the perfor-
mance of the classification model.

Offensive Language Dataset. Davidson et al.
(2017) annotated a dataset3 with 14,510 tweets in
English, using the classes “Hate”, “Offensive” and
“Neither”. Regarding the collection of the mes-
sages, they started with an English hate speech
lexicon compiled by Hatebase.org, searching for
tweets that contained terms from this lexicon. The
outcome was a collection of tweets written by
33,458 Twitter users. The collected tweets were
completed by further follow-up tweets of these
users, which resulted in a corpus of 85.4 million
tweets. Finally, from this corpus, a random sample
of 25,000 tweets containing terms from the lex-
icon has been extracted and manually annotated
by CrowdFlower workers. Three or more work-
ers from CrowdFlower annotated each message.
The majority voting was used to assign a label to
each tweet. Tweets that did not have a majority
class were discarded. This resulted in a sample of
24,802 labeled tweets. The inter-annotator agree-
ment score provided by CrowdFlower was 92%.
However, a total percentage of only 5% of tweets
were labeled as hate speech by the majority of the
workers.

Portuguese News Comments Dataset. de Pelle
and Moreira (2017) collected a dataset4 with 1,250
random comments from the Globo news site on
politics and sports news. Each comment was
annotated by three annotators, who were asked
to indicate whether it contained ‘racism’, ‘sex-
ism’, ‘homophobia’, ‘xenophobia’, ‘religious in-
tolerance’, or ‘cursing’. ‘Cursing’ was the most
frequent label, while the other labels had few in-
stances in the corpus. Regarding the annotator

3https://github.com/t-davidson/hate-s
peech-and-offensive-language

4https://github.com/rogersdepelle/Off
ComBR

agreement, the value was 0.71.
In comparison to this work, the dataset that we

have compiled provides more data and is not re-
stricted to specific topics. Additionally, our anno-
tation focuses only on hate speech, instead of gen-
eral offensive content. We also use and provide a
complete labeling schema.

Compared to the previous two datasets, our sec-
ond annotation schema is considerably more fine-
grained. As we will see below, our annotation pro-
cedure with the fine-grained schema is similar to
that of Waseem and Hovy (2016).

2.3 Classification methods
Different studies conclude that deep learning ap-
proaches outperform classical machine learning
algorithms in the task of hate speech detection;
see, e.g., Mehdad and Tetreault (2016); Park and
Fung (2017); Del Vigna et al. (2017); Pitsilis et al.
(2018); Founta et al. (2018); Gambäck and Sikdar
(2017). For instance, Badjatiya et al. (2017) com-
pare the use of different types of neural networks
(CNN, LSTM) and deep learning libraries such as
FastText with the use of classical machine learn-
ing techniques and experiment with different types
of word embeddings. The setup that achieved
the best performance consists of the combination
of deep techniques with standard ML classifiers,
and more precisely, of embeddings learned by an
LSTM model, combined with gradient boosted de-
cision trees. We will follow a similar methodology
for classification.

3 Message Collection

Our overall approach to message collection is out-
lined in Figure 1. In what follows, we introduce in
detail the individual steps.

Use of Keywords and Profiles. We used Twit-
ter’s search API for keywords and profiles because
both can be complementary as message sources.
With the first, we access a wider range of tweets
from different profiles, but we restrict the search
to specific words or expressions that indicate hate.
With the second, we obtain more spontaneous
discourse, but from a more restricted number of
users:

• Hate-related keywords: We used Twitter’s
API search feature to look for keywords and
hashtags related to hate speech, such as fufas,
sapatão ‘dyke’ or #LugarDeMulherENaCoz-
inha ‘#womensPlaceIsInTheKitchen’.
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Figure 1: Method for message collection.

• Hate-related profiles: Using the profile
search API, we query with words like ódio
‘hate’, discurso de ódio ‘hate speech’ and
ofensivo ‘offensive’ in order to find accounts
that post hateful messages. In Portuguese,
there are social media users whose profile
is built specifically for sharing hateful con-
tent against certain minorities. We collect the
messages from those accounts with the ex-
pectation to find hate speech messages. This
search also allowed us to find counter hate
profiles. Those also use the same words in
their description. It seemed adequate to keep
these profiles because they reproduce hate
speech messages from other users.

We looked at 29 specific profiles and used 19 key-
words and ten hashtags in a total for 58 search
instances.5 The goal has been to be exhaustive
and cover different types of discrimination, based
on religion, gender, sexual orientation, ethnicity,
and migration. We compiled this collection of
search instances because there was no specific
hate speech lexicon available for Portuguese, e.g.,
Hatebase contains generic hate (Hatebase, 2019).

Crawling. We used R to crawl content with re-
spect to both keywords and profiles content on the
8th and 9th of March of 2017. A total of 42,930
messages were collected.

Tweet Filtering. We kept tweets categorized
by Twitter as written in Portuguese. We elimi-
nated repetitions and retweets from already col-
lected messages to avoid duplication and removed
HTML tags and messages with less than three
words.

Tweet Sampling. The procedure previously de-
scribed resulted in 33,890 tweets. We noticed that
the search instances returned several tweets from
different magnitudes (e.g., some profiles had only
around 30 messages while others had more than

5We use the term “search instance” to refer to profiles,
keywords or hashtags used for the Twitter search.

3,000). We decided then to use a maximum of 200
tweets per search instance in order to keep a more
diverse source of tweets.

Final Dataset. Our final dataset contains 5,668
tweets, containing content from 1,156 different
users. The majority of the tweets (more than 95%)
are from January, February, and March of 2017.

4 Annotation of Hate Speech

In what follows, we present the annotation proce-
dures for binary hate speech and hierarchical hate
speech annotation.

4.1 Binary annotation
Three annotators classified every message. 18 Por-
tuguese native speakers (Information Science stu-
dent volunteers) were given annotation guidelines
to perform the task (cf. Appendix A.1). All of
them received an equivalent number of messages.
The annotation was binary and the annotators had
to label each message as ‘hate speech’ or ‘not hate
speech’.

To check the agreement between the three clas-
sifications of every message, we used Fleiss’s
Kappa (Fleiss, 1971). We observed a low agree-
ment with a value of K = 0.17. We think that this
low value is the result of relying exclusively on
non-expert annotators for classifying hate speech.
For instance, in Waseem and Hovy (2016), the two
annotators were the author of the study plus a gen-
der studies student. On the other hand, the two
other studies mentioned in Section 2 (de Pelle and
Moreira, 2017; Davidson et al., 2017), are more
generic in that they do not focus exclusively on
hate speech (as we do), but rather consider offen-
sive speech in general, which includes insults that
are more explicit and easier to recognize, while
hate speech is subtler and more difficult to iden-
tify.

For our final annotation, we applied the ma-
jority vote, which resulted in a dataset in which
31.5% of the messages are annotated as ‘hate
speech’.
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4.2 Hierarchical annotation

When studying hate speech, it is possible to dis-
tinguish between different categories of it, like
‘racism’, ‘sexism’, or ‘homophobia’. A more fine-
grained view can be useful in hate speech classi-
fication because each category has a specific vo-
cabulary and ways to be expressed, such that cre-
ating a language model for each category may be
helpful to improve the automatic detection of hate
speech (Warner and Hirschberg, 2012).

Another phenomenon we can observe when an-
alyzing different categories of hate speech is their
intersectionality. This concept appeared as an an-
swer to the historical exclusion of black women
from early women’s rights movements often con-
cerned with the struggles of white women alone.
Intersectionality brings attention to the experi-
ences of people who are subjected to multiple
forms of discrimination within a society (e.g., be-
ing woman and black) (Collins, 2015). Waseem
(2016) introduce a hate speech labeling scheme
that follows an intersectional approach. In ad-
dition to ‘racism’, ‘sexism’, and ‘neither’, they
use the label “both” arguing that the intersection
of multiple oppression categories can differ from
the forms of oppression it consists of (Crenshaw,
2018).

To better take into account different hate speech
categories from an intersectional perspective, we
approach the definition of the hate speech annota-
tion schema in terms of a hierarchical structure of
classes.

4.2.1 Hate speech and hierarchical
classification

In hierarchical classification, there is a structure
defining the hierarchy between the categories of
the problem (Dumais and Chen, 2000). This is
opposed to flat classification, where categories are
treated in isolation. Several structures can be used
to represent a hierarchy of classes. One of them is
a Rooted Directed Acyclic Graph (rooted DAG),
where each class corresponds to a node and can
have more than one parent. Another property of
this graph is that documents can be assigned to
terminal categories and to non-terminal node cat-
egories alike (Hao et al., 2007). In the specific
case of hate speech classification, we propose to
use a rooted DAG in order to be able to cover hate
speech subtypes and their intersections, as exem-
plified in Figure 2. The graph of classes has the

following properties:

• The ‘hate speech’ class corresponds to the
root of the graph.

• If hate speech can be divided into several
types of hate, several nodes descend from the
root node. This gives rise to the second level
of classes (Table 1) according to the targets
of the hate (e.g., ‘racism’, ‘homophobia’, and
‘sexism’).

• This second level of nodes can also be di-
vided into subgroups of targets. For instance,
racist messages can be targeted against black
people, Chinese people, Latinos, etc.

• The division of classes can continue until we
do not find more distinct groups, resulting in
a terminal node.

• The lower nodes of the graph inherit the
classes from the upper nodes, up to the root.

• The lower nodes of the graph can have one
or more parents. In the second case, this
gives rise to a class that intersects the parent
classes.

• Instances are classified according to a multi-
label approach and can belong to classes as-
signed to both terminal and/or non-terminal
nodes.

Class Definition

Sexism Hate speech based on gender. Includes
hate speech against woman.

Body Hate speech based on body, such as fat,
thin, tall or short people.

Origin Hate speech based on the place of origin.
Homophobia Hate speech based on sexual orientation.
Racism Hate speech based on ethnicity.

Ideology Hate speech based on a person’s ideas,
such as feminist or left wing ideology.

Religion Hate speech based on religion.

Health Hate speech based on health conditions,
such as against disabled people.

Other-Lifestyle Hate speech based on life habits, such as
vegetarianism.

Table 1: Direct subtypes of the ‘hate speech’ type.

This annotation schema has several advantages
compared to standard binary or disjoint flat clas-
sification. Firstly, it models in a better way the
relationships between different subtypes of hate
speech. Additionally, it preserves rare classes,
while signaling them as part of more generic
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Figure 2: Part of the rooted directed acyclic graph used
for hate speech classification.

classes. For instance, with this classification, we
can use a message to build a model for predicting
sexism even if the message was cataloged as ‘hate
against fat women’. Finally, with this approach,
it is possible to study each subtype of hate speech
individually or in relation to others, depending on
the goal of the study.

In the next subsection, we outline the hierar-
chical annotation procedure conducted with the
dataset described in Section 3, which comple-
ments the non-expert annotation.

4.2.2 Building the hierarchy of hate speech
Similarly to Salminen et al. (2018), we use for
the annotation a data-driven approach based on an
open coding methodology. This means that we it-
eratively protocol the different classes as they ap-
pear in the dataset while we read and classify the
data. The classification hierarchy is then built by
creating and reorganizing categories until all avail-
able data was analyzed. For this annotation, we
applied an intersectional approach by enumerating
all the possible groups cited in our dataset, no mat-
ter their frequency (e.g., ‘feminist men’ appears
only once).

Based on all instances of the dataset, the hierar-
chy of classes was built by one researcher working
in the area of automatic detection of hate speech,
with training in social psychology. Then, the same
researcher classified all the dataset messages using
the hierarchical class structure.

4.2.3 Agreement between annotators
For verifying the validity of this annotation proce-
dure, a second annotator classified 500 messages.
Then, we used Cohens Kappa (Gamer et al., 2012)
for checking the agreement between both. We

observed K = 0.72. We also consider the agree-
ment of the annotators by type of hate speech.
We ranked the classes by the best agreement and
removed the classes with only one instance for
any of the annotators. We found diverse values
in the different categories (Table 2), which points
out that some specific types of hate speech can be
more difficult to classify than others.

Classes K Annotator 1 Annotator 2
Lesbians 0.879 59 53
Health 0.856 3 4
Homofobia 0.823 69 61
Disabled people 0.799 2 3
Refugees 0.763 13 13
Migrants 0.751 15 14
Sexism 0.669 134 104
Trans women 0.662 6 9
Men 0.657 12 15
Women 0.642 109 75
Fat women 0.637 30 16
Body 0.637 32 17
Fat people 0.637 32 17
Ideology 0.609 14 15
Feminists 0.581 13 14
Hate speech 0.569 245 213
Racism 0.501 18 13
Religion 0.493 5 11
Black people 0.435 11 7
Origin 0.329 3 3
Islamists 0.329 2 10
Gays 0.300 4 9
Ugly women 0.276 24 4

Table 2: Annotator agreement by class, with the num-
ber of messages annotated by each annotator.

4.3 Hierarchical dataset

After the annotation phase, we obtain a multi-
labeled dataset with 22% of hate speech instances.
The resulting hierarchy, the node depth (ND) and
class frequencies (Freq) are presented in Table 3.
As expected, the classes corresponding to nodes
with a higher depth tend to have a smaller fre-
quency. Note that our schema also identifies cate-
gories that are less commonly mentioned in hate
speech classification experiments, among them,
e.g., ‘fat people’, ‘fat women’, ‘ugly people’,
‘ugly women’, ‘men’, ‘feminists’, ‘people with
left-wing ideology’. Some of them (such as, e.g.,
‘men’) may look neutral at the first glance, but,
in reality, they group messages whose vocabulary
and language style reflect negative expectations to-
wards the corresponding collective (in the case of
men those expectations reflect toxic masculinity
norms).
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Class ND Parent nodes Freq Class ND Parent nodes Freq
Hate speech 0 - 1228 Ageing 1 Hate speech 4
Sexism 1 Hate speech 672 Angolans 3 Africans 4
Women 2 Sexism 544 Nordestines 3 Rural people, Brazilians 4
Homophobia 1 Hate speech 322 Chinese 3 Asians 3
Homossexuals 2 Homophobia 288 Homeless 2 Other/Lifestyle 3
Lesbians 3 Homossexuals, Woman 248 Arabic 2 Origin 2
Body 1 Hate speech 164 Bissexuals 2 Homophobia 2
Fat people 2 Body 160 Blond women 2 Women, Body 2
Fat women 3 Women, Fat people 153 East europeans 2 Origin 2
Ugly people 2 Body 131 Jews 2 Religion 2
Ugly women 3 Women, Ugly people 130 Jornalists 2 Other/Lifestyle 2
Racism 1 Hate speech 94 Old people 2 Ageing 2
Ideology 1 Hate speech 92 Thin people 2 Body 2
Migrants 1 Hate speech 82 Thin women 3 Women, Thin people 2
Men 2 Sexism 70 Vegetarians 2 Other/Lifestyle 2
Refugees 2 Migrants 70 White people 2 Racism 2
Feminists 2 Ideology, Sexism 65 Young people 2 Ageing 2
Gays 3 Homossexuals 56 Agnostic 2 Ideology 1
Black people 2 Racism 52 Argentines 3 Latins 1
Religion 1 Hate speech 30 Autists 2 Health 1
Left wing ideology 2 Ideology 26 Brazilian women 3 Women, South Americans 1
Origin 1 Hate speech 26 Egyptians 3 Arabic 1
Trans women 3 Women, Transexuals 26 Football players women 2 Women, Other/Lifestyle 1
OtherLifestyle 1 Hate speech 20 Gamers 2 Other/Lifestyle 1
Islamists 2 Religion 17 Homeless women 3 Women, Homeless 1
Immigrants 2 Migrants 15 Indigenous 2 Racism 1
Transexuals 2 Sexism 14 Iranians 3 Arabic 1
Muslims 2 Religion 11 Japaneses 3 Asians 1
Black Women 3 Women, Black people 8 Men Feminists 3 Feminists, Men 1
Criminals 2 Other/Lifestyle 8 Mexicans 3 Latins 1
Latins 2 Racism, Origin 7 Muslim women 3 Muslims, Women 1
Health 1 Hate speech 6 Old women 3 Women, Old people 1
Rural people 2 Origin 6 Polyamorous 2 Other/Lifestyle 1
Travestis 3 Women 6 Poor people 2 Other/Lifestyle 1
Aborting women 3 Women 5 Russians 3 East europeans 1
Asians 2 Racism, Origin 5 Sertanejos 3 Rural people, Brazilians 1
Brazilians 3 South Americans 5 Street artists 2 Other/Lifestyle 1
Disabled people 2 Health 5 Ucranians 3 East europeans 1
South Americans 2 Origin 5 Venezuelans 3 Latins 1
Africans 2 Origin 4

Table 3: Hate subclasses (Class) and respective parent categories (Parent nodes) sorted by frequency (Freq). Infor-
mation of the node depth is also provided (ND).

5 Binary classification experiment

In order to obtain a first indicator of the usefulness
of our dataset, we carry out a preliminary binary
classification experiment.

5.1 Methodology

To perform the experiment, we use 10-fold cross-
validation (Chollet, 2017), combined with holdout
validation, in which one part of the data is used for
cross-validation and parameter tuning with grid
search and the other part of unseen data is then
used for testing.

As already Badjatiya et al. (2017), we pro-
vide our source code 6. We use Python 3.6,
Keras (Chollet et al., 2015), Gensim (Řehůřek and
Sojka, 2010) and Scikit-learn (Pedregosa et al.,
2011) as main libraries. The following subsections
describe how we implement each step performed
by our system.

6https://github.com/paulafortuna/SemE
val_2019_public

Text pre-processing As far as text pre-
processing is concerned, we remove stop words
using Gensim, and punctuation using the default
string library and transform all tokens in the
tweets to lower case.

Feature extraction: Regarding the features
in our experiment, we use pre-trained Glove
word embeddings with 300 dimensions for Por-
tuguese (Hartmann et al., 2017). Methods pro-
vided by Keras are then used to map each token
in the input to an embedding.

Classification: For classification, we use a deep
learning model, namely LSTMs, in an architecture
as already proposed by Badjatiya et al. (2017).
The architecture contains an embedding Layer
with the weights from the word embeddings ex-
traction procedure, an additional LSTM layer with
50 dimensions, and dropouts at the end of both
layers. As loss function, we used binary cross-
entropy and for optimization Adam, 10 epochs and
128 for batch size. With this model, we classify
data into binary classes, and we save the last layer
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before the classification to extract 50 dimensions
as input to the xgBoost algorithm,7 which is a gra-
dient boosting implementation from the Python li-
brary (Chen and Guestrin, 2016).

For xgBoost, the default parameter setting has
been used, except for ‘eta’ and ‘gamma’. In this
case, we conducted a grid search combining sev-
eral values of both (eta: 0, 0.3, 1; and gamma: 0.1,
1, 10) in order to obtain the optimal eta and gamma
settings. Figure 3 shows a graphical representation
of our model.

Raw data

Pre­trained
Word

Embeddings

LSTM  
last layer

xgBoost 

Figure 3: Classification method used as baseline for
binary hate speech classification with the Portuguese
dataset.

5.2 Results
In this section, we present the results of our
classification experiment for classification of hate
speech in Portuguese. Table 4 shows the base-
line results of the LSTM-based model on our new
dataset. We provide the cross validation and test
set F1 scores and also the number of instances we
used in each of these (N). The results show a state-
of-the-art outcome. We can thus assume that even
if annotated merely in terms of basic binary (‘hate’
vs. ‘not hate speech’) labels, our dataset already
constitutes a valid hate speech resource.

6 Ethical considerations

Regarding the ethical aspects of this study, we
took into consideration the privacy of the authors
of the collected messages. However, we acknowl-
edge the limitations of our sampling procedure
when studying online hate speech. The data was

7We also experimented with higher dimensionality, but
this did not improve the performance of the classifier.

Hate speech dataset (PT)
CV f1-score 0.78
training data (N) 5099
test set f1-score 0.72
testing data (N) 567

Table 4: Results of Portuguese hate speech classifica-
tion with the new dataset presented in this paper for bi-
nary classification. We provide the micro-averaged F1
scores and also the number of instances used in each of
the datasets (N).

anonymized by omitting the tweet id. As a con-
sequence, it is possible to reach the original tweet
and user only by a search for the exact text of the
tweet. To also prevent this, we make our dataset
available in GitHub only for research purposes
under the condition that no such a search is per-
formed. A disclaimer is attached, stating that any
attempt to violate the privacy of Twitter users is
against the established usage conditions, and that
the authors of this paper cannot be made liable for
this violation.

As far as the quality of the data collection is
concerned, sampling bias may have been intro-
duced. Firstly, because Twitter API was used and
this provides only a subset of the all posted data in
the platform. Secondly, we use a set of keywords
and crawl profiles based on our decision criteria,
as explained in Section 3. However, we do not
aim to have a representative sample of online hate
speech on Twitter. We consider that for building a
dataset with examples of hate speech, our method
is adequate, and that we could find diverse hate
speech instances belonging to 80 different classes.

7 Conclusions and Future Work

In this work, we built a Portuguese dataset for re-
search in hate speech detection.

To gather our data, we crawled Twitter for mes-
sages and manually annotated them using guide-
lines. Firstly, we developed a method for binary
classification using the classification of three an-
notators per message as ground truth. With this
dataset, we conducted a baseline classification ex-
periment using pre-trained word embeddings and
LSTM, achieving very competitive performance.

Furthermore, we provided a hate speech hier-
archical labeling schema that integrates the com-
plexity of hate speech subtypes and their intersec-
tions. This allowed us to find out that distinct types
of hate speech present different agreement lev-
els between annotators. Therefore, future guide-
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lines for annotation may benefit from specifying
the particularities of the different subtypes of hate
speech.

As far as future work is concerned, in the con-
text of the annotation procedure, the agreement
between annotators can still be improved. We
think that the subjectivity of the task makes the
learning process challenging and more specific
training is necessary for the annotators. Addition-
ally, based on our experiment, we suggest that fu-
ture data collection procedures should assure sam-
pling of different subtypes of hate to improve the
identification of less common subtypes.

Finally, in future explorations of this dataset,
we will experiment with multilabel classification
of hate speech to identify not only whether a mes-
sage contains hate, but also the targeted groups.
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A Appendices

A.1 Non-expert annotators guidelines
translated to English

Analyse the tweets from the first set and evaluate
if according* to your opinion, these tweets contain
hate speech.

For every tweet, mark manually with 1 or 0 if
you think the tweet contains or not hate, respec-
tively, accordingly with Table 5.

Tweet HS A
Black people should go back to their land!! 1 A
Meat and black beans are delicious! 0 A
Muslim people are terrorists! 1 A

Table 5: Hate speech (HS) annotation examples with
respective annotator (A) in English.
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†Université Côte d’Azur, CNRS, Inria, I3S, France
{menini,moretti,satonelli}@fbk.eu

{michele.corazza}@inria.fr
{elena.cabrio,serena.villata}@unice.fr

Abstract

Social media platforms like Twitter and Insta-
gram face a surge in cyberbullying phenom-
ena against young users and need to develop
scalable computational methods to limit the
negative consequences of this kind of abuse.
Despite the number of approaches recently
proposed in the Natural Language Process-
ing (NLP) research area for detecting different
forms of abusive language, the issue of identi-
fying cyberbullying phenomena at scale is still
an unsolved problem. This is because of the
need to couple abusive language detection on
textual message with network analysis, so that
repeated attacks against the same person can
be identified. In this paper, we present a sys-
tem to monitor cyberbullying phenomena by
combining message classification and social
network analysis. We evaluate the classifica-
tion module on a data set built on Instagram
messages, and we describe the cyberbullying
monitoring user interface.

1 Introduction

The presence on social networks like Twitter,
Facebook and Instagram is of main importance for
teenagers, but this may also lead to undesirable
and harmful situations. We refer to these forms
of harassment as cyberbullying, i.e., ‘an aggres-
sive, intentional act carried out by a group or an
individual, using electronic forms of contact, re-
peatedly and over time against a victim who can-
not easily defend him or herself’ (Smith et al.,
2008). In online social media, each episode of on-
line activity aimed at offending, menacing, harass-
ing or stalking another person can be classified as
a cyberbullying phenomenon. This is connected
even with concrete public health issues, since re-
cent studies show that victims are more likely to
suffer from psycho-social difficulties and affective
disorders (Tokunaga, 2010).

Given its societal impact, the implementation of
cyberbullying detection systems, combining abu-
sive language detection and social network anal-
ysis, has attracted a lot of attention in the last
years (Tomkins et al., 2018; Hosseinmardi et al.,
2015a; Ptaszynski et al., 2015; Dinakar et al.,
2012). However, the adoption of such systems in
real life is not straightforward and their use in a
black box scenario is not desirable, given the nega-
tive effects misleading analyses could have on po-
tential abusers and victims. A more transparent
approach should be adopted, in which cyberbul-
lying identification should be mediated by human
judgment.

In this paper, we present a system for the mon-
itoring of cyberbullying phenomena on social me-
dia. The system aims at supporting supervising
persons (e.g., educators) at identifying potential
cases of cyberbullying through an intuitive, easy-
to-use interface. This displays both the outcome
of a hate speech detection system and the network
in which the messages are exchanged. Supervis-
ing persons can therefore monitor the escalation of
hateful online exchanges and decide whether to in-
tervene or not, similar to the workflow introduced
in Michal et al. (2010). We evaluate the NLP clas-
sifier on a set of manually annotated data from In-
stagram, and detail the network extraction algo-
rithm starting from 10 Manchester high schools.
However, this is only one possible use case of
the system, which can be employed over different
kinds of data.

2 Network Extraction

Since cyberbullying is by definition a repeated at-
tack towards a specific victim by one or more bul-
lies, we include in the monitoring system an algo-
rithm to identify local communities in social net-
works and isolate the messages exchanged only

105



within such communities. In this demo, we focus
on high-schools, but the approach can be extended
to other communities of interest. Our case study
concerns the network of Manchester high-school
students, and we choose to focus on Instagram,
since it is widely used by teenagers of that age.

Reconstructing local communities on Instagram
is a challenging task. Indeed, differently from how
other social networks operate (e.g., Facebook), In-
stagram does not provide a page for institutions
such as High Schools, that therefore need to be
inferred. To overcome this issue, and to identify
local communities of students, we proceed in two
steps that can be summarised as follow:

• Expansion stage. We start from few users
that are very likely to be part of the local high
school community, and we use them to iden-
tify an increasing number of other possible
members expanding our network coverage.

• Pruning stage. We identify, within the large
network, smaller communities of users and
we isolate the ones composed by students.
For these, we retrieve the exchanged mes-
sages in a given period of time (in our case,
the ongoing school year), which will be used
to identify abusive messages.

2.1 Expansion Stage
In this stage, we aim to build an inclusive net-
work of people related to local high schools. Since
schools do not have an Instagram account, we de-
cide to exploit the geo-tagging of pictures. We
manually define a list of 10 high schools from
Manchester, and we search for all the photos as-
sociated with one of these locations by matching
the geo-tagged addresses.

Given that anyone can tag a photo with the ad-
dress of a school, this stage involves not only
actual students, but also their teachers, parents,
friends, alumni and so on. The reason to adopt this
inclusive approach is that not every student is di-
rectly associated with his/her school on Instagram
(i.e., by sharing pictures in or of the school), there-
fore we need to exploit also their contacts with
other people directly related to the schools. We re-
strict our analysis to pictures taken from Septem-
ber 2018 on to focus on the current school year and
obtain a network including actual students rather
than alumni.

With this approach, we identify a first layer of
756 users, corresponding to the authors of the pho-

Figure 1: Network obtained starting from 10 Manch-
ester schools and expanding +2 layers

tos tagged in one of the 10 schools. Starting from
these users, we expand our network with a broader
second layer of users related to the first ones. We
assume that users writing messages to each other
are likely to be somehow related, therefore we in-
clude in the network all users exchanging com-
ments with the first layer of users in the most re-
cent posts. In this step, we do not consider the
connections given by likes, since they are prone
to introduce noise in the network. With this step
we obtain a second layer of 17,810 users that we
consider related to the previous ones as they in-
teract with each other in the comments. Using
the same strategy, we further expand the network
with a third layer of users commenting the con-
tents posted by users in the second layer. It is in-
teresting to notice that in the first layer of users, i.e.
the ones directly related to the schools, the groups
of users associated with each school are well sep-
arated. As soon as we increase the size of the net-
work with additional layers, user groups start to
connect to each other through common “friends”.

We stop the expansion at a depth of three lay-
ers since additional layers would exponentially in-
crease the number of users. At the end of the ex-
pansion stage, we gather a list of 544,371 unique
users obtained from an exchange of 1,539,292
messages. The resulting network (Figure 1) is gen-
erated by representing each user as a node, while
the exchanged messages correspond to edges.
Each edge between two users is weighted accord-
ing to the number of messages between the two.
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2.2 Pruning Stage

After generating a large network of users starting
from the list of schools, the following step consists
in pruning the network from unnecessary nodes by
identifying within the network smaller communi-
ties of high school students and teenagers. These
communities define the scenario in which we want
to monitor the possible presence of cyberbullying.
To identify local communities, we proceed incre-
mentally dividing the network into smaller por-
tions. For this task, we apply the modularity func-
tion in Gephi (Blondel et al., 2008), a hierarchi-
cal decomposition algorithm that iteratively opti-
mizes modularity for small communities, aggre-
gating then nodes of the same community to build
a new network.

Then, we remove the groups of people falling
out of the scope of our investigation by automati-
cally looking for geographical or professional cues
in the user biographies. For example, we remove
nodes that contain the term blogger or photogra-
pher in the bio, and all the nodes that are only con-
nected to them in the network. This step is done
automatically, but we manually check the nodes
that have the highest centrality in the network be-
fore removing them, so as to ensure that we do not
prune nodes of interest for our use case.

We then run again the modularity function to
identify communities among the remaining nodes.
Finally, we apply another pruning step by looking
for other specific cues in the user bios that may
identify our young demographic of interest. In this
case, we define regular expressions to match the
age, year of birth or school attended, reducing the
network to a core of 892 nodes (users) and 2,435
edges, with a total of 14,565 messages (Figure 2).

3 Classification of abusive language

To classify the messages exchanged in the net-
work extracted in the previous step as containing
or not abusive language, we use a modular neu-
ral architecture for binary classification in Keras
(Chollet et al., 2015), which uses a single feed-
forward hidden layer of 100 neurons, with a ReLu
activation and a single output with a sigmoid acti-
vation. The loss used to train the model is binary
cross-entropy. We choose this particular architec-
ture because it proved to be rather effective and ro-
bust: we used it to participate in two shared tasks
for hate speech detection, one for Italian (Corazza
et al., 2018a) and one for German (Corazza et al.,

Figure 2: Manchester network after pruning

2018b), obtaining competitive results w.r.t. state-
of-the-art systems.

The architecture is built upon a recurrent
layer, namely a Long Short-Term Memory
(LSTM) whose goal is to learn an encoding de-
rived from word embeddings, obtained as the out-
put of the recurrent layer at the last timestep. We
use English Fasttext embeddings1 trained on Com-
mon Crawl with a size of 300. Concerning hy-
perparameters, our model uses no dropout and no
batch normalization on the outputs of the hidden
layer. Instead, a dropout on the recurrent units of
the recurrent layers is used (Gal and Ghahramani,
2016) with value 0.2. We select a batch size of 32
for training and a size of 200 for the output (and
hidden states) of the recurrent layers. Such hyper-
parameters and features have been selected from a
system configuration that performed consistently
well on the above mentioned shared tasks for hate
speech detection, both on Facebook and on Twitter
data.

4 Experimental setting and evaluation

Although our use case focuses on Instagram mes-
sages, we could not find available datasets from
this social network with annotated comments. The
widely used dataset used by (Hosseinmardi et al.,
2015b) has indeed annotations at thread level.

We therefore train our classification algorithm
using the dataset described in (Waseem and Hovy,
2016), containing 16k English tweets manually

1https://fasttext.cc/docs/en/
english-vectors.html
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Figure 3: Interface view for network exploration Figure 4: Interface view for hate speech monitoring

annotated for hate speech. More precisely, 1,924
are annotated as containing racism, 3,082 as con-
taining sexism, while 10,884 tweets are annotated
as not containing offensive language. We merge
the sexist and racist tweets in a single class, so that
5,006 tweets are considered as positive instances
of hate speech. As a test set, we manually anno-
tate 900 Instagram comments, randomly extracted
from the Manchester network, labeling them as
hate speech or not. Overall, the test set contains
787 non-offensive and 113 offensive messages.

We preprocess both data sets, given that hash-
tags, user mentions, links to external media and
emojis are common in social media interactions.
To normalize the text as much as possible while re-
taining all relevant semantic information, we first
replace URLs with the word “url” and “@” user
mentions with “username” by using regular ex-
pressions. We also use the Ekphrasis tool (Bazi-
otis et al., 2017) to split hashtags into sequences
of words, when possible.

The system obtained on the test set a micro-
averaged F1 of 0.823. We then run the classifier
on all messages extracted for the Manchester net-
work, and make the output available through the
platform interface.

5 Interface

The system2 relies on a relational database and
a tomcat application server. The interface is
based on existing javascript libraries such as C3.js
(https://c3js.org) and Sigma.js (http:

2A video of the demo is available at https:
//dh.fbk.eu/sites/dh.fbk.eu/files/
creepdemo_1.m4v

//sigmajs.org).
The platform can be used with two settings:

in the first one (Figure 3), the Manchester net-
work is displayed, with colors denoting different
sub-communities characterised by dense connec-
tions. By clicking on a node, the platform displays
the cloud of key-concepts automatically extracted
from the conversations between the given user
and her connections using the KD tool (Moretti
et al., 2015). This view is useful to understand
the size and the density of the network and to
browse through the topics present in the threads.
In the second setting (Figure 4), which can be ac-
tivated by clicking on “Show offensive messages”,
the communities are all colored in grey, while the
system highlights in red the messages classified as
offensive by the system described in Section 3.
By clicking on red edges it is possible to view
the content of the messages classified as offensive,
enabling also to check the quality of the classi-
fier. This second view is meant to support educa-
tors and stakeholders in monitoring cyberbullying
without focusing on single users, but rather keep-
ing an eye on the whole network and zooming in
only when hateful exchanges, flagged in red, are
escalating.

6 Discussion

The current system has been designed to support
the work of educators in schools, although it is
not meant to be open to everyone but only to spe-
cific personnel. For example, in Italy there must
be one responsible teacher to counter cyberbully-
ing in every school, and access to the system could
be given only to that specific person. For the same
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reason, the system does not show the actual user-
names but only placeholders, and the possibility
to de-anonymise the network of users could be ac-
tivated only after cyberbullying phenomena have
been identified, and only for the users involved in
such cases. Indeed, we want to avoid the use of
this kind of platforms for the continuous surveil-
lance of students, and prevent a malicious use of
the monitoring platform.

The system relies on public user profiles, and
does not have access to content that users want
to keep private. This limits the number of cyber-
bullying cases and hate messages in our use case,
where detected abusive language concerns less
than 1% of the messages, while a previous study
on students’ simulated WhatsApp chats around
controversial topics reports that 41% of the col-
lected tokens were offensive or abusive (Sprugnoli
et al., 2018). This limitation is particularly rele-
vant when dealing with Instagram, but the work-
flow presented in this paper can be potentially ap-
plied to other social networks and chat applica-
tions. Another limitation of working with Insta-
gram is the fact that the monitoring cannot hap-
pen in real time. In fact, the steps to extract and
prune the network require some processing time
and cannot be performed on the fly, especially
in case of large user networks. We estimate that
the time needed to download the data, extract the
network, retrieve and classify the messages and
upload them in the visualisation tool would be
around one week.

7 Conclusion

In this paper, we presented a platform to monitor
cyberbullying phenomena that relies on two com-
ponents: an algorithm to automatically detect on-
line communities starting from geo-referenced on-
line pictures, and a hate speech classifier. Both
components have been combined in a single plat-
form that, through two different views, allows ed-
ucators to visualise the network of interest and
to detect in which sub-communities hate speech
is escalating. Although the evaluation has been
carried out only on English, the system supports
also Italian, and will be showcased in both lan-
guages. In the future, we plan to improve the clas-
sifier performance by extending the Twitter train-
ing set with more annotated data from Instagram.
We will also experiment with cross-lingual strate-
gies to train the classifier on English datasets and

use it on other languages.
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Abstract

Hate speech and abusive language have be-
come a common phenomenon on Arabic so-
cial media. Automatic hate speech and abusive
detection systems can facilitate the prohibition
of toxic textual contents. The complexity, in-
formality and ambiguity of the Arabic dialects
hindered the provision of the needed resources
for Arabic abusive/hate speech detection re-
search. In this paper, we introduce the first
publicly-available Levantine Hate Speech and
Abusive (L-HSAB) Twitter dataset with the
objective to be a benchmark dataset for auto-
matic detection of online Levantine toxic con-
tents. We, further, provide a detailed review of
the data collection steps and how we design
the annotation guidelines such that a reliable
dataset annotation is guaranteed. This has been
later emphasized through the comprehensive
evaluation of the annotations as the annotation
agreement metrics of Cohen’s Kappa (k) and
Krippendorff’s alpha (α) indicated the consis-
tency of the annotations.

1 Introduction

With the freedom of expression privilege granted
to social media users, it became easy to spread
abusive/hate propaganda against individuals or
groups. Beyond the psychological harm, such
toxic online contents can lead to actual hate crimes
(Matsuda, 2018). This provoked the need for auto-
matic detection of hate speech (HS) and abusive
contents shared across social media platforms.

In (Nockleby, 2000), hate speech (HS) is for-
mally defined as “any communication that dispar-
ages a person or a group on the basis of some
characteristic such as race, color, ethnicity, gen-
der, sexual orientation, nationality, religion, or
other characteristic”. HS detection can be con-
ducted as a subtask of the abusive language detec-
tion (Waseem et al., 2017); yet, HS detection re-
mains challenging since it requires to consider the

correlation between the abusive language and the
potential groups that are usually targeted by HS
as per the definition of (Nockleby, 2000). Further
challenges could be met when HS detection is in-
vestigated with complex, rich and ambiguous lan-
guages such as the Arabic language which com-
bines different informal language variants known
as dialects.

Compared to the increasing studies of abu-
sive/HS detection in Indo-European languages,
similar research for Arabic dialects is still very
limited. This is due to the lack of the publicly-
available resources needed for abusive/HS detec-
tion in Arabic social media texts. Building such
resources involves several difficulties in terms of
data collection and annotation, especially for un-
derrepresented dialects such as Syrian, Lebanese,
Palestinian and Jordanian dialects which are all
combined within the Levantine dialect.

Figure 1: Twitter usage in the Arab region, 2017

Although Levantine is not among the top-
ranking Arabic dialects used on Twitter (Salem)
(see Figure 1), the volatile political/social atmo-
sphere in Levantine-speaking countries, have been
always associated with intensive debates; a con-
siderable part of which took place on Twitter. With
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Study Type Platform Size Language
(Alakrota et al., 2018) offensive Youtube 16K Egyptian, Iraqi and Libyan

(Mubarak et al., 2017) obscene, offensive, and clean Twitter 1.1K and 32K MSA/DA

(Albadi et al., 2018) religious hate, not hate Twitter 6.6K Arabic

(Al-Ajlan and Ykhlef, 2018) bullying, nonbullying Twitter 20K Arabic

Table 1: Arabic Hate/Abusive Speech Presented Datasets

multiple opposite parties being involved in such
debates, the relevant tweets tend to contain abu-
sive and HS content. Thus, we believe that provid-
ing a Levantine abusive/HS dataset would support
the research of automatic detection of abusive/HS
in underrepresented Arabic dialects.

In this study, we introduce the first Levantine
Hate Speech and ABusive (L-HSAB) Twitter
dataset. Our dataset combines 5,846 tweets la-
beled as Hate, Abusive or Normal1. With the ob-
jective of providing a reliable, high quality bench-
mark dataset, and unlike the previous studies
whose proposed Arabic corpora lack the needed
annotation evaluation, we provide a comprehen-
sive quantitative evaluation for L-HSAB. This was
done through using agreement without chance cor-
rection and Inter-annotator agreement (IAA) relia-
bility measures. In addition, our dataset was exam-
ined as a benchmark abusive/HS dataset by sub-
jecting it to supervised machine learning experi-
ments conducted by SVM and NB classifiers.

2 Dialectal Arabic Hate/Abusive Speech

As seeking to propose a new dialectal Arabic
dataset for abusive and HS, we opted to review
the Arabic abusive and HS datasets proposed in
the State-Of-The-Art focusing on their character-
istics in terms of: source, the tackled toxic cate-
gories, size, annotation strategy, metrics, the used
machine learning models, etc. According to (Al-
Hassan and Al-Dossari, 2019), the toxic online
content on social media can be classified into:
Abusive, Obscene, Offensive, Violent, Adult con-
tent, Terrorism and Religious hate speech. Table
1 lists a summary of the proposed abusive/HS
datasets while a detailed review of these datasets
is provided below.

In (Alakrota et al., 2018), the authors investi-
gated the offensive language detection in Youtube
comments. A dataset of 16K Egyptian, Iraqi and
Libyan comments was created. Three annotators
from Egypt, Iraq and Libya were asked to annotate

1will be made publicly available on github.

the comments as: offensive, inoffensive and neu-
tral. The annotation evaluation measurements for
the Egyptian and Lybian annotators were 71% and
69.8% for inter-annotator agreement and Kappa
metric, respectively. With Support Vector Ma-
chines (SVM) algorithm applied for classification,
the best achieved F-measure was 82%.

(Mubarak et al., 2017) proposed two datasets:
a Twitter datasets of 1,100 dialectal tweets and
a 32K inappropriate comments dataset collected
from a popular Arabic news site. To support the of-
fensive content detection, the authors relied on on
common patterns used in offensive and rude com-
munications to construct a list of obscene words
and hashtags. Three Egyptian annotators anno-
tated the data as obscene, offensive, and clean.
With only obscene instances considered, the av-
erage inter-annotator agreement was 85% for the
Twitter dataset and 87% for the comments dataset.

The religious HS detection was investigated in
(Albadi et al., 2018) where a multi-dialectal Ara-
bic dataset of 6.6K tweets was introduced. The an-
notation task was assigned to 234 different anno-
tators; each of which was provided with an iden-
tification of the religious groups targeted by HS
such as Muslims, Jews, Christians, Sunnis, Shia
and so forth. Out of the resulting annotated cor-
pus, three Arabic lexicons were constructed using
chi-square, Pointwise Mutual Information (PMI)
and Bi-Normal Separation (BNS) scoring meth-
ods. Each lexicon combined the terms commonly
used in religious discussions accompanied with
scores representing their polarity and strength. As
an annotation evaluation, the authors indicated
that the inter-rater agreement regarding differenti-
ating religious HS tweets from non-religious ones
was 81% while this value decreased to 55% when
it comes to specify which religious groups were
targeted by the religious HS. The proposed cor-
pus was further examined as a reference dataset
using three classification models: Lexicon-based,
SVM and GRU-based RNN. The results revealed
that the GRU-based RNN model with pre-trained
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word embedding was the best-performing model
where it achieved an F-measure of 77%.

Another type of HS was tackled by (Al-Ajlan
and Ykhlef, 2018) where the authors presented a
Twitter dataset for bullying detection. A dataset
of 20K multi-dialectal Arabic tweets was col-
lected and annotated manually with bullying and
non-bullying labels. In their study, neither inter-
rater agreement measures nor classification perfor-
mances were provided.

3 L-HSAB Dataset

L-HSAB can be described as a political dataset
since the majority of tweets was collected from the
timelines of politicians, social/political activists
and TV anchors. In the following subsections, we
provide a qualitative overview of the proposed
dataset, while a detailed quantitative analysis is
presented in Section 5.

3.1 Data Collection and Processing

The proposed dataset was constructed out of Lev-
antine tweets harvested using Twitter API2. We
collected the tweets based on multiple queries
formulated from the potential entities that are
usually targeted by abusive/hate speech such
as “�y·�®��” (refugees), “�Anb��” (females),
“
r`��” (Arabs), “E¤Cd��” (Druze), etc. In ad-
dition, some user timelines (verified or having
more than 100k followers) which belong to cer-
tain politicians, social/political activists and TV
anchors, were adopted as data resources, since
their tweets and tweets’ replies are rich of the abu-
sive/hate content. Aiming to maximize the size of
the abusive/HS tweets, relevant to hot debates and
major events, we scraped tweets posted within the
time period: March 2018- February 2019.

Initially, we retrieved 57,058 tweets; to cope
with goal of the paper which is to provide a
Levantine dataset, we manually reduced the non-
Levantine tweets. In addition, we filtered out
the non-Arabic, non-textual, promoted and dupli-
cated instances. Thus, we ended up with 6,000
tweets, written in the Levantine dialect (Syrian and
Lebanese).

In order to prepare the collected tweets for an-
notation, they were normalized through eliminat-
ing Twitter-inherited symbols such as Rt, @ and
#, Emoji icons, digits, in addition to non-Arabic
characters found in URLs and user mentions.

2http://www.tweepy.org

3.2 Annotation Guidelines

The annotation task requires labeling the tweets
of L-HSAB dataset as Hate, Abusive or Nor-
mal. Based on the definition of hate and abu-
sive speech stated in the introduction, differen-
tiating HS from abusive is quite difficult and is
usually prone to personal biases; which, in turn,
yields low inter-rater agreement scores (Waseem
et al., 2017; Schmidt and Wiegand, 2017). How-
ever, since HS tends to attack specific groups
of people, we believe that, defining the potential
groups to be targeted by HS, within the scope of
the domain, time period and the context of the
collected dataset, can resolve the ambiguity be-
tween HS and abusive resulting in better inter-rater
agreement scores. Hence, we designed the annota-
tion guidelines such that all the annotators would
have the same perspective about HS. Our annota-
tion instructions defined the 3 label categories as:

• Normal tweets are those instances which
have no offensive, aggressive, insulting and
profanity content.

• Abusive tweets are those instances which
combine offensive, aggressive, insulting or
profanity content.

• Hate tweets are those instances that: (a) con-
tain an abusive language, (b) dedicate the of-
fensive, insulting, aggressive speech towards
a specific person or a group of people and
(c) demean or dehumanize that person or
that group of people based on their descrip-
tive identity (race, gender, religion, disability,
skin color, belief).

Table 2 lists the relevant examples to each class.

Label Example
Normal Hlf� 	`J �ÌlK� AÄd� T��rfV T�¤ ¨J Yl��

The nicest thing is that a government in an abject

poverty loots its own bankrupt people

Abusive �`y� �� rhV� ¢m§dq�� ¨t§A�r} 	`� 
��
I consider the bottom of my old nasty

shoes more clean than your own mouth

Hate CA`�� 	y�t� �Anb�� Tfl� �l}�
To have a girl kid brings disgrace

Table 2: Tweet examples of the annotation labels
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3.3 Annotation Process
The annotation task was assigned to three annota-
tors, one male and two females. All of them are
Levantine native speakers and at a higher educa-
tional level (Postdoc/PhD).

Besides the previous annotation guidelines, and
based on the domain and context of the pro-
posed dataset, we had the annotators aware of
the ethnic origin, religion, and the geographic re-
gion represented by each political party. Moreover,
we provided them with the nicknames usually
used to refer to certain political parties, minori-
ties and ethnic/religion groups. For example, “CAy�
�bqtsm��” (Future Movement Party), which rep-
resents the Sunnis ethnic group, is usually called
by its nickname “�bhtsm�� CAy�” (Dumb Party) in
hate speech contexts. More examples are shown in
Table 3. Having all the annotation rules setup, we

Nickname Entity Ethnic/Religion
�bhtsm�� CAy� �bqtsm�� CAy� Tns�� (Sunnis)

Ty�w`�� r��� ¨nVw�� CAy� T�C�wm�� (Maronites)

�AmK�� 
r� �y§Cws�� (Syrians)

Ty�AS��  AkF T`yK�� (Shia)

�b��� �¡� E¤Cd�� (Druze)

Table 3: A sample of the entities targeted by HS

asked the three annotators to label the 6,000 tweets
as Normal, Abusive or Hate. For the whole dataset,
we received a total of 18,000 judgments. By ex-
ploring the annotations, we faced three cases:

1. Unanimous agreement: the three annotators
annotated a tweet with the same label. This
was encountered in 4,222 tweets.

2. Majority agreement: two out of three anno-
tators agreed on a label of a tweet. This was
encountered in 1,624 tweets.

3. Conflicts: each annotator annotated a tweet
differently. They were found in 154 tweets.

Annotation Case # Tweets
Unanimous agreement 4,222
Majority agreement (2 out of 3) 1,624
Conflicts 154

Table 4: Summary of annotation statistics

After excluding the tweets that have 3 differ-
ent judgments, the final version of L-HSAB com-

posed of 5,846 tweets. A summary of the annota-
tion statistics is presented in Table 4.

4 Annotation Results

With the annotation process accomplished, we de-
cided the final label of each tweet in the dataset
considering the annotation cases in Section 3.3.
For tweets falling under the first annotation case,
the final labels were directly deduced, while for
those falling under the second annotation case, we
selected the label that has been agreed upon by
two annotators out of three. Consequently, we got
3,650 normal tweets, 1,728 abusive and 468 hate
tweets. A detailed review of the statistics of L-
HSAB final version is provided in Table 5 where
Avg-S-L denotes the average length of tweets in
the dataset, calculated based on the number of
words in each tweet.

Normal Abusive Hate
# Tweets 3,650 1,728 468
Avg-S-L 9 7 10
Word Count 31,598 11,938 4,380
Vocabulary 14,064 7,059 2,971
Ratio 62.43% 29.55 % 8.00 %

Table 5: Tweets distribution across 3 classes

Hate Dist. Abusive Dist.
	l� (dog) 1% �w¡ (sh*t) 1.58%


®� (dogs) 0.98% �w� (swallow) 1.52%

 Anb� (Lebanon) 0.55% 	l� (dog) 0.97%

rW� (Qatar) 0.55% CAm� (donkey) 0.59%

©CwF (Syrian) 0.39% x�r� (chup) 0.52%


r`�� (Arabs) 0.39% �`l§ (damn) 0.45%

	`J (people) 0.37%  Anb� (Lebanon) 0.39%

�¯¤ (jerk) 0.37% CAK� (Bashar) 0.37%


z� (party) 0.34% ¨V�¤ (mean) 0.36%


�r`� (a region) 0.30% T§A�r} (shoe) 0.30%

Table 6: Distribution of ten most frequent terms

As seeking to identify the words commonly
used within hate and abusive speech contexts, we
investigated the lexical distribution of the dataset
words across both hate and abusive classes. There-
fore, we subjected L-HSAB to further normaliza-
tion, where we removed stopwords based on a
manually built Levantine stopwords list. Later, we
constructed a visualization map for the most fre-
quent occurring words/terms under each of Hate
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and Abusive categories (Figure 2 and Figure 3).
The ten most frequent words and their frequencies
in each class are reviewed in Table 6, where Dist.
denotes the word’s distribution in a specific class.

Figure 2: Most frequent terms in hate tweets

Figure 3: Most frequent terms in abusive tweets

As it can be seen from Table 6, Figure 2 and
Figure 3, both Hate and abusive classes have many
terms in common. These terms are not only limited
to the offensive/insulting words but also combine
entity names representing ethnic groups. This on
one hand, explains the difficulty faced by anno-
tators while recognizing HS tweets. On the other
hand, it justifies our annotation guidelines for hate
tweets identification, where we stressed that the
joint existence of abusive language and an entity
cannot indicate a HS, unless the abusive language
is targeting that entity.

In order to evaluate how distinctive are the vo-
cabulary of our dataset with respect to each class
category, we conducted word-class correlation cal-
culations. First, we calculated the Pointwise Mu-
tual Information (PMI) for each word towards its
relevant category such that, for a word w and a
class c, PMI is calculated as in equation 1:

PMIc(w) = log(P c(w)/P c) (1)

Where Pc(w) represents the appearance of the
word w in the tweets of the class c, while Pc refers
to the number of tweets of the class c.

HtS(w) = PMI(w, hate)− PMI(w, normal) (2)

AbS(w) = PMI(w, abusive)− PMI(w, normal) (3)

Then, to decide whether the words under the
hate/abusive classes are discriminating, their cor-
relation with the Normal class should be identi-
fied as well (de Gibert et al., 2018). This is done
by assigning a hate score (HtS) and an abusive
score (AbS) for each of the most/least words under
Hate and Aabusive classes. Both scores indicate
the difference of the PMI value of a word w un-
der a hate/abusive category and its PMI value with
the Normal category. The formula to calculate HtS
and AbS is given in equations 2 and 3.

Most hate HtS Least hate HtS

®� (dogs) 5.85 r§Ew�� (minister) -2.30
�¯¤ (jerk) 4.86 �� (right) -2.23
	l� (dog) 4.77 ¨�A`� (highness) -2.07

�r`� (a region) 3.96 �rkJ (thanks) -1.58
©CwF (Syrian) 2.15 dh`�� (promise) -1.09

r`�� (Arabs) 1.39 �V¤ (homeland) -1.00

z� (party) 1.36 Ty�r`�� (Arabic) -1.00
	`J (people) 1.17 �®�³� (media) -0.96
rW� (Qatar) 0.42 T�wk� (government) -0.31
 Anb� (Lebanon) -0.06 ryb� (big) -0.28

Table 7: HtS score for most/least hateful words

Table 7 and Table 8 list the HtS and AbS scores
calculated for the 10 most and least words under
hate/abusive category against the normal category.

Most abusive AbS Least abusive AbS
CAm� (donkey) 4.25 T�A�� (excellency) -1.37
�`l§ (damn) 3.99 T§Cwhm��� (republic) -1.27
�w� (swallow) 3.82 �y`� (bless) -1.27
¨V�¤ (mean) 3.76 �¤rb� (congrats) -1.20
	l� (dog) 3.65 ry� (good) -1.20
�w¡ (sh*t) 3.63 �yl� (ally) -0.86
x�r� (chup) 3.43 TO� (story) -0.46
T§A�r} (shoe) 2.89 ¨`ybV (natural) -0.64
CAK� (Bashar) 0.79 �At�§ (need) -0.55
 Anb� (Lebanon) -1.49 TqWnm�� (region) -0.50

Table 8: AbS score for most/least abusive words

It could be observed from Table 7 and Table
8 that HtS and AbS scores for the most hateful
and abusive words are positive indicating that they
appear significantly under Hate and Abusive cat-
egories. In contrast, HtS and AbS scores for the
least hate/abusive words are negative which em-
phasizes their appearance within Normal tweets
more than hate/abusive ones. On the other hand,
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given the specificity of the HS, used in our dataset,
it is common to involve named entities such as lo-
cation, person or a party name while disgracing,
dehumanizing certain entities; this justifies why
the country name “ Anb�” (Lebanon) has a neg-
ative HtS and AbS scores as this word can be
among the most hateful/abusive words, yet, it is
naturally used in Normal tweets.

5 Annotation Evaluation

We conducted the annotation evaluation following
the study of (Artstein and Poesio, 2008). Observed
agreementA0, All categories are equally likely (S)
and Cohen’s kappa as agreement without chance
correction measures, were adopted for evaluation.
For agreement with chance correction, we used
Krippendorff’s α.

5.1 Agreement Without Chance Correction
Observed agreement A0 is the simplest measure
of agreement between annotators. It is defined as
the proportion of the agreed annotations out of the
total number of annotations (Artstein and Poesio,
2008). For our annotations, A0 is 81.5%; while
Pairwise Percent Agreement Measure (PRAM)
values between each pair of the three annota-
tors are 78.43%, 87.24% and 78.77% (Table 9).
However, observed agreement and Pairwise Per-
cent Agreements are criticized for their inability
to account for chance agreement (McHugh, 2012).
Therefore, to take into account the chance agree-
ment described in (Artstein and Poesio, 2008), we
considered that all the categories are equally likely
and computed the S coefficient which measures if
the random annotations follow a uniform distribu-
tion in the different categories, in our case: three
(3) categories. With S value deduced as high as
72.3%, it could be said that for an agreement con-
stant observation, the coefficient S is not sensitive
to the elements distribution across the categories.

Annotators PRAM Cohen’s K
1 & 2 78.43% 0.599
1 & 3 87.24% 0.758
2 & 3 78.77% 0.594

Table 9: PRAM and pairwise Cohen’s K results

Cohen’s kappa (Cohen’s K) (Cohen, 1960) is
another metric that also considers the chance
agreement. It represents a correlation coefficient
ranged from -1 to +1, where 0 refers to the amount

of agreement that can be expected from random
chance, while 1 represents the perfect agreement
between the annotators. As it can be seen from Ta-
ble 9, the agreement values between annotators 1
& 2 and 2 & 3 are moderate while the agreement
between annotators 1 & 3 is substantial.

It is noted that, A0, S and Cohen’s K values ob-
tained based on the annotations of our dataset, are
high and show a little bias. Nevertheless, they put,
on the same level, very heterogeneous categories:
two minority but significant which are Abusive
and Hate categories, and a non-significant major-
ity which is the Normal category as the categories
were found highly unbalanced (Table 5). Here, we
can observe that, despite the strong agreement on
the prevailing category, the coefficients seem to
be very sensitive to disagreements over the minor-
ity categories. Thus, to ensure that the calculated
coefficients for the three categories, reflect a sig-
nificant agreement on the two minority categories:
Abusive and Hate, we used a weighted coefficient
(Inter-annotator agreement) which gives more im-
portance to certain disagreements rather than treat-
ing all disagreements equally, as it is the case in
A0, S and Cohen’s K (Artstein and Poesio, 2008).

5.2 Inter-Annotator Agreement (IAA)

According to (Artstein and Poesio, 2008),
weighted coefficients can give more importance to
certain disagreements. IAA measures can estimate
the annotation reliability to a certain extent, on
the assigned category. The kind of extent is deter-
mined by the method chosen to measure the agree-
ment. For annotation reliability, the agreement co-
efficient Krippendorff’s α has been used in the
vast majority of the studies. Krippendorff’s α is
based on the assumption that expected agreement
is calculated by looking at the overall distribution
of judgments regardless of the annotator who pro-
duced these judgments. Based on Krippendorff’s
α value, the annotation is considered: (a) Good:
for any data annotation with an agreement in the
interval [0.8, 1], (b) Tentative: for any data anno-
tation with an agreement in the interval [0.67, 0.8]
or (c) Discarded: for any data annotation with an
agreement below 0.67. For L-HSAB dataset, the
obtained Krippendorff’s α was 76.5% which in-
dicates the agreement on the minority categories
without considering the majority category.
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5.3 Discussion
The agreement measures with/without chance cor-
relation show a clear agreement about the cate-
gories Normal and Abusive. Indeed, our detailed
study of the annotation results revealed that the
three annotators identified abusive tweets in the
same way while conflicts were encountered in
tweets having an ironic content. On the other hand,
more disagreement is observed when it comes to
the Hate category and it is mainly related to the
annotator’s background knowledge, their personal
taste and personal assumptions. In addition, the
conflicts are not related to the annotator’s gender;
since, although annotator 1 & 3 are from different
genders, they achieved the highest Pairwise Per-
cent Agreement and Pairwise Cohen’s K results.
Finally, based on the deduced value of Krippen-
dorff’s α which is 76.5%, we can conclude that
L-HSAB is a reliable HS and abusive dataset.

6 Classification Performance

L-HSAB dataset was used for the abusive/HS de-
tection task within two experiments:

1. Binary classification: tweets are classified
into Abusive or Normal. This requires merg-
ing the Hate class with the Abusive one.

2. Multi-class classification: tweets are classi-
fied into Abusive, Hate or Normal.

We filtered out the Levantine stopwords, then
split the dataset into a training and a test set as it
is shown in Table 10, where Classes denotes the
number of classification classes.

Classes
Training Test

Abusive Normal Hate Abusive Normal Hate

2 1,708 2,968 - 488 682 -
3 1,369 2,968 339 359 682 129

Total 4,676 1,170

Table 10: Training and Test sets of L-HSAB

We employed two supervised classifiers: SVM
(Chang and Lin, 2011) and NB from NLTK
(Bird et al., 2009). Both classifiers were trained
with several n-gram schemes: unigrams, uni-
grams+bigrams and unigrams+bigrams+trigrams.
Term frequency (TF) weighting was employed to
reduce the features size according to two prede-
fined frequency thresholds: 2 and 3. Among sev-
eral runs with various n-gram schemes and TF val-

ues, we selected the best results to be listed in Ta-
ble 11, where the classification algorithm, Preci-
sion, Recall, F-measure and Accuracy are referred
to as Alg., P., R., F1 and Acc., respectively.

Classes Alg. P.(%) R.(%) F1(%) Acc.(%)
2 NB 90.5 89.0 89.6 90.3

SVM 84.7 81.1 82.0 83.2

3 NB 86.3 70.8 74.4 88.4
SVM 74.0 64.2 66.8 78.6

Table 11: Classification results over L-HSAB

As it can be observed in Table 11, NB classi-
fier performed better than SVM in both classifica-
tion experiments. This is due to the fact that NB
from NLTK is implemented as a multinomial NB
decision rule together with binary-valued features
(Bird et al., 2009). This explains its effectiveness
while dealing with our feature vectors that were
formulated from binary values denoting the pres-
ence/absence of n-gram schemes.

7 Conclusion

In this paper, we introduced L-HSAB, the first
publicly available Levantine dataset for HS and
abusive Language. The proposed dataset was
aimed to be a benchmark dataset for automatic de-
tection of online Levantine toxic contents. To build
L-HSAB, we crawled Twitter for tweets while 3
annotators manually labeled the tweets following
a set of rules. The dataset combined 5,846 tweets
with 3 categories: Normal, Abusive and Hate.
High values were achieved in agreement with-
out chance correction and inter-annotator agree-
ment which indicates the reliability of annota-
tions. However, the agreement between annota-
tors remains an issue when it comes to identify
HS. This is because HS annotation does not only
rely on rules, but it is also related to the an-
notators’ background knowledge, their personal
tastes and assumptions. L-HSAB was subjected
to machine learning-based classification experi-
ments conducted using NB and SVM classifiers.
The results indicated the outperformance of NB
over SVM in both binary and multi-class classifi-
cation experiments. A natural future step would in-
volve building publicly-available HS and abusive
datasets for other underrepresented Arabic dialects
such as Tunisian and Gulf.
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Abstract

In this paper, we describe a workflow for the
data-driven acquisition and semantic scaling
of a lexicon that covers lexical items from the
lower end of the German language register—
terms typically considered as rough, vulgar or
obscene. Since the fine semantic represen-
tation of grades of obscenity can only inad-
equately be captured at the categorical level
(e.g., obscene vs. non-obscene, or rough vs.
vulgar), our main contribution lies in applying
best-worst scaling, a rating methodology that
has already been shown to be useful for emo-
tional language, to capture the relative strength
of obscenity of lexical items. We describe the
empirical foundations for bootstrapping such a
low-end lexicon for German by starting from
manually supplied lexicographic categoriza-
tions of a small seed set of rough and vul-
gar lexical items and automatically enlarging
this set by means of distributional semantics.
We then determine the degrees of obscenity
for the full set of all acquired lexical items
by letting crowdworkers comparatively assess
their pejorative grade using best-worst scaling.
This semi-automatically enriched lexicon al-
ready comprises 3,300 lexical items and incor-
porates 33,000 vulgarity ratings. Using it as a
seed lexicon for fully automatic lexical acqui-
sition, we were able to raise its coverage up to
slightly more than 11,000 entries.

1 Introduction

With the rapid diffusion of social media in our
daily lives, we currently experience (and many of
us foster) a fundamental change of social commu-
nication habits. A main feature of this new era is
an unprecedented degree of public exposure and
visibility of individuals via (very) large and inten-
tionally open networks of “friends” or “followers.”
Blogs, chat rooms and online fora constitute even

looser connected social networks with lots of per-
sonally weakly acquainted or even unknown in-
terlocutors engaged in digital discourses. Unfor-
tunately, the chance for malicious interactions is
promoted by the sheer mass of players in these
networks and easy ways of hiding real individ-
ual identities via nick names or technically slightly
more advanced means of camouflage, such as fake
Web identities, including non-benevolent software
agents and chatbots (McIntire et al., 2010).

These promiscuous communication groups face
a high risk of anti-social behavior by aggres-
sive, ruthless or entirely hostile actors (Dad-
var et al., 2014; Wester et al., 2016; Li et al.,
2017b; Talukder and Carbunar, 2018). The phe-
nomena encountered range from (political, reli-
gious, ethnic, sexual) harassment, flaming, cy-
bertrolling, and cyberbullying to extremely eval-
uative (derogatory, hurtful, rough, rude, offensive,
abusive, vulgar, taboo, obscene) language use (for
a typological clarification attempt, cf. Waseem
et al. (2017)).

NLP research has recently directed its attention
towards these unwarranted effects of social me-
dia activities and targets the automatic recognition
of toxic language for the purpose of alerting and
warning (Huang et al., 2018), filtering and block-
ing (Yoon et al., 2010; Ghauth and Sukhur, 2015;
Chernyak, 2017; Wu et al., 2018), or reformulating
suspicious contents of this type by non-obtrusive
paraphrases (Su et al., 2017; Nogueira dos Santos
et al., 2018).

Yet, how can we distinguish sloppy colloquial
language we all use here and there from explicitly
abusive and inacceptable wording, the topic we
focus on in this paper, i.e., the kind of linguistic
behavior typically socially banned from civilized
discourse?
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The standard way to deal with this challenge
is to define category systems (binary ones, such
as obscene vs. non-obscene, or staged ones, as il-
lustrated by pejorative vs. rough vs. vulgar) and
letting people decide on the assignment of lexi-
cal items to these discrete categories. Once such
categorical features are available, these lexical re-
sources can be exploited for analytic purposes.
Traditionally, these decisions were made by few
lexicographers but this approach suffers from sub-
jectivity and lack of flexibility, since this lexicon
of improper words is rapidly growing due to the
productiveness of language and thus changing al-
most every day.

Alternatively, a larger number of crowdworkers
can be hired to provide such category assignments
which increases the level of objectivity (on the ba-
sis of inter-worker consensus) and currency (cam-
paigns can be run without delay, on demand, with
low budgets). Yet, crowdsourced assessments, as
with lexicographers’ judgments, inherently suffer
from the problems of permeable and soft category
boundaries—what is rough for one person may be
vulgar for another and vice versa.

We challenge the established view that the rep-
resentation of obscenity of language is a dis-
crete categorical classification problem—no mat-
ter which category system is chosen—but rather
assume that it is a matter of differential degree.
Accordingly, we describe the empirical founda-
tions for bootstrapping and scaling such a lexicon
from the low end of stylistic conventions on de-
grees of obscenity. We start from expert-level lex-
icographic categorizations of a small set of pejora-
tive/rough/vulgar lexical items, enlarge this set by
distributional semantics methods and, then, deter-
mine the degree of obscenity of the items assem-
bled this way by letting crowdworkers make indi-
vidual assessments relative to the semantic poles
“neutral” and “vulgar” using a best-worst scal-
ing approach (Kiritchenko and Mohammad, 2016,
2017).

The resulting lexicon targeting that lower end
of German language comprises already 3,300 lex-
ical items, incorporates 33,000 human ratings, and
serves as a seed lexicon for fully automatically
acquiring and scoring new lexical items from the
same register. After several iterations, we finally
come up with VULGER, a lexicon of VULgar
GERman, totalling slightly more than 11,000 en-
tries.

2 Related Work

Lexicons covering offensive language are almost
only available for the English language. Perhaps
the earliest collection of such lexical items (in-
cluding phrases and multi-word expressions) is
due to Razavi et al. (2010) who manually assem-
bled approximately 2,700 dictionary entries. More
recent work on an alternative verb-centered lex-
icon (size is not specified) with a focus on hate
speech is reported by Gitari et al. (2015). The cur-
rently largest and most up to date English lexicon
of abusive words is provided by Wiegand et al.
(2018a) who manually and automatically collected
around 8,500 lexical items.1

Languages other than English are incorporated
in HURTLEX2 (Bassignana et al., 2018) which
forms a multilingual lexical resource of words that
hurt for 53 languages, among them Italian, Span-
ish, English and German. This lexicon grew out
of a manual selection of roughly 1,000 Italian hate
words originally organized around 17 categories,
with particular focus on derogatory words. It was
further semi-automatically extended with com-
plementary borrowings from the Italian MULTI-
WORDNET3 and BABELNET.4 HURTLEX also
excels with additional linguistic information (parts
of speech, lexicographic definitions) for its lem-
mas. The lexicon integration step yields roughly
1,160 multilingual lexical items (with the help of
the BABELNET API).

Manual curation (for the Italian portion) in-
cluded a categorization step for each lemma sense
into one of three categories: ‘Not Offensive’–
‘Neutral’–‘Offensive’. In a subsequent step, the
‘Neutral’ category was split into ‘Not Literally Pe-
jorative’ (insult by means of a semantic shift, e.g.
metaphorically) and ‘Negative Connotation’ (not
necessarily a direct derogatory use but used in a
derogatory way). 2-expert agreements plunged
from 87.6% for the 3-category decisions to 61%
for the extended 5-category decisions. Clearly, an
indicator that such categorical decisions are hard
to make even for competent native speakers.

As far as canonical German lexical resources
are concerned, their coverage at the low end of lan-

1https://github.com/uds-lsv/
lexicon-of-abusive-words

2http://hatespeech.di.unito.it/
resources.html

3http://multiwordnet.fbk.eu/english/
home.php

4https://babelnet.org/
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guage is, not surprisingly, more than incomplete.
In effect, GERMANET V13.0,5 for instance, cov-
ers only 1,774 lexical items from our seed lexi-
con (3,300 lexical items, in total). Yet, this ratio is
even higher than for other lexical resources such
as HATEBASE,6 a repository which covers 95 lan-
guages (with 2,691 hate terms), yet only enumer-
ates 95 manually provided German hate speech
entries at all.

In conclusion, the compilation of lexicons for
offensive, abusive or hate language typically con-
sists of two steps. First, already available lex-
ical resources covering such pejorative lexical
items are identified and bundled in a seed lexi-
con. Next, this seed is incrementally enlarged—
using additional lexical resources (such as WORD-
NETs, WIKTIONARY, or BABELNET), or employ-
ing some sort of machine learning process (Wie-
gand et al., 2018a). Yet, the semantic core of such
lexicons are (manual or automatic) categorical as-
signments of either bi-polar (e.g., ‘Offensive’ vs.
‘Non-Offensive’) or multi-polar categories (e.g.,
‘Colloquial’ vs. ‘Rough’ vs. ‘Obscene’).

As an alternative to this scheme, our work fo-
cuses on substituting discrete categorical deci-
sions by continuous grading of the above distinc-
tions based on Best-Worst Scaling (Louviere et al.,
2015). We thus target a research desideratum al-
ready described by Schmidt and Wiegand (2017,
p.3-4) in the following way: “Despite their gen-
eral effectiveness, relatively little is known about
the creation process and the theoretical concepts
that underlie the lexical resources that have been
specially compiled for hate speech detection.”

3 (Tentatively) Characterizing Vulgar
Language

In our study, we not only consider hate speech and
abusive terms, but take a much broader perspective
on the topic of offensive language and its lexical-
izations. Still, this goal is very hard to characterize
by distinctive criteria since many lexical-semantic
dimensions seem to be involved and strongly in-
teract.

Vulgar language, as we conceive it, is predom-
inantly signalled by an overly lowered language
register, the taboo layer, with disgusting and ob-
scene lexicalizations generally banned from any

5http://www.sfs.uni-tuebingen.de/
GermaNet/

6https://hatebase.org

type of civilized discourse. Primarily (yet not
only), it addresses the lexical fields of sexual-
ity (sexual organs and activities, in particular), as
well as body orifices or other specific body parts
(e.g., “Fresse” (“puss”) as a negative denotation
for “Gesicht/Mund” (“face/mouth”)) and scato-
logic expressions. One often also observes mean-
ing transfers from animals with culture-dependent
negative connotations to humans (e.g., “Ratte”
(“rat”)). Pejorative words with marked negative
connotation also play a significant role here (e.g.,
“abkratzen” (“croak”)). Especially religious, eth-
nic and political orientations, the primary targets
of hate speech, gain a strong vulgar status when
they are combined with (animal-related) swear-
words such as “Schwein” (“pig”).

We are aware of the preliminary status of this
characterization of vulgar language, but consider
our work as a starting point for clarifying its nature
and systematicity in more depth.

4 Lexicon Acquisition Method

Since a broad-coverage lexicon of obscene Ger-
man (ranging on an interval from neutral to vulgar)
is missing, we decided on a weakly supervised ap-
proach to lexicon acquisition based on bootstrap-
ping. It consists of the following steps (the over-all
workflow is fundamentally inspired by the work of
Wiegand et al. (2018a), yet complements it by a
hitherto unexplored methodology to scale the de-
gree of obscenity of lexical items based on best-
worst scaling):

1. Language Resources: Select a seed lexicon
(possibly combining numerous relevant re-
sources) which contains a collection of lex-
ical items already tagged as rough and vul-
gar. Typically, this step reuses manually pre-
categorized lexical items (work typically due
to experienced lexicographers). Further, this
lexical collection can be enhanced by exploit-
ing large-scale corpora—these can either be
already annotated for (some degree of) vul-
garity or lack any annotation of this kind
at all—or representational derivatives there-
from, such as (word) embeddings.

2. Human Assessment: Refine the seed lex-
icon by complementary human assessments
of obscenity/vulgarity on the basis of crowd-
sourcing using differential best-worst scal-
ing.
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Figure 1: Generic language-independent workflow for lexicon acquisition (in blue) and its instantiation for German
(in green); solid blue arrows indicate control flow, data flow is represented by dashed blue arrows, green arrows
and ‘+’ stand for lexical data harvesting (with RegEx-style expressions for matching search terms), thin blue lines
link particular choices to realizations (implementations) of the blue main components of VULGER’s acquisition
system

3. Machine Learning: Use the resulting lex-
icon scored on a continuous neutrality-
vulgarity scale as training data for automat-
ically identifying and scoring new, themati-
cally relevant lexical items, ideally from cor-
pora containing a high amount of words re-
garding the property of interest (rough and
vulgar wording).

The first step of this workflow (illustrated in
Fig. 1), consisting of the assembly of relevant lex-
ical material from scratch, will be described in
Section 5. The second one, adding human assess-
ments for that lexical material, is dealt with in Sec-
tion 6, while the third step, automatic lexicon en-
hancement, is described in Section 7.

5 Building the Seed Lexicon

From the German slice of WIKTIONARY,7 we ex-
tracted all words marked as vulgar, rough and pe-
jorative.8 Additionally, we gathered entries tagged
with corresponding categories9 from the German

7https://de.wiktionary.org
8The exact terms and corresponding abbreviations are:

‘vulgär’, ‘vulg.’, ‘vul.’, ‘derb’ and ‘abwertend’, ‘abw.’.
9‘vulg.’, ‘derb’, ‘abwertend’

OPENTHESAURUS.10 As the focus of our corpus
lies on single words11 from a vulgar vocabulary,
we excluded phrases from this processing step.

The list resulting from this first step con-
tained some entries used as affixes in morphologi-
cally productive word formation, such as “*geil”,
“scheiß*”, “Scheiß*” and “Drecks*”, the latter
ones denoting variants of “shit” and “dirt”. We
cancelled these rudimentary entries from the list
because there is no way to get meaningful judg-
ments for them in isolation due to the many possi-
ble combinations yielding highly diverse degrees
of vulgarity.

In order to account for these terms in a
reasonable way we extended our list by har-
vesting rough and vulgar word forms concate-
nated with the affixes mentioned above from the
CODE ALLTAGS+d email corpus12 (Krieg-Holz
et al., 2016), the DORTMUNDER CHAT KOR-
PUS (Beißwenger, 2013)12 and from entries in

10https://www.openthesaurus.de
11The vast potential of the German language for produc-

tive noun composition within single compounds makes this
decision less restrictive than it seems; cf., e.g., the English
phrase form “son of a bitch” and its German single com-
pound equivalent “Hurensohn”.

12We only took words with a minimum frequency of 3.
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FASTTEXT (Grave et al., 2018) word embeddings,
the latter being based on COMMON CRAWL and
WIKIPEDIA.

Yet, we not only incorporated plain text corpora
or computationally derived lexical items (exploit-
ing the FASTTEXT embeddings) into our study, but
also included word embeddings as a representa-
tion format based on the distributional semantics
hypothesis and computationally derived from cor-
pora (see also Tulkens et al. (2016); Wiegand et al.
(2018a). Utilizing the word embeddings from the
corpora mentioned above and the GENSIM mod-
ule (Řehůřek and Sojka, 2010) we further gen-
erated, using the lexical seeds from the previous
round, similar words, i.e., close semantic neigh-
bors of these seed words by iteratively minimiz-
ing the threshold for similarity, until we found too
much noise was returned (a common procedure,
cf. also Tulkens et al. (2016)). We manually edited
the resulting list in regard to inflected forms, mis-
spellings and case sensitivity, but we intentionally
kept the ‘lexical noise’, i.e., presumably neutral
words. Since we planned to annotate the lexical
items identified this way by crowdsourcing in a
later phase, these neutral words also help coun-
terbalance the impact of rough and vulgar expres-
sions during assessments. In total, based on this
procedure we gathered a seed lexicon with 3,300
entries.

6 Enriching the Seed Lexicon: Scaling
Degrees of Vulgarity

We chose to annotate our seed words with Best-
Worst-Scaling (BWS), because it delivers high-
quality annotations with only a relatively small
number of annotation steps. BWS is an extension
of the method of paired comparison to multiple
choices, originally developed by Louviere et al.
(2015) and introduced into NLP for emotion scal-
ing by Kiritchenko and Mohammad (2016, 2017).
For BWS, annotators are presented with n items at
a time (an n-tuple, where n ¿ 1, and typically n =
4). They then have to decide which item from the
n-tuple under scrutiny is the best (highest in terms
of the property of interest) and which is the worst
(lowest in terms of the property of interest).

In our case, judges had to select the most neu-
tral and the most vulgar terms per given n-tuple.
We used the BWS tool13 from Kiritchenko and

13http://www.saifmohammad.com/WebPages/
BestWorst.html

Mohammad (2016, 2017) to generate 2N decision
alternatives (N denotes the size of our seed lexi-
con) and thus came up with 6,600 4-tuples to be
assessed. Tuples were produced randomly under
the premise that each term has to occur only once
in eight different tuples and each tuple is unique.

For the annotation process proper, we used the
crowdsourcing platforms FIGURE EIGHT14 and
CLICKWORKER,15 where each n-tuple was as-
sessed by five annotators. In order to get real-
valued scores from the BWS annotations we ap-
plied COUNTS ANALYSIS (Orme, 2009)16 and
thus got scores between +1 (most neutral) and−1
(most vulgar). Scores were calculated by subtract-
ing the percentage of times the term was chosen as
worst from the percentage of times the term was
chosen as best. We computed the split-half reli-
ability16 like Kiritchenko and Mohammad (2017)
by randomly splitting the annotations of a tuple
into two halves, calculating scores independently
for these halves and measuring the correlation be-
tween the resulting two sets of scores. We got
an average Pearson correlation of 0.9102 (+/ −
0.0022) over 100 trials.

7 Automatic Lexicon Extension

7.1 Regression Models
In order to further extend the lexicon in a purely
automatic way and also inspired by studies on au-
tomatic word emotion induction (especially by Li
et al. (2017a) and Buechel and Hahn (2018)) we
employed regression models to predict scores for
input words. The seed words served as training
and testing data for a linear regression and a ridge
regression model (linear regression with L2 regu-
larization during training).17 As features for the
words we used their respective word embeddings
(this, obviously, excludes lexical items from fur-
ther consideration for which no embeddings exist).

We experimented with different word embed-
dings. We built 100-dimensional word em-
beddings from CODE ALLTAGXL (Krieg-Holz
et al., 2016) using WORD2VEC (Mikolov et al.,
2013) for all words occurring at least 3 times in
CODE ALLTAGXL. Furthermore, we employed
WORD2VEC word embeddings from Reimers

14https://www.figure-eight.com
15https://www.clickworker.de
16Again we used the scripts from Kiritchenko and Moham-

mad (2016, 2017).
17For both we used the scikit-learn.org implemen-

tation using the default parameters.
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et al. (2014) with a minimum word frequency of
5 and 100 dimensions (UKP), 300-dimensional
FASTTEXT word embeddings from SPINNING-
BYTES (Cieliebak et al., 2017) trained on German
tweets (TWITTER) and, finally, FASTTEXT word
embeddings (Grave et al., 2018) based on COM-
MON CRAWL and WIKIPEDIA (FASTTEXT). We
also tried to utilize embeddings generated from the
German TWITTER HATESPEECH corpora from
Ross et al. (2016) and Wiegand et al. (2018b) un-
der the assumption that they might contain a large
number of rough and vulgar words. But due to
their small size and their nevertheless high propor-
tion of out-of-vocabulary words we had to exclude
both of these resources from further consideration.

Table 1 shows that the ridge regression model
performs equally or slightly better compared to the
linear regression model. Regarding the input fea-
tures the FASTTEXT token embeddings performed
best (see Table 2).

Embeddings LinReg RidgeReg p
CODE ALLTAGXL 0.574 0.575 0.004
UKP 0.682 0.682 0.121
TWITTER 0.735 0.735 0.073
FASTTEXT 0.766 0.779 0.001

Table 1: Averaged Pearson correlation (10-fold cross
validation) and p-value (two-sided t-test) for Linear
Regression (LinReg) and Ridge Regression (Ridge-
Reg)

Embeddings Pearson r p
CODE ALLTAGXL 0.575 < 0.001
UKP 0.682 < 0.001
TWITTER 0.735 < 0.001
FASTTEXT 0.779 —

Table 2: Averaged Pearson correlation (10-fold cross
validation) for different embeddings with Ridge Re-
gression, with significance difference to best perform-
ing embeddings (p-value from two-sided t-test)

7.2 Applying Regression Models to Enhance
the Lexicon

We used the best method (ridge regression and
FASTTEXT embeddings) to extend our lexicon
with three German swearword lists.18 There is an

18These lists were retrieved from http://www.
hyperhero.com/de/insults.htm, http:
//www.insult.wiki/wiki/Schimpfwort-Liste
and https://www.schimpfwoerter.de

overlap between swearwords and vulgar lexical-
izations, but not every swearword has strong vul-
gar status,19 e.g., “Schwein” (“pig”), a subtle dis-
tinction which our scaling approach accounts for
(cf. also the remarks made in Section 3).

We trained a ridge regression model on the seed
words (cf. Sections 5 and 6), i.e., the respective
word embeddings and the scores. This model was
then applied to the input swearwords (from the
three sources mentioned above), which do not oc-
cur in the seed lexicon already, and predicted the
neutrality/vulgarity scores of the remaining entries
on the basis of their word embeddings provided
that an embedding for the respective word was
found in the FASTTEXT embeddings.20 We ex-
cluded out-of-vocabulary words in order to avoid
getting too much noise in terms of wrongly scored
lexical items in our lexicon. Further we thus
dropped really rare words. With the words al-
ready contained in our seed lexicon and words not
present as embeddings removed, we assembled
2,046 additional entries following this approach.

Assuming that corpora for hate speech detec-
tion include a higher amount of vulgar and rough
words, we also made use of such datasets. There
exist two publicly available German-language text
corpora annotated for hate speech from which
we extracted lexical material. The first of them,
IWG HATESPEECH, originating from Ross et al.
(2016), contains about 500 tweets which were an-
notated by two judges using a binary categoriza-
tion scheme (“hate speech”: Yes or No) and a 6-
point Likert scale ranging from “not offensive” to
“very offensive”.21 The second corpus collected
by Wiegand et al. (2018b) contains more than
8,500 tweets and was compiled for GERMEVAL

2018, a challenge task addressing the recognition
and classification of offensive German language.22

The latter corpus was coarsely annotated with bi-
nary ‘Offense’ and ‘Other’ categories, but it also
comes with a 4-way classification schema where
besides the non-offensive ‘Other’ class ‘Offense’
was subdivided in three ways: ‘Profanity’ (no in-
tent to insult someone, yet the lexical choice is
negatively marked, with swearwords such as sca-

19Also not every vulgar word is a swearword.
20We also checked for different spellings regarding case

sensitivity.
21The corpus is available at https://github.com/

UCSM-DUE/IWG_hatespeech_public
22The corpus is available at https://projects.

cai.fbi.h-da.de/iggsa/
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tologic “Scheiße” (shit)), ‘Insult’ (clear intent to
offend someone) and ‘Abuse’ (an even stronger
form of ‘Insult’, i.e., an abusive utterance that de-
grades a target person/group by ascribing a social
identity to a person/group that is judged negatively
by a (perceived) majority of society).

From these two corpora we extracted words
from all tweets marked as ‘Offense’ = ‘YES’ by
one of the annotators and further removed stop
words, hashtags and words with non-alphabetic
characters excluding hyphens or a word length
smaller than 4. We also tried to lemmatize the
words23 and normalize spellings in regard to case
sensitivity, but admittedly inserted some noise into
our input words, i.e., some inflected forms and
other forms of semantic duplication could not
be normalized. After excluding words already
present in the seed lexicon or in the German swear-
words lists we applied the same procedure as used
for the swearwords and obtained another 5,700
new scored lexical entries.

Due to the lack of better resources we tried to
measure the reliability of the resulting scores in
a preliminary way by calculating the correlation
between the probability of a word being in an of-
fensive post and its score. We got a Pearson cor-
relation coefficient of only −0.35, probably also
caused by many words occurring just once, but
the correlation may also be inherently weak. In
future work, we plan to evaluate the automati-
cally determined extension of our seed word lexi-
con by feeding the lexical items back into another
crowdsourcing round and determining the correla-
tion between the human assessment and the auto-
matically derived scoring values.

The final version of VULGER, a lexicon with
VULgarity ratings of GERman words, enhanced
with swearwords and words from the two hate
speech corpora in the end comprises 11,046 en-
tries (see Table 3).

Resource # Lexical Items
Seed Words 3,300
German Swearwords 2,046
Twitter Hate Speech Corpora 5,700
Total 11,046

Table 3: Decomposition of contributions from various
language resources for VULGER, the current version of
the lexicon of VULgar GERman

23We used SPACY: https://spacy.io/

8 Conclusion

In this paper, we are concerned with the lexi-
cal segment at the lower stylistic end of each
natural language often referred to as rough, vul-
gar and obscene. This register typically cov-
ers very explicit and rude linguistic expressions
(taboo words). Standard lexical repositories have
mostly neglected lots of these expressions on pur-
pose although a pressing need can now be derived
for such an extension, e.g., for the purpose of iden-
tifying and neutralizing or blocking offensive and
humiliating utterances in social media.

Our workflow for building such a lower-end lex-
icon is based on three steps: assembling already
existing lexicons (or fragments therefrom) for this
stylistic subvariety of language, assigning degrees
of vulgarity for each lexical item included, and us-
ing this seed for continuous automatic enhance-
ment by weakly supervised machine learning pro-
cedures.

As far as the representation of the semantics
of these lexical items are concerned, we pro-
pose a continuous grading system to substitute
overly simplistic discrete categorical schemata
which have been prevailing so far. Still, the claim
that such a fine-grained representation is helpful
at all must also be demonstrated by experiments
in the future. In any case, we plan to use and it-
eratively extend our newly developed lexicon on
text corpora with similar biases into pejorative lan-
guages (including scores for obscenity). How-
ever, merely (automatically) extending a special-
ized lexicon might not necessarily prove beneficial
as evidenced by the results of Tulkens et al. (2016)
that showed no performance boost for a system us-
ing such an extended dictionary, at least for detect-
ing Dutch racist language.

In order to by-pass the sparse data problem,
methods like transfer learning might also be ap-
propriate here (Sahlgren et al., 2018). Still, the
validity of these new items and their scores have
to be experimentally validated, e.g., by feeding
newly found lexical material back to annotators
and compare their judgments with automatically
predicted ones.

We are also aware of the fact that purely lexi-
cally driven approaches to account for obscene, of-
fensive or vulgar language may not be sufficient to
solve the recognition problem completely and that
a broader discourse context has to be taken into
account, as well as the linguistic conventions in
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different communities (Owsley Sood et al., 2012).
Still, a lexicon of significant size and quality might
form the backbone for machines sensitive to rude
and vulgar language.
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Tomáš Mikolov, Ilya Sutskever, Kai Chen, Gregory S.
Corrado, and Jeffrey Dean. 2013. Distributed rep-
resentations of words and phrases and their com-
positionality. In Advances in Neural Information
Processing Systems 26 — NIPS 2013. Proceedings
of the 27th Annual Conference on Neural Infor-
mation Processing Systems. Lake Tahoe, Nevada,
USA, December 5-10, 2013, pages 3111–3119, Red
Hook/NY. Curran Associates, Inc.

Bryan Orme. 2009. Maxdiff analysis: simple counting,
individual-level logit, and HB. Sawtooth Software,
Inc.

Sara Owsley Sood, Judd Antin, and Elizabeth F.
Churchill. 2012. Profanity use in online communi-
ties. In CHI 2012 — Proceedings of the 30th ACM
SIGCHI Conference on Human Factors in Comput-
ing Systems. Austin, Texas, USA, May 5-10, 2012,
pages 1481–1490, New York/NY. Association for
Computing Machinery (ACM).

Amir Hossein Razavi, Diana Z. Inkpen, Sasha Uritsky,
and Stan Matwin. 2010. Offensive language detec-
tion using multi-level classification. In Advances
in Artificial Intelligence. Canadian AI 2010 — Pro-
ceedings of the 23rd Canadian Conference on Ar-
tificial Intelligence. Ottawa, Ontario, Canada, May
31 - June 2, 2010, number 6085 in Lecture Notes
in Computer Science (LNCS), pages 16–27, Berlin,
Heidelberg. Springer-Verlag.
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Abstract

We address the task of automatically detecting
toxic content in user generated texts. We fo-
cus on exploring the potential for preemptive
moderation, i.e., predicting whether a particu-
lar conversation thread will, in the future, incite
a toxic comment. Moreover, we perform pre-
liminary investigation of whether a model that
jointly considers all comments in a conversa-
tion thread outperforms a model that considers
only individual comments. Using an existing
dataset of conversations among Wikipedia con-
tributors as a starting point, we compile a new
large-scale dataset for this task consisting of
labeled comments and comments from their
conversation threads.

1 Introduction

Due to the ever-growing amount of user generated
content online, manual moderation of such content
is becoming increasingly difficult to scale up. On
the other hand, the relative anonymity and lack
of personal contact between participants of web
conversations lowers inhibitions and increases the
risk of toxic behavior, making adequate moderation
increasingly important. Consequently, automated
detection of toxic language in user generated con-
tent is an increasingly important area of research.
While automated classification models are unlikely
to ever fully replace human moderators, they can
make their task easier by suggesting which content
to prioritize for moderation.

The typical way to approach this problem is via
supervised machine learning, where an input to a
model is a user-generated text, and the output is
a classification decision (toxic or non-toxic) or a
numerical toxicity score. In this paper, we explore
two possible extensions of this approach: preemp-
tive classification and thread-level models.

While practically very useful, standard models
are only applicable in a post-hoc scenario, i.e., to

detect a toxic comment after if has already been
posted. An alternate approach would be to have
models detect situations that are likely to lead to
toxic comments. If successful, such models would
enable moderators to preemptively focus on poten-
tially problematic discussion threads and then ei-
ther intervene and guide the discussion away from
conflict or respond in near real-time after the toxic
comment is posted. Large-scale implementation of
such near real-time moderation might be unneces-
sary and require too many moderators. However,
for limited parts of discussions that are known to
pertain to specially vulnerable social groups, this
might be a feasible approach. Our first research
question is whether such preemptive toxic com-
ment detection is viable.

The second research question pertains to the ben-
efits of including thread-level information when
detecting toxic comments. Namely, most existing
models consider every comment in isolation, there-
fore ignoring the context provided by the other
comments in the discussion. For post-hoc models,
while useful, this additional information may not
be crucial, as the main indicators of toxicity are
most present in the text of the comment being clas-
sified rather than in the rest of the thread. In the
preemptive scenario, however, the model has ac-
cess only to comments that appeared before a toxic
one. We hypothesize that considering the entire
thread of comments might be of greater importance
in this case.

The contribution of this paper is threefold. First,
using a large data set of conversations among
Wikipedia contributors, we compile and make pub-
licly available a new dataset with complete discus-
sion threads and with semi-automatically generated
toxicity labels. Secondly, we explore the viability
of models for the preemptive toxic detection task.
Third, we investigate the potential benefits of in-
cluding thread-level information into models.
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2 Related Work

Many varieties of toxic language have been con-
sidered in NLP research, including sexism, racism
(Waseem and Hovy, 2016a; Waseem, 2016), toxic-
ity (Kolhatkar et al., 2018), hatefulness (Gao and
Huang, 2017a), aggression (Kumar et al., 2018),
attack (Wulczyn et al., 2017a), obscenity, threats,
and insults. Waseem et al. (2017) proposed a sys-
tematic typology of toxic language.

Post-hoc detection of toxic text has been tackled
by traditional machine learning approaches, such
as logistic regression (Waseem and Hovy, 2016b;
Davidson et al., 2017; Wulczyn et al., 2017b), and
support vector machines (SVM) (Xu et al., 2012;
Schofield and Davidson, 2017). However, the best
performance is most often attained by deep learning
approaches, such as convolutional neural networks
(CNN) (Gambäck and Sikdar, 2017; Potapova and
Gordeev, 2016; Pavlopoulos et al., 2017) and vari-
ants of recurrent neural networks (RNN) (Pavlopou-
los et al., 2017; Gao and Huang, 2017b; Pitsilis
et al., 2018; Zhang et al., 2018b). In our exper-
iments we focus mainly on deep learning-based
models.

All the above-mentioned approaches deal with
the post-hoc scenario. Other work we are aware
of that explores the preemptive scenario is that of
Zhang et al. (2018a). There, the task is to pre-
dict – given an initial courteous exchange of two
user comments – whether the third comment will
be toxic. The authors create a manually labeled
data set and perform an extensive study on which
pragmatic and rhetorical devices are indicative of
conversation toxicity. Moreover, there is the work
of (Liu et al., 2018), where a logistic regression
classifier with a rich feature set (including thread
level features) is evaluated on a data set of manually
labeled 30000 Instagram comments. In contrast,
the data set produced in our work is much bigger,
but has only silver labels.

In our work we consider the use of thread-level
information for toxic comment detection. Within
the scope of this work we limit ourselves to sim-
ple mechanisms for including this information into
deep learning models. Recently, deep learning
models have been proposed that leverage graph
structures, such as TreeLSTM (Tai et al., 2015) and
GraphSAGE (Hamilton et al., 2017), which might
be useful for modeling thread-level structure in our
task. We leave the investigation of this possibility
for future work.

3 Dataset

At the time of writing we were not aware of the data
set from (Liu et al., 2018). At first we considered
using the dataset from (Zhang et al., 2018a), but
found it rather small (∼1200 examples) for deep
learning approaches. Furthermore, this dataset
was constructed using a very carefully designed
methodology for a specific experiment – detecting
whether a toxic comment will appear given a cour-
teous initial exchange of two comments. We are
interested in a more general case, where conversa-
tion threads might be longer and not necessarily
start in a courteous manner. Moreover, we aimed
at a setting which would better reflect the realistic
working conditions in which our models would be
used and allow us to measure their practical impact.
Consequently, we decided to create a new dataset
from the data collected by Hua et al. (2018). It
contains the entire conversational history of com-
ments on Wikipedia modeled as a graph of actions.
The possible actions are Creation, Addition, Modi-
fication, Deletion, and Restoration. Automatically
derived toxicity scores are also provided for each
example.

We apply the following steps to this dataset:
Step 1. Filter the data to remove all threads with
less than 2 different participants. This leaves
∼8.7M threads.
Step 2. Apply all Modification actions, to update
the comments to their most recent version.
Step 3. Flag comments that were deleted. A com-
ment is considered deleted if there is a Deletion
action on it, without a subsequent Restoration ac-
tion that would undo the effect.
Step 4. Split the threads into the train (70%), dev
(15%), and test (15%) sets. The split is done across
time: the test set contains the most recent threads,
while the train set contains the least recent.

Step 5. Semi-automatically label the examples
for toxicity. An example is considered toxic if its
toxicity or severe toxicity scores are above 0.64
or 0.92, respectively. 1 and it was deleted by a
person who is not the comment author. This heuris-
tic takes into account two signals: (1) the fact that
a toxic classifier has high confidence for a com-
ment and (2) the fact the comment was deleted.

1The same thresholds as those used by Hua et al. (2018)
tuned to give equal error rate on a dataset of Wikipedia com-
ments manually labeled for toxicity. The thresholds yield 86%
precision and 84% recall on the tuning data. The thresholds
differ as the number of severely toxic comments in the tuning
data was much smaller than the number of toxic comments.
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Figure 1: An illustration of examples generated for the
post-hoc (left tree) and preemptive (right tree) case. Di-
amond shaped nodes represent toxic comments while
round nodes represent non-toxic comments. Positive
examples for the classifier are denoted by + and negative
ones by –. Examples denoted by NA are not considered
by the classifier: these are the leaf nodes in the preemp-
tive scenario. The filtering from Step 7 has the effect
of ignoring all examples with an insufficient number
of preceding comments, e.g., for Lmin = 2 all com-
ments above the dotted line would be ignored in the
rich-context setting.

Considering only deleted examples as toxic would
yield noisy labels, as comments are often deleted
for reasons other than being toxic. Manual inspec-
tion of the silver-labeled dataset reveals that the
combination of the toxicity classifier and observed
deletion is effective in identifying some of the toxic
comments. However, this approach fails to identify
those toxic comments which were not deleted or
those for which the toxicity classifier failed. The
former issue is not problematic, as it was shown by
Hua et al. (2018) that toxic comments on Wikipedia
get deleted by the community very quickly. Thus
toxic comments that are not deleted are quite rare.
The latter issue, however, represents a limitation of
our work. Our results apply only to those types of
toxic language that are detectable by current post-
hoc models. Extending this data set to account for
more complex types of toxic language would re-
quire considerable annotation effort and we leave
it as a possibility for future work.
Step 6. Generate examples from each thread in the
train/dev/test set for the (1) preemptive scenario
and (2) post-hoc scenario as shown in Figure 1.
For the post-hoc scenario, examples are generated
from all comments in the tree. Positive examples
are those comments that are labeled as toxic, while
all other comments are negative examples. In the
preemptive scenario, examples are generated from
all comments that are not leaves of the tree. Posi-
tive examples are those comments that have a toxic
child and no toxic ancestors, while all other com-
ments are negative examples. The number of pre-

Setting Scenario train dev test
real-context post-hoc 357K 47K 35K
real-context preemptive 226K 32K 25K
rich-context post-hoc 119K 21K 15K
rich-context preemptive 53K 11K 8K

Table 1: Statistics of the generated data set variants.

ceding comments available for each comment in
this data can vary from 0 to over 100 (median is
2). Consequently, to differentiate from the setting
in the next step, we will refer to this setting as the
real-context setting.
Step 7. While the previous setting is more real-
istic, in order to better assess their full potential,
we wished to evaluate the thread level models in
a setting where the context provided by preceding
comments is always available. To this end, we fil-
ter the examples from the previous step such that
only those are left that have at least Lmin = 2 com-
ments on the path to the root.2 We will refer to
the datasets obtained in this step as being in the
rich-context setting.

As the label distribution of the examples ob-
tained in this way is extremely skewed (positive
examples account for 0.5 to 1 percent of the data,
depending on the setting and scenario), we under-
sample the negative class. For completeness, we
also retain the non-undersampled versions of the
dev and test sets for some of the experiments.

Lastly, to additionally evaluate the quality of
the silver labels we manually labeled 100 examples
from the balanced version of the data set. We found
that on these examples the silver labels have 0.51
precision and 1.00 recall. This yields 0.67 F1 mea-
sure and is somewhat lower than the expected 0.85
obtained for this classifier in (Hua et al., 2018). The
difference indicates that the thresholds from (Hua
et al., 2018) obtained on non-deleted comments
from Wikipedia may not perform equally well on
deleted comments. To address this and increase
the quality of the labels, more deleted comments
should be manually labeled and thresholds retuned
using, e.g., the same error rate method of (Wulczyn
et al., 2017a).

Some statistics of the finally generated data set
are given in Table 1, and some examples in Table 2.
We make the dataset and the code for generating it
available.3

2Following the choice of (Zhang et al., 2018a).
3http://takelab.fer.hr/data/pretox
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Text Toxic

Go fuck yourself. Anways. +
Lazy Bast*rd +
Superman is a total loser batman would win +
Sick of this article and the shitty writing +
When did it become an inherently evil thing
to be concerned for human welfare?

–

Please elaborate; this is fascinating. –

Table 2: Examples of comments from the dataset.

Setting Scenario train dev test
real-context post-hoc 357K 47K 35K
real-context preemptive 226K 32K 25K
rich-context post-hoc 119K 21K 15K
rich-context preemptive 53K 11K 8K

Table 3: Statistics of the generated data set variants.

4 Models

We implement several baseline models to get some
preliminary results on this data.

Our simplest model is a linear support vector
machine (SVM) on TF-IDF weighted unigrams
and bigrams. We include the most frequent 10k
n-grams into the model, and tune the C hyperpa-
rameter on the dev data. This model ignores thread
context, even when it is available.

For the deep learning models we use an neural
network based encoder to derive a vector represen-
tation for each comment in our data. We denote
this encoder as enccom. For models that ignore pre-
ceding comments, the output of this encoder is fed
directly to linear and softmax layers and produces
a classification decision for each comment. Thus,
the output of our model for a comment c, which is
a sequence of word embeddings, could be written
as:

yc = softmax (WT enccom(c))

For models that take preceding comments into
account, the input is not a single comment but a
sequence of comments, t = (c1, . . . , cn), which
includes the comment to classify, cn, and all of its
ancestors, (c1, . . . , cn−1). We first apply enccom
to each individual ci, obtaining comment repre-
sentations ri = enccom(ci). We then feed the
sequence s = (r1, . . . , rn) as features into another
encoder, which we denote by encthr. The output
of the model for the given input is similar as before:

yt = softmax (WT encthr(s))

For implementing the encoder, we performed

preliminary experiments with convolutional neural
networks (CNN) (Krizhevsky et al., 2012), long
short-term memory networks (LSTM) (Hochreiter
and Schmidhuber, 1997), and gated recurrent units
(GRU) (Cho et al., 2014), tuning hyperparameters
on the development data. We found that, on the
development data for this task, GRU and LSTM
perform similarly and slightly better than CNN.
We also found that bidirectional recurrent mod-
els perform slightly better than standard ones. To
represent the words we use the freely available 50-
dimensional GloVE embeddings (Pennington et al.,
2014) trained on 6 billion tokens. Preliminary ex-
periments also reveal models perform better when
the embeddings are also updated during training.
For our final experiments we use two BiLSTM
models with a cell/hidden-state size of 50 to imple-
ment enccom and encthr. We use Adam (Kingma
and Ba, 2015) to train the models with a learning
rate of 0.001, minibatch size of 128, and early stop-
ping using the dev set. We denote the variants of the
model that are thread-agnostic and thread-aware as
BiLSTM and BiLSTM-context, respectively. All
models are implemented in PyTorch (Paszke et al.,
2017) and the code is available online.4

5 Results

The results are given in Table 4. Each column repre-
sents one dataset variant. All differences within the
same variant are statistically significant at p<0.05
(tested used bootstrap resampling).

While differences across different dataset vari-
ants are not directly comparable, there is a tendency
for models to perform much better in the post-hoc
scenario than in the preemptive scenario, which is
expected. Preemptive models are, however, able
manually labeled to beat the random baseline and
achieve scores that are numerically similar to those
of Zhang et al. (2018a) on their data.

The BiLSTM-context model performs similarly
or worse than the BiLSTM model in all cases ex-
cept the preemptive real case where context does
help, but both LSTM-based models are outper-
formed by a simple SVM. This indicates that the
additional information provided by the thread con-
text is, in this case, not very useful for determining
the correct class. Manual inspection of the data set
confirms that humans could determine the toxicity
of most comments without referring to the thread
for additional context.This intuition is invalid in

4http://takelab.fer.hr/data/pretox
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Preemptive Post-hoc

Model Real Rich Real Rich

Random .500 .500 .500 .500
SVM .601 .578 .883 .893
BiLSTM .558 .620 .901 .902
BiLSTM-context .586 .602 .904 .900

Table 4: Results in various settings and scenarios. Ran-
dom is the expected performance of choosing a random
class with uniform probability across the classes. The
numbers are F1-scores on perfectly balanced test data.

cases when the thread context for preemptive detec-
tion already contains a toxic comment. A presence
of a toxic comment in a thread is a good indicator
of a situation where more toxicity will follow. Thus
considering the entire thread leads to better perfor-
mance in such cases. This, however, is not true
preemptive detection, as toxicity already occurred
earlier in thread. Consequently, we filtered out such
cases from the data by requiring comments that are
positive examples for the preemptive case to have
no toxic ancestors (as described in Chapter 3). It
is however worth mentioning that, for this reason,
our preliminary experiments which omit this filter-
ing step indeed showed more noticeable benefits of
having the thread available in the preemptive case.

We also note that the unbalanced nature of this
data has a very negative effect on performance in
a practical setting. For example, even after tun-
ing the classification threshold to maximize F1 on
unbalanced dev data, the F1-score for the best post-
hoc model on the unbalanced test is still below 0.5.
Thus, more work is required to make models for
this task that are applicable in a real-world setting.

6 Conclusion

We compiled a large semi-automatically labeled
dataset for studying preemptive toxic language de-
tection in Wikipedia conversations. We explored
two types of deep learning models for this task:
those that only consider a single comment and
those that take into account the context by con-
sidering preceding comments in a conversation. In
our experiments, the context-sensitive models did
not significantly outperform context-agnostic ones.
While all preemptive models would beat a random
baseline, their performance is still too low for prac-
tical applications.

There are numerous possibilities for future
work. One is to employ more sophisticated graph-

based deep learning methods such as GraphSAGE
(Hamilton et al., 2017). Another direction would
be exploring ways to better address the class unbal-
ance typical for this task. Yet another possibility
would be to enrich the input features with informa-
tion available about the user who is commenting,
e.g., whether they had toxic comments in the past,
or their personality profile derived from text us-
ing models such as that of Gjurković and Šnajder
(2018). Finally, combining deep learning with dis-
course and pragmatic features, such as those of
Zhang et al. (2018a), might be a good next step to
improve the models in the preemptive setting.
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Abstract

User generated text on social media often suf-
fers from a lot of undesired characteristics in-
cluding hatespeech, abusive language, insults
etc. that are targeted to attack or abuse a
specific group of people. Often such text is
written differently compared to traditional text
such as news involving either explicit mention
of abusive words, obfuscated words and typo-
logical errors or implicit abuse i.e., indicating
or targeting negative stereotypes. Thus, pro-
cessing this text poses several robustness chal-
lenges when we apply natural language pro-
cessing techniques developed for traditional
text. For example, using word or token based
models to process such text can treat two
spelling variants of a word as two different
words. Following recent work, we analyze
how character, subword and byte pair encod-
ing (BPE) models can be aid some of the chal-
lenges posed by user generated text. In our
work, we analyze the effectiveness of each
of the above techniques, compare and con-
trast various word decomposition techniques
when used in combination with others. We ex-
periment with finetuning large pretrained lan-
guage models, and demonstrate their robust-
ness to domain shift by studying Wikipedia at-
tack, toxicity and Twitter hatespeech datasets.

1 Introduction

In recent years, with the growing popularity of
social media applications, there has been an expo-
nential increase in the amount of user-generated
text including microblog posts, status updates and
comments posted on the web. The power of com-
municating freely with large number of users has
resulted in not only sharing news and exchang-
ing content but has also led to a problem of large
number of harmful, offensive and aggressive in-
teractions online (Duggan, 2017). Previous work
on identifying abusive language has tackled this

problem by training computational methods that
are capable of automatically recognizing offensive
content for text on MySpace (Yin et al., 2009),
Twitter (Waseem and Hovy, 2016; Davidson et al.,
2017), Wikipedia comments (Wulczyn et al., 2017)
and Facebook posts (Vigna et al., 2017; Kumar
et al., 2018).

Most of these models are based on features ex-
tracted from words or word n-grams or the recur-
rent neural networks that operate on word embed-
dings (Pavlopoulos et al., 2017; Badjatiya et al.,
2017) with few exceptions of models that utilize
character n-grams that can model noisy text and
out-of-vocabulary words (Waseem and Hovy, 2016;
Nobata et al., 2016; Wulczyn et al., 2017). How-
ever, these models are not very effective at mod-
eling obfuscated words such as w0m3n, nlgg3r
which are prominent in user generated text that are
intended at evading hate speech detection (Mishra
et al., 2018). In this work, we aim to address this by
investigating word, subword and character-based
models for abusive language detection.

Recent advances in unsupervised pre-training
of language models have led to strong improve-
ments on various general natural language process-
ing and understanding tasks such as question an-
swering, sentiment and natural language inference
(Peters et al., 2018; Devlin et al., 2018). However,
it is unclear how such models trained on standard
text would transfer information when fine-tuned on
noisy user generated text. In additional to study-
ing word, subword and character-based model per-
formances on abusive language detection we also
combine these with pre-trained embeddings and
fine-tuning these pre-trained language models and
understand their efficiency and robustness in iden-
tifying abusive text.

Specifically, in this work, we address the effec-
tiveness of character-based models, subword or
Byte Pair Encoding (BPE) based models and word
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features based models along with pre-trained word
embeddings and fine tuning pretrained language
models for detecting abusive language in text. Pre-
cisely we make following contributions:

• We compare the effectiveness of end-to-end
character based models, with word + charac-
ter embedding models, byte pair encoding and
subword models, to show which of the tech-
niques perform better than pure word based
models.

• We demonstrate how fine-tuning large pre-
trained language models, the latest break-
through in NLP, enhance state of the art on few
of the abusive language datasets, and show
that the domain shift isn’t considerable when
applied to abusive language datasets.

• We also examine how preprocessing docu-
ments with byte pair encoding model pre-
trained on a large corpus, boost the perfor-
mance of several word embedding based mod-
els massively.

2 Related Work

Identifying abusive context on the web is one of
the widely studied topics on social media text. This
problem has been studied for Hate Speech detec-
tion (Kwok and Wang, 2013; Waseem and Hovy,
2016; Waseem, 2016; Ross et al., 2016; Saleem
et al., 2017; Warner and Hirschberg, 2012), Ha-
rassment (Yin et al., 2009; Cheng et al., 2015),
Cyberbullying (Willard, 2007; Tokunaga, 2010;
Schrock and Boyd, 2011), Abusive language detec-
tion (Sahlgren et al., 2018; Nobata et al., 2016), ag-
gression identification (Kumar et al., 2018; Aroye-
hun and Gelbukh, 2018; Modha et al., 2018), iden-
tifying toxic comments on forums (Wulczyn et al.,
2017) and offensive language identification (Wie-
gand et al., 2018; Zampieri et al., 2019). While
most of the work in identifying abusive on so-
cial media is predominantly studied for English
social media posts some of the latest work include
study on German (Wiegand et al., 2018), Italian
(Bosco et al., 2018) and Mexican Spanish (Álvarez-
Carmona et al., 2018).

Some of the early methods on identifying abu-
sive text used word n-gram, part-of-speech (POS)
tagging (syntactic features), manually created pro-
fanity lexicons or stereotypical words, TF-IDF fea-
tures along with sentiment and contextual features

and trained supervised classifiers such as support
vector machines (Yin et al., 2009; Warner and
Hirschberg, 2012). Waseem (2016) studied charac-
ter n-grams, skipgrams, brown clusters and POS tag
based features for identifying hatespeech. Waseem
and Hovy (2016) studied usefulness of various
socio-linguistic features such as gender, location,
word-length distribution, Author Historical Salient
Terms (AHST) features in identifying hatespeech.

Some of the recent work compared efficiency
of both character n-gram based models as inputs
to logistic regression and multi-layer perceptron
models (Wulczyn et al., 2017). Nobata et al. (2016)
showed that character n-grams features alone can
perform well and can efficiently model noisy text.
They also showed off-the-shelf word embeddings
can be used to identify abusive text.

Pavlopoulos et al. (2017) used deep-learning
based models specifically they employed RNN with
a novel classification-specific attention mechanism
and achieve state-of-the-art results on identifying
attack and toxic content in Wikipedia comments.
Badjatiya et al. (2017) investigated three different
neural networks for hatespeech detection: (i) Con-
volutional neural network (inspired by CNN’s for
sentiment classification by Kim (2014)) (ii) Long
short-term memory networks (LSTM) to capture
long range dependencies and (iii) FastText classi-
fication model that represents document by aver-
aging word vectors that can be fine-tuned for the
hatespeech task.

While Badjatiya et al. (2017) analyzed various
architectures to encode text for hatespeech detec-
tion, we are not aware of any work that studied
various word decomposition models for identifying
abusive language in text. Recent work on identify-
ing offensive language in text include fine-tuning
large pretrained languege model BERT which use
subword units to encode text (Zampieri et al., 2019;
Zhu et al., 2019). For the SEMEVAL-2019 task
of offensive language identification 7 out of top
10 submissions used BERT finet tuning. Zampieri
et al. (2019) highlighted that 8% of 104 systems
participated in the shared task used BERT based
fine-tuning.

In this work, we analyze the effectiveness of
different ways of learning representations with
character-based models, subword or BPE based
models and word features based models. We also
combine these with well known pre-trained word
embeddings and very large pretrained language
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models for fine-tuning and detecting abusive lan-
guage in text. In Section 3 we describe the datasets
that we study in this work for hatespeech and abu-
sive detection.

3 Datasets

We experiment with three datasets: Twitter dataset
(Waseem and Hovy, 2016), Personal Attack and
Toxicity datasets from Wikipedia Talk dataset (Wul-
czyn et al., 2017) that covers sexism/racism, per-
sonal attack and toxicity aspects of abuse in user
generated text online.

3.1 Twitter Dataset

We use the hatespeech Twitter dataset (Hatespeech)
provided by Waseem and Hovy (2016). This
dataset was created from a corpus of 136k tweets
collected from Twitter by searching for commonly
used racist and sexist slurs on various ethnic, gen-
der and religious minorities over a two-month pe-
riod. The original data had 16,907 tweets corre-
sponding to sexist, racist and neither labels (3378,
1970 and 11559 respectively). However, we could
only retrieve 11170 of the tweets (2914: sexism, 17:
racism and 8239: neither) with python’s Tweepy
library. Similar issue of missing tweets has been
reported by Mishra et al. (2018). However, the per-
cent of tweets we lost are much higher than theirs
and most of the tweets lost are for the racism label.
We have lost majority of the tweets corresponding
to sexism label. Since we lost large chunk of tweets
we conduct our experiments on cross validation of
5 splits and report scores on all of the 5 splits.

3.2 Wikipedia talk page

We use the personal attacks (W-ATT) and toxic-
ity (W-TOX) datasets that were randomly sampled
from 63 Million talk page comments from the pub-
lic dump of English Wikipedia by Wulczyn et al.
(2017). Each comment in both the datasets were
annotated by at least 10 workers and we use the
majority label as its gold label. Overall, we have
115.8k comments in W-ATT dataset (69.5k, 23.1k
and 23.1k in train, dev and test splits respectively)
and 159.6k comments in W-TOX dataset (95.6k,
32.1k and 31.8k in train, dev and test splits). Simi-
lar to hatespeech dataset both the W-ATT and W-
TOX datasets also have skewed distribution of la-
bels having 13.5% and 15.3% of them labeled as
abusive.

4 Methods

In this section, we present various word decom-
position methods and modeling architectures we
analysed for studying Twitter and Wiki Talk page
W-ATT and W-TOX comment datasets.

4.1 Word-based Model

As a baseline, we adpot the fastText (Grave et al.,
2017) classification algorithm. The fastText algo-
rithm performs mean pooling on top of the word
embeddings wemb

i to obtain a document represen-
tation. This document representation is passed
through a Softmax layer to obtain classification
scores. The embeddings can either be learned or
can be initialized with pre-trained embeddings and
fine-tuned during training. We run multiple vari-
ants of fastText in our experiments.

4.2 Subword-based Model

Subwords are formed by concatenating all the char-
acters of a particular length within a word bound-
ary. Addition of subwords gives the model abil-
ity to learn words which are misspelled such as
emnlp and emnnlp are similar. A pure word based
model would consider emnnlp as out-of-vocabulary
(OOV) word, if not seen in training set, but a sub-
word model would decompose emnnlp into “emn”
and “nlp”, and train subword embeddings wemb

sub for
each of these subwords. We take subword variant
of fastText model to incorporate subword context
into the model. The algorithm considers all sub-
words of varying lengths within the boundary of a
word.

4.3 Joint Word and Character Embedding
Model

Our joint word and character embedding based
model is adapted from Kim (2014) and Peters et al.
(2018). We refer to Kim (2014) as TextCNN going
forward.

Let xi be the input word and cn0 be its character
representation, where n is the number of charac-
ters in the word. We transform cn0 representation
by passing through a character embedding layer,
which is a n-gram Character-CNN similar to (Pe-
ters et al., 2019). The output of the n-gram Char-
acterCNN is concatenated with the word’s corre-
sponding pretrained embedding to obtain wemb

full as
described in 1(a) Character-level features are con-
catenated with wemb

i , the word embedding of word
i, to form wemb

full , the full set of word-level input
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Figure 1: Architecture for model described in 4.3. In Figure 1(a), we present an example of for obtaining a word
embedding by concatenating character embeddings with the embedding of the word itself. These final embeddings
are then fed into the non-static variant of the Kim2014 (Kim, 2014) architecture (shown in Figure 1(b)). The layers
of Kim2014 model alongwith the character CNN layer are updated during training.

features:

wemb
full = (wchar

i ;wword
i )

We randomly replace singleton words with special
[UNK] (unknown) tokens for obtaining its wemb

i

, and also apply dropout (Srivastava et al., 2014)
on wemb

full . The input word embeddings wemb
full , in a

sentence with l tokens and convolutional window
size h, wemb

i:i+h is transformed through a convolution
filter wc:

ci = f(wc.w
emb
i:i+h−1 + bc)

where bc is a bias term and f is a non-linear function
(ReLU). This produces a feature map c, on-top of
which we apply a global max-over time pooling.

c‘ = max(c)

This process for one feature is repeated to obtain m
filters with different window sizes h. The resulting
filters are concatenated to form TextCNN docu-
ment representation. The document representation
is passed through Softmax layer to obtain classifica-
tion predictions. We also experiment with original
version of TextCNN, which is a pure word based
model, without the character embedding variant.

4.4 End-to-end Character Embedding Model
To understand the potential of end to end character
based models in dealing noisy text, we use Very
Deep Convolutional Neural Network (VDCNN) ar-
chitecture proposed by Conneau et al. (2017) that
operates at character level by stacking multiple con-
volutional and pooling layers that sequentially ex-
tract a hierarchical representation of the text. This
representation is fed into a fully connceted layer
which is trained to maximize the classification ac-
curacy on training data.

4.5 Byte Pair Encoding + Word + Char
embedding models

We train a Byte Pair Encoding(BPE) based model
introduced by Sennrich et al. (2016) on the given
training corpus. We use this trained BPE model on
training data to tokenize/encode our documents in
training, validation and test data and use each BPE
unit as a word to learn embeddings. We perform
30, 000 merge operations on each training dataset
to learn subword or BPE units.

4.6 Pretrained Language Models
Recent liteature have shown that transferring
knowledge from large pre-trained language models
could benefit various NLP tasks either by adding a
task specific architecture or by fine-tuning the lan-
guage model for the end task (Peters et al., 2018;
Devlin et al., 2018; Peters et al., 2019). In this
work, we use BERT model and we fine-tune the
model for each of our train datasets.

5 Experiments

In this section, we present different variants of the
models described in Section 4 presented in Table
1.

fastText: We use multiple variants of fastText
model. Our fastTextngrams=1 uses embeddings
learned for each unigram. We treat this as our
baseline model without any preprocessing of the
text. Our fastTextngrams=2 model also uses bi-
grams along with unigrams as independent to-
kens to learn embeddings. All pairs of bigrams
are chosen wtihout ant frequency threshold. Our
fastTextngrams=2 + subword (2− 6) also uses all
subwords within a word boundary within the range
of 2− 6. All our models are trained with learning
rate of 0.5 and for 5 epochs.
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BERT pretrained LM

   BERT WordPiece model

the very usage of the word in 
any instance is self-verifying

the very usage of the word in any 
instance is self - verify ##ing

FastTextTextCNN

Figure 2: We present the approach discussed in 5.1. The Input text for a document is tokenized via the BERT
Wordpiece tokenized model pretrained on GoogleNews and Wikipedia. This tokenized text is fed as input to the
word based models which aids in forming representations from a more informative subword split as an independent
unit.

TextCNN (Kim, 2014): We run the TextCNN for
classification in non-static mode, with learning rate
of 0.0001, dropout of 0.5 for 50 epochs. We have
used default kernel window sizes Nf = (3, 4, 5)
with m = 100 filters. We initialize the embeddings
layer with word2vec pretrained embeddings1 pub-
licly available from google. We used the non-static
variant of TextCNN, with pretrained embedding
initialization for word embedding layer.

TextCNN + char n-grams: The word embed-
ding layer is constructed for this approach as men-
tioned in 1(b). The kernel window sizes h for
character tokens are Nf = (1, 2, 3, 4, 5, 6) with
m = (32, 32, 32, 64, 64, 64) filters respectively. In-
creasing the number of filters further to match those
of parameters in Peters et al. (2018) for character
tokens led to overfitting on our datasets, and hence
we reduced the parameters. All the layers are al-
lowed to be tuned while training. The character em-
beddings CNN layer is initialized randomly with
Xavier initialization (Glorot and Bengio, 2010).
We set the character embedding layer output to
300, upon concatenation the word embedding wemb

full

1https://code.google.com/archive/p/word2vec/

length would be 600. This model is trained in ex-
actly similar settings as the above mentioned word
based TextCNN model.

Fully Character Embeddings Model: We run
VDCNN (Conneau et al., 2017) with 9 convolu-
tion layers with learning rate of 0.0001 reducing
the learning rate by hald every 15 intervals for 100
epochs. We use a batch size of 64 and use stochas-
tic gradient descent (SGD) as optimizization func-
tion with 0.9 momemtum.

BERT: For our BERT experiments we use the
BERTbase (uncased) model. BERTbase model
consists of 12 Transformer layers with 12 self-
attention heads with 768 hidden dimensions and
consists of 110 M total parameters. This model is
trained in BookCorpus and English Wikipedia cor-
pus. We attach a linear layer on top of BERTbase

model and the [CLS] token representation is fine-
tuned on the training set. We use a binary cross-
entropy loss to fine-tune BERT for our datasets.
The fine tuned model is evaluated on the test
set. We experimented with dropout values set at
(0.1, 0.2) between the transformer encoder layers.
We achieved best results at dropout of 0.2, which
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Model pre sword Tok Hatespeech W-ATT W-TOX
0 1 2 3 4

fastTextngrams=1 N N N 69.7 71.8 84.2 95.5 82.2 93.3 95.6
fastTextngrams=1 Y N N 69.6 74.8 84.5 95.7 79.5 93.5 95.6
fastTextngrams=1 + BERT tokentization N Y Y 71.2 83.0 83.0 95.2 83.4 94.5 96.1
fastTextngrams=1 + Custom BPE N Y Y 66.3 72.0 74.8 73.2 72.4 81.5 84.6
fastTextngrams=2 + subword (2− 6) N Y N 64.3 71.2 75.9 92.2 85.7∗ 93.1 95.8
fastTextngrams=2 + subword (2− 6)
+ BERT tok

N Y Y 64.1 66.7 75.1 93.4 85.3 93.9∗ 95.7

fastTextngrams=2 + subword (2 − 6) +
+ BERT tokentization + preE

Y Y N 71.5 76.9 87.9 93.2 75.7 93.4 95.8∗

TextCNN (Kim, 2014) N N N 69.8 76.9 85.3 95.7 85.9 92.8 95.6
TextCNN + Character n-grams N N N 70.6 78.1 87.1 96.3 85.9 93.2 95.9
TextCNN + BERT tokenization N N Y 71.6 76.8 84.2 96.6 85.2 94.1 96.2
VDCNN (9 layers) N N N 65.3 71.6 80.7 89.3 85.9 91.6 93.9
BERT (dropout = 0.2) N N N 72.2 80.1 85.2 97.0 78.2 95.7 96.8

Table 1: We report Weighted F1-scores for the different models on the Hatespeech, W-TOX and W-ATT datasets.

we report in our experiments.

5.1 BERT Wordpiece Tokenizer Model with
Word models

We use Wordpiece (BPE) model of BERT (Devlin
et al., 2018) pretrained on BooksCorpus and En-
glish Wikipedia, produced using 30000 merge op-
erations. BERT uses this model as precursor before
encoding the text through transformer. We try to
examine the benefit of the wordpiece text encoding
vs the benefit we obtain from fine-tuning the pre-
trained LM. We hypothesize that pretrained BPE
model splits a word into most frequent subwords
found in the wikipedia corpus, which can help in
mining the informative subwords. The informative
subwords might prove very beneficial in noisy set-
tings where we observe missing spaces and typos.
In order to achieve this, we use this pretrained BPE
model for encoding the document text before in-
puting to our word based models, TextCNN and
fastText word variant. This is demonstrated in Fig-
ure 2. We have tried following variants with BERT
Wordpiece tokenization as preprocessing step.

BERT Tokenizer with fastTextngrams=2

TextCNN Word model: We preprocess the
given dataset text using pretrained BPE model,
and run a fastText bigram classification model
on the preprocessed output. We also evaluate the
TextCNN word model with the preprocessed text
as input.

BERT Tokenizer with fastText subword: The
preprocessed dataset with BERT trained BPE for
training fastText subword model as described in
Section 5.

Custom BPE model on the dataset: We also
tried to examine if we would get a similar perfor-
mance boost we obtained from BERT Wordpiece
model by encoding text via a custom wordpiece
model trained on the text. This helps us differenti-
ate if the gains are from training a wordpiece model
on a large text or if the gains are from using sub-
word splitting. We used 30,000 number of merge
operations for the custom BPE model, which is the
same as in BERT BPE to aim for a meaningful com-
parison. We have also tried other values of merge
operations from the custom BPE model, but none
have yielded substantially better performance.

6 Results and Analysis

Table 1 presents the Weighted F1 score based on
the support of each of the classes in the test set for
our classification task. For a classification prob-
lem with N samples in the test set and C classes,
Weighted F1 score 2 is defined as

1

N

C∑

i=1

ni ∗ Fi (1)

2we use sklearn library for computing macro and weighted
f1 scores in the paper https://scikit-learn.org/
stable/modules/generated/sklearn.metrics.
f1_score.html
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Technique PROCESSED DOC
Original a complaint about your disruptive behavior here

: https : / / en . wikipedia . org / wiki / wikipedia : administrators
% 27 noticeboard / incidents # disruptive users vandalizing article about spiro koleka

Custom BPE complain about your disruptive behavior here
: https : / / en . wikipedia . org / wi@@ ki / wikipedia : administrators
% 27 noticeboard / incidents # disrup@@ ti@@ ve @@ user@@ s @@
vandali@@ z@@ ing @@ article @@ about @@ spi@@ ro@@ @@ ko@@
le@@ ka

BERT token-
tization

complain about your disrupt @@ive behavior here
: https : / / en . wikipedia . org / wiki / wikipedia : administrators
% 27 notice @@board / incidents # disrupt @@ive users

van @@dal @@izing @@ article @@ about @@ sp @@iro @@ ko @@le
@@ka

Table 2: Sample document split created by BERT BPE tokenizer, Custom BPE tokenizer

Model W-ATT W-TOX
WS (Mishra et al., 2018) 84.4 85.4
CONTEXT HS + CNG (Mishra
et al., 2018)

87.4 89.3

fastText(ngrams=2) 85.2 86.8
fastText(ngrams=2, BERT BPE) 85.9 88.6
fastText(ngrams=2, BERT BPE,
PreE)

86.8 88.6

Kim2014 82.7 88.4
Kim2014 (BERT BPE) 83.4 89.3
BERT (dropout = 0.2) 89.5 90.6

Table 3: Macro F1 average on the W-TOX and W-ATT
datasets.

where ni denotes the number of samples in class
i. We have reported weighted F1 as the twitter
data we obtained had only 17 samples for racism,
with stratified CV split having only 4 samples on
average. As the results on this label could be very
random and prone to lot of variance due to very
little number of samples in the train and test set,
we choose to use weighted F1 over macro F1.
We also have observed very high variance among
performance in different CV splits, hence report
the numbers separately on each of them.

Table 1 also mentions if each of the experiment
involves using word splitting via BPE, either by pre-
trained BERT Wordpiece tokenization model, or by
training a custom BPE model on our given dataset.
We have also highlighted the individual best perfor-
mance from a modeling architecture with a ∗.

Table 2 presents the Macro F1 score on W-ATT
and W-TOX datasets. Macro F1 score is defined

as :

1

C

C∑

i=1

Fi (2)

We have picked the best performing models from
1 for macro F1 comparison. We have also com-
pared to previous approaches that have achieved
best performance on these datasets. Mishra et al.
(2018) reported Macro F1 on both validation and
test data together. From their work it is unclear if
the model is tuned on validation, and same data
was used along with test to report numbers. Hence,
we only use their number as reference. The main
conclusions of these experiments are fourfold:

1. Pretrained BPE models transfer well: Pre-
training a Wordpiece model on a large general cor-
pus like wikipedia, and using this for encoding
input text by splitting words has shown significant
improvements for all the word based models. The
fastText word model with bigrams (row 3 in table
1) trained with BERT tokenization achieves the best
performance on 1st split of the hatespeech data, and
also shows improvement over the native fastText
bigrams model on Wiki-ATT dataset. The same ob-
servation can be made with TextCNN word model
with preprocessing by pretrained BERT Wordpiece
tokenization model(row 11 in Table 1). However,
we have either noticed a slight degradation or an
insignificant improvement by applying BPE en-
coding with fastText subword based model. This
is expected as breaking the informative subwords
from BERT into much smaller units might result in
lot of noisy updates.
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Predicted
Label

Technique Text

not attack Original believe that he was the greatest mother-fucker in the world
attack∗ BPE believe that he was the greatest mother## -## fuck## er in the

world
not attack Original many thanks for your leaving all edits alone in future with such

idiotic diatribes
attack∗ BPE many thanks for your leaving all edit## s alone in future with such

idiot## ic## dia## tri## bes

Table 4: Qualitative samples from original text, and BERT Wordpiece model text. Actual label is marked with an
asterisk. We can observe that BERT BPE model can effectively mine informative subwords as observed in general
domain wikipedia

2. Fine tuning pretrained language models:
We observe that fine-tuning large pretrained lan-
guage models achieve best performance on tox-
icity dataset. BERT with dropout=0.2 achieves
the best performance on most of the datasets and
splits. It achieves better or at par performance over
any word based model. Only fastText subwords
and textCNN/fastText word based model trained
on BERT Wordpiece tokenization preprocessing
achieve higher performance compared to BERT
finetuning. The gains from BERT Wordpiece tok-
enization model encoding to fastText word model
outperforms performance of BERT model itself.
We leave it as future work to further investigate the
contribution from BPE Wordpiece tokenization to
other classification tasks.

3. End to End Char models arent as effective
as subword or word + char models: Adding
character based embedding to aid word embedding
based models, and subword models enhance the
performance over their pure word based modeling
baselines. This proves the hyptohesis of modeling
at subword level definitely is beneficial for detect-
ing abusive language. Interestingly, end to end
character models arent as effective, which demon-
strates the basic fact knowledge of word leads
to a powerful representation, and word boundary
information is still informative in noisy settings.

4. State-of-the-art performance on W-TOX
and W-ATT with BERT finetuning: Table 3
shows the results for Macro F1 score of our mod-
els in comparison to previous approaches that
have achieved best performance on these datasets.
Mishra et al. (2018) reported Macro F1 on both
validation and test data together. From their work
it is unclear if the model is tuned on validation, and

same data was used along with test to report num-
bers. Hence, we only use their number as reference.
We have also observed better numbers with their ap-
proach. We have achieved state of the art macro F1
score on W-ATT and W-TOX datasets with BERT
finetuning. We have also added performance of
BERT Wordpiece tokenized text with word based
models for comparison, with their numbers running
really close to those of BERT.

5. Effect of custom BPE model trained on
the dataset: We have noticed significant perfor-
mance degaradation as reported in Table 1, by tok-
enizing the text with custom BPE model trained on
the W-ATT and W-TOX corpus, in comparison to
using the original text or the BERT BPE encoded
text. It’s interesting to notice the text tokenized by
BERT yields very informative subwords, that can
help the word based model in comparison to sub-
words yielded by custom BPE model, even though
the vocabulary size of both the models is very sim-
ilar. Table 4 presents a qualitative example on how
the BERT BPE mines informative subwords com-
pared to the custom BPE model. One can note that
BERT BPE model clearly splits the text on under-
scores extracts stem of the word in few cases.

7 Qualitative Analysis

Table 4 represents couple of examples from W-
ATT dataset, where the pure word based model has
failed to detect abusive language, but the model
trained and tested on BERT Wordpiece tokenized
text is able to detect the attack. As we can see,
Wordpiece model trained on large wikipedia text
with 30k operations(BERT) doesnt merge or create
relatively uncommon word like idiotic from idiot
and ic. This helps the model to just learn about
idiot clearly from training set, and later use this
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for clear demarcation.
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9 Conclusion and Future Work

Existing literature has shown the importance of us-
ing finer units such as character or subword units
to learn better models and robust representations
for identifying abusive language in social media.
In this work, we explore various combinations of
such word decomposition techniques and present
experiments that bring new insights and/or con-
firm previous findings. Additionally, we study the
effectiveness of large pretrained language models
trained on standard text in understanding noisy user
generated text. We further investigate the effective-
ness of subword units (“wordpieces”) learned for
unsupervised language modeling can improve the
performance of bag-of-words based text classifi-
cation models such as fastText. We evaluate our
models on Twitter hatespeeech, Wikipedia toxicity
and attack datasets.

Our experiments demonstrate that encoding
noisy text via BERT wordpiece tokenization model
before passing it through word-based models (fast-
Text and TextCNN) can boost the performance of
word-based models and achieve state-of-the-art per-
formance. Based on our experiments, we conclude
that subword models perform competitively with
character-based models and occasionally outper-
form them. We observe that adding character em-
beddings to TextCNN model can slightly boost the
performance compared to word-CNN models.

Our experiments on fine-tuning BERT show im-
provements on both Wikipedia toxicity and at-
tack datasets. We observe that BERT can effec-
tively transfer pretrained information to classifying
tweets and user comments despite the domain shift
of pre-training on BookCorpus, Wikipedia Text .
Future work in this direction could include pre-
training BERT on huge collection of social media
text, which might further enhance the performance
of identifying abusive language on social media
text. Recent work by Wiegand et al. (2019) high-
lights that most of the datasets that study abusive
language are prone to data sampling bias and abu-
sive language identification on realistic scenario

is much harder with higher percentage of implicit
content. A potential future direction would be to ex-
plore how pretrained models on generic text could
incorporate or handle implicit abuse.
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Abstract

Hate speech detectors must be applicable
across a multitude of services and platforms,
and there is hence a need for detection ap-
proaches that do not depend on any infor-
mation specific to a given platform. For in-
stance, the information stored about the text’s
author may differ between services, and so us-
ing such data would reduce a system’s general
applicability. The paper thus focuses on using
exclusively text-based input in the detection,
in an optimised architecture combining Con-
volutional Neural Networks and Long Short-
Term Memory-networks. The hate speech de-
tector merges two strands with character n-
grams and word embeddings to produce the fi-
nal classification, and is shown to outperform
comparable previous approaches.

1 Introduction

An increasing number of online arenas are be-
coming available for users worldwide to publish
their opinions, from Internet fora and blogs, to
microblog services like Twitter and social media
such as Facebook and MeWe, and various chat
rooms. However, in all arenas that are open to
user generated content, there is a risk of some peo-
ple misusing this opportunity to purposefully in-
sult others, or even to convey hateful messages.
This is often in breach of the given arena’s terms
and conditions, and sometimes, in some countries,
illegal. Hence, there is a need for automatic detec-
tion of these messages across a multitude of online
arenas, but without depending on any information
specific to a given forum, so that the systems can
be used across platforms without being changed.

Notably, information about the text’s author,
such as their usage history or their social net-
work and activities, have been shown to be useful
when categorising hate speech (Qian et al., 2018;
Unsvåg and Gambäck, 2018; Mishra et al., 2018).

In particular, on some occasions, an author be-
longing to an exposed group may use language
that would normally be considered hateful towards
that group, without the statement coming through
as hateful. In such cases, disregarding user infor-
mation may lead to misclassifications. However,
what user metadata is stored may differ between
services, and so using such information reduces
the general applicability of a system. The research
in this paper therefore aims at avoiding any such
information, using exclusively text-based input in
the detection. This is accomplished through a
deep learning-based architecture combining Con-
volutional Neural Networks and Long Short-Term
Memory-networks, and by utilising both character
n-grams and word embeddings as input in a dual-
strand methodology.

The rest of the paper is structured as follows:
Section 2 describes prior work on hate speech de-
tection. Section 3 then introduces the data set used
in the experiments and Section 4 the proposed ar-
chitecture. Section 5 presents experiments and re-
sults, while Section 6 discusses those results. Fi-
nally, Section 7 concludes and presents ideas for
future exploration.

2 Related Work

Research on hate speech detection has attempted
many kinds of input features, and many different
classification methods. In the early research, the
input types used were highly language dependent,
utilising specific syntax features and the presence
of certain words. Later, these kinds of features
were exchanged for more general text representa-
tions. Specifically, the approaches got more di-
rected towards word- and character models, and
in various alternations. Some researchers, such as
Gambäck and Sikdar (2017), used both types at the
same time, while others, e.g., Waseem and Hovy
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(2016) and Pavlopoulos et al. (2017), used only
one of the types. Each kind of feature has its own
advantage. The character n-gram approach is rel-
atively resilient against misspellings, while word
embeddings allow related words to produce simi-
lar output. In Mehdad and Tetreault (2016), word
and character n-grams were used separately, in or-
der to compare their performance, showing char-
acter n-grams to be more effective. Some systems,
like that of Founta et al. (2018a), also apply vari-
ous metadata and information about the author of
the text. However, as the aim of this paper is to
achieve classification more independent of the ori-
gin platform of the texts, such platform-dependent
systems will largely be disregarded here.

Early research used traditional machine learn-
ing approaches, e.g., Support Vector Machines
(SVMs) (Yin et al., 2009) and Naïve Bayes-based
classifiers (Razavi et al., 2010). Some more re-
cent research has also used traditional machine
learning approaches, such as Logistic Regression
(Waseem and Hovy, 2016). However, most re-
cent work has focused on Deep Learning ap-
proaches: Gambäck and Sikdar (2017) and Park
and Fung (2017) used Convolutional Neural Net-
works (CNNs), while Pavlopoulos et al. (2017)
used Recurrent Neural Networks (RNNs) with
Gated Recurrent Units (GRUs). Others have com-
bined neural network-types, with Zhang et al.
(2018) utilising a CNN followed by a GRU-based
RNN, and Founta et al. (2018a) a two-part ap-
proach, with one part using word embeddings fed
into an RNN-layer consisting of GRU-nodes, and
the other, parallel part taking metadata as input to
a feed-forward network.

Others have tried combining deep learners with
more traditional methods: Badjatiya et al. (2017)
tested both a CNN-based and a Long Short-Term
Memory (LSTM)-based system (Hochreiter and
Schmidhuber, 1997), in combination with Gradi-
ent Boosted Decision Trees (GBDT), while Gao
et al. (2017) also used an LSTM, but running
in parallel with logistic regression. In the Sem-
Eval 2019 OffensEval shared task (Zampieri et al.,
2019b), the best performing systems utilised pre-
trained contextual embeddings such as BERT (Bi-
directional Encoder Representations from Trans-
formers; Devlin et al. 2018) and ELMo (Embed-
dings from Language Model; Peters et al. 2018), in
essence focusing on word-level n-grams (or word
pieces as defined in BERT).

Several hate speech detection systems have
been tested on the data set from Waseem and
Hovy (2016) and can thus be compared more di-
rectly. Although the SVM-Naïve Bayes classi-
fier of Mehdad and Tetreault (2016) outperformed
their RNN-based system, deep learners seem to
in general perform better than purely traditional
machine learning classifiers on this dataset, with
the CNN-based system of Gambäck and Sikdar
(2017) outperforming the Logistic Regression-
based system of Waseem and Hovy (2016).

Notably, Badjatiya et al. (2017) claimed out-
standing results for a hybrid system combining an
LSTM with a GBDT. However, other researchers
have failed to reproduce the experiments by Bad-
jatiya et al., with Fortuna et al. (2019) indicating
that Badjatiya et al.’s stated results rather were
due to a faulty cross-validation process and with
Mishra et al. (2018) noting that Badjatiya et al.’s
decision tree-boosted version was tested on in-
stances that the LSTM already had been trained
on, leading to over-fitting.

3 Data Set

The largest data set used in research on inappro-
priate language is the one in Pavlopoulos et al.
(2017), with 1.6 million comments from the Greek
sports site Gazzetta. However, the labels in this
data set are based on which comments the site’s
moderators found to be inappropriate in some way,
including, but not restricted to, hate speech.

The Twitter data set from Davidson et al. (2017)
is also reasonably large and could have been an
interesting option, but also somewhat lacks justi-
fications for how each sample has been labelled:
Davidson et al. attempted to differentiate between
hate speech and other offensive content, but relied
heavily on the crowd-sourced (CrowdFlower) an-
notators to make the distinction.

On the other hand, Zampieri et al. (2019a),
Golbeck et al. (2017), Founta et al. (2018b), and
Waseem and Hovy (2016), all used extensive sets
of rules when labelling their data. However, the
first of those is aimed at offensive language, while
the second is not straight-forwardly available.

Furthermore, although the data set of Founta
et al. (2018b) is substantially larger, the older one
by Waseem and Hovy (2016) has been used in
more previous research, and was thus taken as the
basis here, too, for reasons of easier comparison to
previous results.
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Version Neutral Racist Sexist Total

Original 11,559 1,972 3,383 16,914
Available 10,913 1,924 3,097 15,934

Table 1: Size of the Waseem and Hovy (2016) data set

The data set of Waseem and Hovy (2016) orig-
inally contained 16,914 tweets labelled for racism
and sexism. However, 980 of these tweets had
been deleted by the time the data were collected,
leaving 15,934 samples. As Table 1 shows, most
of the deleted tweets were from the neutral group.
As this is the largest group, it is also where the
impact of deletion is the smallest. The small-
est group, on the other hand, is where the loss is
the lowest; more than 97% of the racist-labelled
tweets were still available. The group with the
greatest loss relative to size, is the sexist. Even
here, though, more than 91% of the tweets still re-
mained. In total, the loss constitutes less than 6%
of the original tweets.

An issue with the data set is its representative-
ness. One aspect of this is the relatively high per-
centage of hate speech, at about 30%. In the data
set of Pavlopoulos et al. (2017), too, about 30%
of the samples were considered inappropriate, but
there the ‘positive’ label was not restricted to just
hate speech. In contrast, a study on the Facebook-
pages of two Norwegian TV channels showed
that every 10th comment was hateful (Bjurstrøm,
2018), even after the media outlets had had 12
hours to moderate the debate. Similarly, Burnap
and Williams (2015) found that 11% of tweets
gathered in relation to a particularly hate-inducing
event included offensive or antagonistic content,
while Davidson et al. (2017), with a somewhat
stricter definition, found 5% of their data to con-
tain hate speech. This means that the propensity of
hate speech is higher in the training data than what
the system would face in real use. Furthermore,
the Waseem and Hovy (2016) data was collected
using bootstrapping, in particular of tweets related
to an Australian TV cooking show, which could
affect the results when applying a system trained
on the data to arbitrary tweets.

4 Architecture

As discussed above, the input forms that have
proven best for hate speech identification are word
embeddings and character n-grams. Hence, the
system described here uses both forms as input.

Figure 1: High-level architecture of the system

However, the character- and word-based inputs
are initially treated separately, in a dual-strand ap-
proach. Specifically, the system consists of a pre-
processor and three main components. Two of
those work in parallel, operating on the word and
character-based inputs, respectively. The last com-
ponent determines the final classification by com-
bining the output of the previous two. The high-
level architecture of the system is illustrated in
Figure 1. Apart from the preprocessing, the sys-
tem is implemented using TensorFlow.1

4.1 Text Preprocessing

The text samples (tweets) are first divided into
mini batches, normally containing 20 samples
each. Each tweet is then treated in two disjoint
ways; one to create character representations, the
other to create word representations. In both cases,
Özcan’s tweet-preprocessor2 is used.

In the character-based preprocessing, each
tweet is first cleared of emojis and lowercased,
with each character transformed into a one-hot
vector representation (a vector of length 31, with
one slot each for the 26 letters of the English al-
phabet, four for space, number, ‘#’, and ‘@’, and
one slot for any character that does not fall into
any of the other categories). The samples of each
mini batch are then zero-padded (post-data padded
with only zero-valued vectors) to the length of the
longest sample of that mini batch.

In the word-based preprocessor, emojis, URLs
and Twitter-mentions are replaced with placehold-
ers. Then hashtags are split into single words at
capital letters, and the texts are lowercased, with
punctuation and other symbols removed, and with
all symbols that are not alphanumeric replaced
by a space. The tweets are tokenised by split-
ting on whitespaces and the remaining words are
transformed into their word embedding represen-
tations, with the batch samples zero-padded.

1www.tensorflow.org
2pypi.python.org/pypi/

tweet-preprocessor

148



Figure 2: Character-handling component

The word embeddings used here are pretrained
on external data sets, so as to avoid an additional
source of overfitting due to the relatively small size
of the Waseem and Hovy (2016) data set. Two dif-
ferent kinds of embeddings were used, word2vec
(Mikolov et al., 2013) and GloVe (Pennington
et al., 2014). The word2vec-embeddings have a
dimensionality of 300 and were trained on about
100 billion words from the Google News data.3

The GloVe-embeddings on the other hand, were
trained on Twitter, using 2 billion tweets.4 The
highest available dimensionality, 200, was used.
Out of Vocabulary words were given a random
value of corresponding dimensionality.

4.2 Word Input Component

The part of the system working on the word-
based input, i.e., on word embeddings, is in the
form of a Long Short-Term Memory (LSTM) net-
work. The architecture allows for both unidirec-
tional and bidirectional LSTM. The component’s
output for each sample should be the output state
of the LSTM at the sample’s last relevant (non-
zero) time step. This is extracted by finding the
non-padded lengths of the different samples, and
collecting the LSTM-output at the time step corre-
sponding to the last element.

4.3 Character Input Component

The character-based portion of the system is di-
vided into two parts; one convolutional and one
recurrent, as shown in Figure 2. The architecture
is inspired by that of Zhou et al. (2015) in how it
combines these two elements.

3code.google.com/archive/p/word2vec/
4nlp.stanford.edu/projects/glove/

Figure 3: Architecture of the final classifier

The first part takes the input and performs a 1-
dimensional convolution, using multiple filters of
size n, essentially treating the input as character
n-grams. The output of this convolution is sorted
by locations in the input, so that results of differ-
ent filters at any given location appear together.
This way, the results of the convolutions imitate
the time steps of an LSTM. The architecture al-
lows for several layers of convolution.

In the second part of the component, the results
of the convolution are input to an LSTM. The sam-
ple lengths of the LSTM are calculated from the
output of the convolutions and used to extract the
component output.

4.4 Final Classifying Component

Since different input samples vary in length, the
above two components have to treat irregularity in
input size, but the final component requires fixed-
size inputs. Consequently, the outputs at the last
relevant (last non-zero) time step for each of the
first two components are combined by merging the
two output vectors of each sample, with the result
fed into a fully connected, feed-forward network,
as Figure 3 shows. Note that the input layer sim-
ply provides data for subsequent layers, without
applying any activation function.

In the output layer, the network has one node for
each possible label (sexist, racist and neutral). The
hidden nodes use Rectified Linear Unit (ReLU)
as activation, but the output layer uses linear ac-
tivation, with the weighted sum of a node’s inputs
used directly as output. This is run through a soft-
max layer, returning a probability distribution on
which class a sample belongs to.
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4.5 Training

The classification error of a sample during sys-
tem training is calculated using cross entropy. The
gradients of each weight’s contributions to these
losses are then calculated. After this, the gradi-
ents of the entire mini batch are accumulated, and
used to update the system’s weights according to
the Adam optimiser (Kingma and Ba, 2014).

In order to avoid overfitting the network to the
training data, some regularisation is necessary.
The primary means of regularisation in this sys-
tem is dropout (Srivastava et al., 2014), which is
applied to the dense layers of the final component,
as well as the LSTMs of the character- and word-
based components. In the LSTMs, the dropout
nodes vary from one time step to the next, and no
dropout is applied to the states of the LSTM. In ad-
dition, the system uses L2-regularisation, with the
L2-penalty calculated using all non-bias weights
in the system, then added to the cross entropy
classification error. Furthermore, the system uses
early stopping, so that the training does not con-
tinue for too long. Combined, these three regu-
larisers reduce overfitting in the system, thus in-
creasing its general applicability.

In the experiments below, the hyperparameters
of the Adam optimiser had the values suggested
by Kingma and Ba (2014). The probability of
“switching off” nodes due to dropout was set to
0.5, in accordance to the suggestions of Srivastava
et al. (2014). All experiments were run using 10-
fold cross validation, with stratified folds and size
20 mini batches.

5 Experiments and Results

To determine the optimal configurations of the
system described above, experiments were car-
ried out with varying layer sizes of the neural net-
works, as well as varying number of layers used in
the different components. In addition, the system
was tested using both bidirectional and unidirec-
tional LSTMs.

In order to evaluate the effects of the variations
consistently, the sizes of the word-based and the
character-based components were changed sepa-
rately. That is, when the sizes of the character-
based component were changed, the word-based
part was kept constant, and vice versa. This was
done so that the best configuration of each compo-
nent could be found independently, reducing the
number of configurations to explore.

As for variations in the number of layers, these
were, for similar reasons, also made independently
by component. Furthermore, in the character-
based component, the number of convolutional
and LSTM layers were changed separately. In
the experiments with changes to the convolution,
variations in the length of the convolutional filters
were also made.

In addition, the system was tested using only
character-based input, in order to evaluate the ef-
fectiveness of the CNN-LSTM combination on the
character input. For comparative purposes, only
using word-based input was also tested, disabling
the character-based component.

Beyond varying the setup configurations of the
network itself, the effects of using different word
embeddings were explored.

5.1 System Configuration Experiments

The first experiments separately tested variations
to the components, with the unmodified part form-
ing a baseline setup. In the first half of these exper-
iments, each kind of nodes had one layer. Hence,
the character-based component had one convolu-
tional layer, followed by one LSTM layer; the
word-based component had one LSTM layer; and
the dense, feed-forward part had one hidden layer.

In the baseline system, the word-based compo-
nent had one layer of 150 LSTM nodes. This di-
mensionality was chosen because it reduces the
number of dimensions from the word embed-
dings, going down to half the size in the case
of word2vec, without decimating the information
carried through.

The convolutional layer in the character-based
part had 64 filters of length 3. The filter length
here denotes the n in the character n-grams. This
was set to 3 as trigrams have proven useful in
prior work (Waseem and Hovy, 2016; Mehdad and
Tetreault, 2016). 64 convolution filters were used
since 64 is a power of 2 approximately twice the
length of the character vectors. As such, it is sig-
nificantly greater than the character vector size,
while at the same time smaller than the size of each
filter (i.e., 3× 31).

The character-based component’s LSTM layer
had 100 nodes, a number chosen to balance the
impact of the word- and character-based compo-
nents on the final classifier, and since it should not
be too much higher than the dimensionality of the
convolution output (i.e., the number of filters used
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Character Word Unidirectional LSTM Bi-LSTM

Filters LSTM LSTM P R F1 F1

64 100 150 79.12 75.87 77.46 77.46
100 100 150 79.06 74.90 76.93 77.08
50 50 150 79.42 74.94 77.11 77.31
512 256 150 79.59 75.24 77.35 77.06

64 100 50 79.87 74.58 77.13 77.11
64 100 100 79.30 74.67 76.92 77.04
64 100 200 79.10 75.38 77.20 77.21
64 100 250 79.24 74.67 76.89 77.10

Table 2: System configuration experiments.

in the convolution). Hence, the final component
had 250 input elements (150 from the word-based
part and 100 from the character-based) and three
output nodes; one for each class. Basheer and Ha-
jmeer (2000) suggest that the number of nodes in
a hidden layer should be between the numbers of
input and output nodes. While such rules are not
entirely reliable, the hidden layer size was set to
120; near the average of the input and output sizes.

In addition, the bidirectional version of this
baseline configuration was tested, with each di-
rection of the LSTMs having the dimensionality
described above, thus giving the input to the fi-
nal component twice the number of dimensions of
the unidirectional case, so the hidden layer dimen-
sionality was doubled.

The system was then tested with varying con-
figurations in the character-based component, us-
ing 100 convolutional filters along with the 100
dimensions of the character LSTM. Then, the size
was first cut down to 50 for both number of filters
and LSTM layer size, and then increased to 512
filters and an LSTM layer size of 256. Finally, ex-
periments were performed where the dimension-
ality of the word-based component was changed,
while the character-based part had the default con-
figuration, running the system with word-LSTM
sizes of 50, 100, 200 and 250, respectively.

The results are shown in Table 2, for both the
uni- and bidirectional configuration versions (only
unidirectional precision and recall values are dis-
played, since the Bi-LSTM performance did not
vary substantially). As the table shows, the base-
line setup (row 1) worked best in terms of both
recall and F1-score. Several other configurations
had better precision, such as the version where the
word-based, unidirectional LSTM had a layer size
of 50, but the corresponding recall values were
comparatively lower than in the baseline setup.

Layer 1 Layer 2 P R F1

Filters Length Filters Length

64 3 — — 79.50 77.33 78.40
64 4 — — 80.53 76.03 78.22
64 3 64 3 80.45 76.18 78.26
64 3 128 3 79.88 76.58 78.19
128 3 64 3 79.40 76.75 78.05
64 3 64 4 80.01 76.93 78.44
64 3 128 4 79.71 76.20 77.92
128 3 64 4 80.00 76.07 77.98
64 4 64 3 80.51 77.73 79.10
64 4 128 3 80.35 76.88 78.58
128 4 64 3 80.48 76.12 78.24
64 4 64 4 80.57 76.34 78.40
64 4 128 4 79.72 76.89 78.28
128 4 64 4 79.55 76.84 78.17

Table 3: Varying the convolutional segment of the
character-based component. The setup columns show
the number of filters at each consecutive layer, along
with their corresponding filter lengths.

In these first experiments, the coefficient re-
stricting the impact of the L2-regularisation was
given the commonly used value 0.001. However,
the experiments showed that smaller values gave
better results, so later experiments used a value of
0.0002 for this coefficient.

5.2 Convolution Experiments

In the next group of experiments, shown in Ta-
ble 3, variations were made to the convolutional
part of the character-based component (hence
only unidirectional LSTMs were used, not bi-
directional). Specifically, the system performance
with filter length 4 was tested; then, an extra layer
of convolution was added, with combinations of
length 3 and length 4 filters being used. The stan-
dard number of filters in these experiments was
64, with the layers using a higher number having
128 filters. Next, the same three experiments were
performed with the first convolutional layer using
filters of length 3, and the second layer length 4.
Then, the order was reversed, with the first layer
filters having length 4 and the second layer length
3. Finally, the experiments were run with both lay-
ers using length 4 filters.

Since these experiments used a smaller value for
the coefficient controlling L2-regularisation, the
first row of Table 3 reports a different baseline per-
formance than row 1 in Table 2. The baseline setup
still had the second highest score on recall, out-
performed only by the best setup in these experi-
ments. This configuration, with two layers of 64
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Setup P R F1

Baseline setup 79.50 77.33 78.40
Two character-LSTM layers 80.21 76.20 78.15
Two character-LSTM layers, bidirectional 79.73 76.59 78.13
Two word-LSTM layers 79.61 76.31 77.92
Two word-LSTM layers, bidirectional 79.69 76.38 78.00
Two convolutional layers (64× 3, 64× 3)

79.39 76.09 77.71
and two character-LSTM layers
Two convolutional layers (64× 4, 64× 3) 80.29 76.36 78.27
and two character-LSTM layers
Two LSTM layers each 79.40 76.38 77.86

Table 4: Using multiple LSTM layers

convolutional filters where the first layer’s filters
were of length 4, and the second layer’s of length
3, had a substantially better performance than the
rest of the setups.

5.3 Two-layer LSTM Experiments

In addition to multilayer convolution, configura-
tions using two-layer LSTMs were tested, with
two same-sized layers in the LSTM part of the
word- and character-based components, respec-
tively. First, the character-based component’s
LSTM was given two layers of size 100, with
the rest of the system having the settings of the
baseline configuration. Then two 150-dimensional
LSTM layers in the word-based component were
used, reverting the character-based component
back to the baseline.

Further, the system was tested with both two
convolutional layers and two LSTM layers in the
character-based part, trying two settings of the
convolutional section, one ‘baseline-like’ with the
two convolutional layers each having 64 filters all
of length 3, and the other version being the one
which performed best in the convolution experi-
ments above, i.e., two layers of 64 convolutional
filters, with the first layer’s filters having length 4,
and the second layer’s length 3.

Finally, the baseline configuration was ex-
panded to two LSTM layers in each of the system
components holding LSTMs.

Table 4 shows the results and also includes the
performance of the baseline setup, for compari-
son. Using two unidirectional LSTM layers in
the character-based component of the baseline sys-
tem setup and on the optimal convolution config-
uration (i.e., with filters of length 4 in the first
convolutional layer) showed marked precision in-
creases. However, recall in those cases was signif-
icantly weaker than in the baseline setup. Similar
results, but with less marked precision increase,

Setup P R F1

Baseline setup 79.50 77.33 78.40
Baseline, characters only 81.38 77.18 79.23
Two conv. layers (64× 4, 64× 3) 80.51 77.73 79.10
Two conv. layers (64× 4, 64× 3), char. only 80.23 77.84 79.01
Baseline, words only 79.99 77.07 78.50

Table 5: Using only character or only word input

were found when using two LSTM layers in the
word-based part, as well as in the bidirectional
setup versions, and the equivalent two-character
LSTM. Using two convolutional layers with all fil-
ters at length 3 and using two LSTM layers in each
of the system components, gave lower precision
than the baseline.

5.4 Single Component Experiments

Finally, the baseline setup was used, with one con-
volutional layer and one LSTM layer, but with
the word-based LSTM removed and the dense
layer reduced to 50 nodes. Then the equivalent
was done using the best-performing configuration
above, the system having two convolutional lay-
ers of 64 filters each, with lengths 4 and 3. For
comparison, the system was then tested using just
the word-based input. Here, too, the baseline setup
was used as the starting point, meaning one LSTM
layer of size 150.

The results are shown in Table 5. Interestingly,
both of the character-only systems outperformed
the baseline. Furthermore, the characters-only
version of the baseline setup showed the highest
precision of all the experiments in this research.
As for the characters-only version of the config-
uration with two convolutional layers, the recall
was higher than in the version including word-
based input, but the precision was lower. Notably,
it still outperformed the word-inclusive baseline
setup on all measures. The word-only configura-
tion was outperformed by the character-only sys-
tems, but still performed better than the baseline
using all inputs.

All the above experiments utilised pretrained
word2vec embeddings. For comparison, the base-
line and optimal configurations were also evalu-
ated using GloVe embeddings. In terms of F1-
score, both of the tested configurations improved
when changing to GloVe. The baseline setup im-
proved on all measures, though the improvement
in precision was very slight. In the configura-
tion with two convolutional layers, the precision
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got worse when changing to GloVe-embeddings.
However, the recall of this setup using GloVe
was the highest recorded throughout this research
(78.28), outperforming the second best (the same
configuration with the word-based component dis-
abled) by more than 0.4%. In addition, the preci-
sion, while lower than the equivalent word2vec-
performance, was still acceptably high (80.22).
Hence, the resulting macro average F1-score was
79.24 (84.14 micro average), which is higher than
any other configuration in these experiments.

6 Discussion

The experimental results showed several consis-
tencies. Notably, the recall values of all system
configurations were lower than the correspond-
ing precision. Furthermore, the recall had much
greater variations between the different classes.
Specifically, all the setups had the best perfor-
mance on the recall of neutral samples, and the
worst on sexist. The recall of sexist samples was
also where the main difference from the change
in value of the L2-coefficient occurred. Using
the original value of this coefficient, the recall on
sexist samples was mostly in the range 53–58%,
whereas with a lower coefficient value, the aver-
ages were mainly in the range 60–65%.

In general, the performance on neutral samples
was the most stable. The performance on the sexist
class was mainly higher than on the racist one, al-
though they tended to display opposite variations,
so that when one class performed better, the other
performed worse.

As Table 5 shows, using only one type of input
in the default setting improved performance com-
pared to using both. This is likely due to a differ-
ence in convergence rates between the two strands
of the system, similar to the findings of Founta
et al. (2018a). Word embeddings are inherently
more informative than the one-hot vectors used for
character input, and so the word-based strand is
likely to have a significantly higher convergence
rate than the character-based one. Such a discrep-
ancy in convergence rates may cause one of the
strands to dominate the other, hampering the train-
ing and resulting in an overall suboptimal perfor-
mance. This issue may also have affected the ex-
periments on variations in layer sizes and number
of layers, as changes in the size of a system com-
ponent will change its rate of convergence. These
variations would work to the advantage of some

System P R F1

m
ac

ro
av

g

64×4, 64×3, GloVe 80.22 78.28 79.24
Waseem and Hovy (2016) 72.87 77.75 73.89
Waseem (2016), multiclass — — 53.43
Waseem (2016), binary — — 70.05
Gambäck and Sikdar (2017) 85.66 72.14 78.29
Fortuna et al. (2019) — — 78

w
ei

gh
te

d
/m

ic
ro

av
g 64×4, 64×3, GloVe 84.14 84.14 84.14

Zhang et al. (2018) — — 82
Park and Fung (2017) 82.7 82.7 82.7
Founta et al. (2018a) 84 83 83
Badjatiya et al. (2017) 83.9 84.0 83.9
Mishra et al. (2018) (WS) 82.86 83.10 82.37
Mishra et al. (2018) (LR) 84.07 84.31 83.81
Mishra et al. (2018) (HS) 83.50 83.71 83.54

Table 6: System performance comparison

configurations and the disadvantage of others. The
results indicate that this may be the case. How-
ever, they are not sufficient to draw a conclusion.

The difference in performance between using
word2vec- and GloVe-embeddings may to some
extent be explained by the fact that the word2vec-
embeddings were trained after removing stop
words from the training data. Hence, in word2vec-
embeddings, the stop words were considered Out
of Vocabulary terms and given a random value.
With the average number of words in the sam-
ples being 15, the impact of not having a mean-
ingful representation of stop words could be sig-
nificant. GloVe-embeddings, on the other hand,
include representations of typical stop words, and
thus have an advantage in the classification.

Several other researchers have tested their hate
speech detection systems on the Waseem and
Hovy (2016) data set. Table 6 shows the perfor-
mance of some of these. Note though that Waseem
(2016) introduced another, but related, data set,
which Gambäck and Sikdar (2017) used, while
Park and Fung (2017) combined both data sets.

A problem with the results shown in Table 6 is
that different papers have used different methods
to calculate the performance, with some using mi-
cro averaging (or weighted macro averaging) and
others macro averages. Hence, Table 6 includes
both the macro and micro averaged performance
of the optimal configuration found in Section 5
(GloVe-embeddings and two convolutional layers
with 64 filters of lengths 4 and 3, respectively).

As the macro averaged performance (upper part
of Table 6) shows, the system using the optimal
configuration with two convolutional layers and
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GloVe-embeddings outperformed the Waseem and
Hovy (2016) system, and also had a higher perfor-
mance, in terms of F1-score, than the system of
Gambäck and Sikdar (2017). However, since that
paper utilised a slightly different data set, the com-
parison is not entirely valid. In the case of the sys-
tem introduced by Waseem (2016), the approach
described in Section 4 performed significantly bet-
ter, particularly compared to the multiclass version
— although these results are not for the primary
data set of Waseem (2016), which had markedly
higher performance.

Based on micro averaged performance values,
the system clearly outperforms those of Zhang
et al. (2018) and Park and Fung (2017). It also out-
performs the system of Founta et al. (2018a), when
this is restricted to using text as input, and the best
non-GBDT version reported by Badjatiya et al.
(2017). However, since Badjatiya et al.’s GBDT
performance and cross-validation have been found
to be questionable, the row labelled Fortuna et al.
(2019) gives the macro average results Fortuna
et al. reported obtaining using the Badjatiya et al.
(2017) system with decision tree boosting.

Furthermore, Mishra et al. (2018) reimple-
mented three other systems in order to use as base-
lines for testing the improvements that could be
obtained when utilising author profiling features.
Hence, Mishra et al. (2018) (WS; “word-sum”)
is essentially a reproduction of Badjatiya et al.’s
results, but with a slightly different setup, while
Mishra et al. (2018) (LR) reproduces the LR-based
approach taken by Waseem and Hovy (2016), and
Mishra et al. (2018) (HS, “hidden-state”) is their
implementation of the RNN approach used by
Pavlopoulos et al. (2017).

7 Conclusion and Future Work

The dual-stranded CNN-LSTM combination for
hate speech detection outlined here, which uses
both word embeddings and character n-grams as
input, performed relatively well on the Waseem
and Hovy (2016) data set. Specifically, the sys-
tem did well when using two layers of convolu-
tion on the character input, with diminishing fil-
ter lengths, combined with single layer LSTMs in
both strands. Using multiple layers of LSTMs,
on the other hand, actually reduced performance.
With a macro averaged F1-score of 79.24, the ar-
chitecture performed better than all comparable,
state-of-the-art systems on the data set.

It is possible that the different convergence rates
in the architecture’s word-based and character-
based components may have reduced perfor-
mance. A way to avoid this could be to train the
system using an interleaving technique, as done by
Founta et al. (2018a) — or take the similar multi-
task learning approach suggested by Waseem et al.
(2018) — so that only one of the two parallel sys-
tem components is trained at any given time.

Another idea for further research would be to
test the impact of using the architecture described
here in combination with other top-level classi-
fiers, such as the Gradient Boosted Decision Trees
used by Badjatiya et al. (2017). It could also be
interesting to investigate utilising dynamic con-
volutions for classifying hate speech, since Wu
et al. (2019) report those as out-performing ap-
proaches based on self-attention, such as BERT
(Devlin et al., 2018), on some other language pro-
cessing tasks.
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Abstract

In the era of social media, hate speech, trolling
and verbal abuse have become a common is-
sue. We present an approach to automatically
classify such statements, using a new deep
learning architecture. Our model comprises of
a Multi Dimension Capsule Network that gen-
erates the representation of sentences which
we use for classification. We further provide
an analysis of our model’s interpretation of
such statements. We compare the results of
our model with state-of-art classification al-
gorithms and demonstrate our model’s ability.
It also has the capability to handle comments
that are written in both Hindi and English,
which are provided in the TRAC dataset. We
also compare results on Kaggle’s Toxic com-
ment classification dataset.

1 Introduction

Many people refrain from expressing themselves
or giving opinions online for the fear of harass-
ment and abuse. Twitter admitted that such behav-
ior is resulting in users quitting from their platform
and sometimes they are even forced to change
their location. Due to this, combating hate speech
and abusive behavior has become a high priority
area for major companies like Facebook, Twitter,
Youtube, and Microsoft. With an ever-increasing
content on such platforms, it makes impossible to
manually detect toxic comments or hate speech.

Earlier works in Capsule network based deep
learning architecture to classify toxic comments
have proved that these networks work well as com-
pared to other deep learning architectures (Srivas-
tava et al., 2018). In this paper, we investigate the
performance of a multi-dimension Capsule net-
work as opposed to using a fixed dimension Cap-
sule network for capturing a sentence represen-
tation and we shall discuss how well it captures
features necessary for classification of such sen-

tences. For our experiments we have taken up two
different datasets, namely, TRAC-1, which has
comments in Hindi and English both scraped from
Facebook and Twitter and, Kaggle's Toxic Com-
ment Classification Challenge which is a multi-
label classification task. In our experiments, we
discovered that our model is capable of handling
transliterated comments, which is another major
challenge in this task. Since one of the datasets
we used, TRAC-1, was crawled from public Face-
book Pages and Twitter, mainly on Indian topics,
hence there is a presence of code-mixed text. This
type of data is more observed in a real-world sce-
nario.

2 Related Work

Numerous machine learning methods for detection
of inappropriate comments in online forums ex-
ist today. Traditional approaches include Naive
Bayes classifier (Kwok and Wang, 2013)(Chen
et al., 2012)(Dinakar et al., 2011), logistic re-
gression (Waseem, 2016) (Davidson et al., 2017)
(Wulczyn et al., 2017) (Burnap and L. Williams,
2015), support vector machines (Xu et al., 2012)
(Dadvar et al., 2013) (Schofield and Davidson,
2017), and random forests. However, deep learn-
ing models, for instance, convolutional neural net-
works (Gambäck and Sikdar, 2017) (Potapova and
Gordeev, 2016) and variants of recurrent neu-
ral networks (Pavlopoulos et al., 2017) (Gao and
Huang, 2017)(Pitsilis et al., 2018) (Zhang et al.,
2018), have shown promising results and achieved
better accuracies. Recent works in Toxic com-
ment classification (van Aken et al.) compared
different deep learning and shallow approaches on
datasets and proposed an ensemble model that out-
performs all approaches. Further, work done by
(Nikhil et al., 2018) (Kumar et al., 2018) proposed
LSTMs with attention on TRAC dataset for bet-
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Figure 1: Multi Dimension Capsule Network

ter classification. Capsule networks have shown to
work better on images (Sabour et al., 2017), also
recently these networks have been investigated for
text classification (Yang et al., 2018). (Srivastava
et al., 2018) proposed a Capsule Net based clas-
sifier for both the datasets used in this study, and
showed that it works better than the previous state-
of-art methods. We propose to extend this work by
modifying it into a multi-dimension Capsule net-
work, taking inspiration from Multi filter CNNs
(Kim, 2014a).

3 Multi Dimension Capsule Net for
Classification

We describe our multi-dimension Capsule Net ar-
chitecture in this section which consists primarily
of 5 layers as shown in Fig 1. To get initial sen-
tence representation, we concatenated individual
word representation obtained from pretrained fast-
Text embeddings (Joulin et al., 2016). The sen-
tence representation is then passed through a fea-
ture extraction layer which consists of BiLSTM
units to get a sentence representation. This rep-
resentation is then passed through the Primary and
Convolutional Capsule Layer to extract the high-
level features of a sentence. Finally, the features
are then passed through a classification layer to
calculate the class probabilities.
Word Embedding Layer: To get initial sentence
representation, we used a weight matrix W ∈
Rdw×|V | where, dw is the fixed vector dimension
and |V | is vocabulary size. The vector in column
wi of W represents lexical semantics of a word wi

obtained after pre-training an unsupervised model
on a large corpus (Mikolov et al., 2013), (Penning-
ton et al., 2014), (Joulin et al., 2016).
Feature Extraction Layer: This layer consists of
BiLSTM units to capture the contextual informa-
tion within words of a sentence. As proposed in
(Schuster and Paliwal, 1997), we obtained both the

Figure 2: Capsule Layers

forward and backward context of a sentence. The
layer outputs Ci = [−→ci ;←−ci ] ∈ R2×dsen for a word
wi where, −→ci and ←−ci are forward and backward
contexts (hidden activations), and dsen is number
of LSTM units. Finally, for all the N words, we
have C = [C1,C2, ...,CN] ∈ RN×(2×dsen). We
have used BiLSTMs for feature extraction as op-
posed to CNNs which have been used as a feature
extraction layer for capsules in (Yang et al., 2018)
and (Sabour et al., 2017), as CNNs put forward a
difficulty of choosing an optimal window size (Lai
et al., 2015) which could introduce noise.

Primary Capsule Layer: In (Sabour et al.,
2017) authors proposed to replace singular scalar
outputs of CNNs with highly informative vectors
which consist of “instantiation parameters”. These
parameters are supposed to capture local order
of word and their semantic representation (Yang
et al., 2018). We have extended the model pro-
posed in (Srivastava et al., 2018) to capture differ-
ent features from input by varying the dimension
of capsules. As proposed in (Kim, 2014b). having
different window size can allow us to capture N-
gram features from the input, we hypothesize that
by varying dimension of capsules we can capture
different instantiation parameters from the input.
For context vectors Ci, we used different shared
windows refer Fig 2, Wb ∈ R(2×dsen)×d to get
capsules pi, pi = g(WbCi) where, g is non-
linear squash activation (Sabour et al., 2017), d
is capsule dimension and dsen is the number of
LSTM units used to capture input features. Fac-
tor d can be used to vary a capsule’s dimension
which can be used to capture different instantia-
tion parameters. The capsules are then stacked
together to create a capsule feature map, P =
[p1,p2,p3, ...,pC] ∈ R(N×C×d) consisting of
total N × C capsules of dimension d.

Dynamic Routing algorithm was proposed in
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(Sabour et al., 2017) to calculate agreement be-
tween capsules. The routing process introduces a
coupling effect between the capsules of level (l)
and (l+1) controlling the connection strengths be-
tween child and parent capsules. Output of a cap-
sule is given by

sj =

m∑

i=1

cijûj|i; ûj|i = Ws
ijui

where, cij is the coupling coefficient between cap-
sule i of layer l to capsule j of layer (l+1) and
are determined by iterative dynamic routing, Ws

is the shared weight matrix between the layers l
and l+1. The routing process can be interpreted as
computing soft attention between lower and higher
level capsules.
Convolutional Capsule Layer: Similar to
(Sabour et al., 2017) and (Yang et al., 2018), the
capsules in this layer are connected to lower level
capsules. The connection strengths are calculated
by multiplying the input with a transformation ma-
trix followed by the routing algorithm. The can-
didate parent capsule ûj|i is computed by ûj|i =
Ws

ijui where, ui is the child capsule and Ws

is shared weight between capsule i and j. The
coupling strength between the child-parent cap-
sule is determined by the routing algorithm to pro-
duce the parent feature map in r iterative rounds
by cij =

exp(bij)∑
k exp(bik)

. Logits bij which are ini-
tially same, determines how strongly the capsules
j should be coupled with capsule i. The capsules
are then flattened out into a single layer and then
multiplied by a transformation matrix WFC fol-
lowed by routing algorithm to compute the final
sentence representation (sk). The sentence rep-
resentation is finally passed through the softmax
layer to calculate the class probabilities.

4 Datasets

4.1 Kaggle Toxic Comment Classification
In 2018, Kaggle hosted a competition named
Toxic Comment Classification1. The dataset is
made of Wikipedia talk page comments and is
contributed by Conversation AI. Each comment
has a multi-class label, and there are a total of
6 classes, namely, toxic, severe toxic, obscene,
threat, insult and identity hate. We split the data
(159571 sentences) into training (90%), validation
(10%) and 153164 test sentences.

1https://www.kaggle.com/c/jigsaw-toxic-comment-
classification-challenge/data

Figure 3: Confusion matrix for TRAC dataset

4.2 TRAC dataset
It is a dataset for Aggression identification2, and
contains 15,000 comments in both Hindi and En-
glish. The task is to classify the comments into the
following categories, Overtly Aggressive (OAG),
Covertly Aggressive (CAG), and Non-aggressive
(NAG). We used the train, dev and test data as pro-
vided by the organizers of the task.

5 Experiments

As a preprocessing step, we performed case-
folding of all the words and removal of punctua-
tions. The code for tokenization was taken from
(Devlin et al., 2018) which seems to properly sep-
arate the word tokens and special characters.
For training all our classification models, we
have used fastText embeddings of dimension 300
trained on a common crawl. For out of vocabulary
(OOV) words we initialized the embeddings ran-
domly. For feature extraction, we used 200 LSTM
units, each for capturing forward and backward
contexts (total of 400). We used 20 capsules of di-
mension 15 and another 20 of dimension 20 for all
the experiments. We kept the number of routings
to be 3 as more routings could introduce overfit-
ting. To further avoid overfitting, we adjusted the
dropout values to 0.4. We used cross-entropy as
the loss function and Adam as an optimizer (with
default values) for all the models. We obtained
all these hyperparameters values by tuning several
models on the validation set and then finally se-
lecting the model with minimum validation loss.

6 Results and Analysis

We have reported the results on a total of 3
datasets, two of which belong to TRAC-1 dataset.
Our evaluation metric for TRAC-1 is F1 score,
while for Kaggle dataset is ROC-AUC. We per-
formed better for all the datasets except for TRAC
Twitter data, in which our model could not beat
the previous Capsule Network. We have used very

2https://sites.google.com/view/trac1/shared-task
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Model Kaggle Toxic Comment Classification
(ROC-AUC)

TRAC
Twitter English

(F1-Score)

TRAC
Facebook English

(F1-Score)
Vanilla CNN 96.615 53.006 58.44

Bi-LSTM 97.357 54.147 61.223
Attention Networks (Raffel and Ellis, 2015) 97.425 55.67 62.404

Hierarchical CNN (Conneau et al., 2017) 97.952 53.169 58.942
Bi-LSTM with Maxpool (Lai et al., 2015) 98.209 53.391 62.02

Bi-LSTM and Logistic Regression 98.011 53.722 61.478
Pretrained LSTMs (Dai and Le, 2015) 98.05 53.166 62.9

CNN-Capsule (Yang et al., 2018) 97.888 54.82 60.09
LSTM-Capsule (Srivastava et al., 2018) 98.21 58.6 62.032

Our Model 98.464 57.953 63.532

Table 1: Results Of various architectures on publicly available datasets

Figure 4: CAG comment predicted as NAG comment

Figure 5: OAG comment predicted as CAG comment

strong and some recent baseline algorithms for
comparing our results. We shall now analyze ex-
amples for which our model is making mistakes,
we will pick samples from TRAC Facebook En-
glish dataset. For analysis, we use LIME (Ribeiro
et al., 2016), which performs some perturbations
on the input data to understand the relationship
between input and the output data. It uses a lo-
cal interpretable model to approximate the model
in question and tries to create certain explanations
of input data.

From the confusion matrix, we can observe that
the model gets most confused by predicting CAG
comments as NAG. This can be because the words
used in the sentence might not sound aggressive
and the model labels them as neutral sentences.
However, in reality, the sentence as a whole is a
sarcastic one. For example, refer to Fig 4 which
goes wrong because the words it is focussing on,
are all neutral words, but when combined, it is sar-

Figure 6: NAG comment predicted as OAG comment

casm on bridging the gap the between the poor and
the middle class.

Secondly, the model is also incorrectly predict-
ing NAG and OAG comments as CAG equally,
this is because there are certain comments against
the government which are mostly present in CAG
class. Refer to Fig 6 and Fig 4, in these comments,
the government or some government official is be-
ing criticized, the attack is not directly pointed and
there is hidden aggression.

7 Conclusion and Future Work

We reported our results on several obvious state-
of-the-art deep learning architectures and reported
better results on Capsule network. We also ana-
lyzed some misclassifications made by the model
and tried to reason them as well using heatmap of
the weights obtained from the model. For future
work, as mentioned in (Sabour et al., 2017), there
can be several methods to train capsules hence, we
would like to explore these methods. We also want
to try different loss functions like spread loss, fo-
cal loss and margin loss. We would also like to
explore competency of capsules on different NLP
tasks and explore their working using different in-
vestigation techniques seen in (Yang et al., 2018).
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Abstract
The paper proposes an investigation on the role
of populist themes and rhetoric in an Italian
Twitter corpus of hate speech against immi-
grants. The corpus has been annotated with
four new layers of analysis: Nominal Utter-
ances, that can be seen as consistent with pop-
ulist rhetoric; In-out-group rhetoric, a very
common populist strategy to polarize public
opinion; Slogan-like nominal utterances, that
may convey the call for severe illiberal poli-
cies against immigrants; News, to recognize
the role of newspapers (headlines or reference
to articles) in the Twitter political discourse on
immigration featured by hate speech. The re-
sults show that populist themes compose 1/3
of the hate speech, displaying not only In-
Out-group rhetoric, but also authoritarianism,
mostly carried by Slogan-like nominal utter-
ances. It also appears that news don’t convey
much hate speech, while they compose almost
half of the non hateful tweets.

1 Introduction

Political populism is a pervasive phenomenon ob-
served in several different world regions and ages,
but it recently gained increasing attention due to
the growing electoral consensus around populist
parties in many countries. Even if it is difficult
for scholars to converge on a precise definition
of populism, a phenomenon which is intrinsically
featured by an ever-shifting nature, multifaceted
national varieties and unexpected electoral trajec-
tories (Mazzoleni, 2014), most scholars agree in
defining it as an ideology considering society to be
separated into two homogeneous and antagonistic
groups, the pure people versus the corrupt élite,
and arguing that politics should be expression of
the “general will” of the people (Mudde, 2004).
However, “the people” is a vague concept denot-
ing an artificial group: on one hand, everyone can
identify themselves, projecting their identity on it

(Reinemann et al., 2016; Sauer et al., 2018), on
the other hand anyone can be the enemy of “the
people”, as they just need to be presented as hos-
tile, dangerous and foreign to an apparently ho-
mogeneous people group. Populist rhetoric heav-
ily relies on these themes and can be empirically
understood through its communicative strategies
(Kriesi, 2014). Usually, it is based on “divid-
ing people according to national, ethnic, religious
belonging or according to their gender and sex-
ual orientation into ‘good/‘bad, ‘us/‘them or ‘the
élite’/‘the people (Sauer et al., 2018). Thus, it is
featured by an in/out-group rhetoric (Sauer et al.,
2018), where the out-group is perceived as uni-
form and depicted as a threat, being also regarded
as inferior (Mazzoleni and Bracciale, 2018).

Such rhetorical strategy has been observed by
scholars in several political debates in different
word regions and languages, from US to Italy,
where political leaders exploit such dichotomy
to polarize public opinion, using a repetitive
discourse, simple syntax and vernacular lexicon
(Wodak, 2018).

Another worrying aspect which is featuring the
political discourse on social media is hate speech.
Hate speech dehumanize its targets, reinforcing
the sense of identity of the haters (Gagliardone,
2014). This places hate speech near the rhetorical
strategies of populism: in fact, we can recognize
an in-group (haters) and an out-group (hated) in
hate speech too. Moreover, when hate speech is
produced by leaders of populist parties, it targets
a very specific group of people in order to create a
scapegoat, see for instance the case of immigrants,
having a role in several contemporary political de-
bates.

Given such theoretical framework from social
sciences, this work proposes an extension of the
Italian Twitter corpus of Hate Speech (HS) against
immigrants (Sanguinetti et al., 2018). This new
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extension, named POP-HS-IT, is oriented to offer
a new dimension of analysis to understand how the
political discourse on immigrants and hate speech
convey populist views (RQ1), how it is conveyed
by the spontaneous writings of individual citi-
zens or by the reference to newspapers (RQ2), or
eventually through slogan-like nominal utterances
(RQ3).

The paper is organized as follows. In Section 2,
we will present some background studies on pop-
ulism and hate speech in social media and on nom-
inal utterances. In Section 3, we will describe the
Italian Twitter Corpus of Hate Speech against Im-
migrants, its original annotation scheme and the
sample we analyzed, POP-HS-IT. In Section 4, we
will illustrate the new annotation layers we used
to investigate the relationship between populism
and hate speech in POP-HS-IT, describing every
layer individually and reporting information on the
inter-annotator agreement. In Section 5, we will
present and discuss the results of the annotation,
analyzing the presence of news and nominal ut-
terances, then focusing on the role of slogan-like
nominal utterances and, in the end, on the dualis-
tic constructions of in/out-group rhetoric. In the
Conclusions results are summarized in the light of
the initial RQs and some proposals of future works
are discussed.

2 Background

Populism and hate speech in social media. Al-
though there are many definitions of hate speech,
for the current study we will refer to it as a lan-
guage “that is abusive, insulting, intimidating, ha-
rassing, and/or incites to violence, hatred, or dis-
crimination. It is directed against people on the
basis of their race, ethnic origin, religion, gender,
age, physical condition, disability, sexual orien-
tation, political conviction, and so forth (Erjavec
and Kovai, 2012).

In the last years, in many countries Twitter has
become a very prominent online space for shar-
ing knowledge and opinions, becoming a privi-
leged medium also for political communication,
and a powerful tool in the hands of populist lead-
ers. In fact, social networks like Twitter are, on
the one hand, “distributed, non-hierarchical and
democratic” and, on the other hand, an alternative
to the mainstream media, which many support-
ers of populist parties strongly distrust (Bartlett,
2014).

Thus, Twitter is a good ground for observing
populist rhetoric, and therefore populism-driven
hate speech (Mazzoleni and Bracciale, 2018). But
even without populist themes, xenophobic hate
speech against immigrants is consistent on Twit-
ter. When we focus on Italy, as described in
(Sanguinetti et al., 2018), in the Italian Twit-
ter Corpus of Hate Speech against Immigrants
13% of the tweets have been annotated as hate
speech. The phenomenon is monitored daily
on the http://mappa.controlodio.it/
platform, where its diffusion can be observed
at different geographic levels of granularity (en-
tire Italian territory, regions, provinces) (Capozzi
et al., 2018).

Nominal utterances. For the annotation of nom-
inal utterances, we will use the definition and
the annotation framework of a specialistic cor-
pus, COSMIANU (Corpus Of Social Media Ital-
ian Annotated with Nominal Utterances) (Coman-
dini et al., 2018).

Nominal utterances (NUs), intended as syntac-
tic declarative constructions built around a non-
verbal head, are a very ancient and a very com-
mon linguistic phenomenon. In fact, we can find
NUs in many ancient and current Indo-European,
Slavic and Semitic languages (such as Latin, En-
glish, Spanish, French, Italian Hebrew, Arabic and
Russian) as well as in Finno-Ugric and Bantu lan-
guages (Benveniste, 1990; Simone, 2013).

Some past investigations (Cresti, 1998; Lan-
dolfi et al., 2010; Garcia-Marchena, 2016) have
shown that NUs occur with a moderately high
frequency in spoken language. Moreover, it has
been proved that NUs are very common in journal-
istic writings (especially in the headlines) (Mor-
tara Garavelli, 1971; Dardano and Trifone, 2001)
and in social media texts, (Ferrari, 2011; Coman-
dini et al., 2018), which are a fertile ground for
NUs. Indeed, the informal and fast nature of this
kind of communication media probably makes the
expression via short messages, often without any
explicit hierarchical relationship, preferable.

A first experiment on the annotation of NUs
in an Italian computer-mediated communication
dataset is presented in (Comandini et al., 2018)
and resulted in the development of the COSMI-
ANU corpus, with 20,6% of the sentences contain-
ing an NU. A set of preliminary experiments on
automatic NUs identification has been performed
relying on this corpus, using an SVM classifier.
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The best configuration of features analyzed (two-
word window context, tokens, lemma and Part-Of-
Speech) provided results that, in terms of Preci-
sion, Recall, and F1 (79.80, 67.96, 73.40), out-
performed the baseline by over 43 points (33.80,
27.13, 30.10) (Comandini et al., 2018).

Analyzing the hate speech on a Twitter corpus
with NUs should provide more information about
the way in which aggressive messages are con-
veyed by an economical, sharp and fast linguis-
tic phenomenon. In fact, with their simple syn-
tactic form and their inclination to assemble cu-
mulative expressions, NUs can be seen as con-
sistent with populist rhetoric. In this way, we
could investigate the relationship between populist
themes/rhetoric strategies and hate speech, identi-
fying stylistic feature that could be useful for hate
speech detection, and for the comprehension of
hate speech’s underlying connection with populist
political discourse. This seems to be a new a new
approach to hate speech’s study and we are not
aware of other similar researches.

3 Hate Speech Corpus Description

Our starting point is the Italian Twitter Corpus
of Hate Speech against Immigrants (HSC hence-
forth) described in (Sanguinetti et al., 2018) and
recently exploited in the Hate Speech Detection
shared task proposed at the Evalita 2018 evalua-
tion campaign (Bosco et al., 2018). The dataset
includes Twitter messages gathered with a classi-
cal keyword-based approach by filtering the cor-
pus using neutral keywords related to three social
groups deemed as potential HS targets in the Ital-
ian context: immigrants, Muslims and Roma. The
corpus has been manually annotated partly by ex-
perts and partly by Figure Eight contributors and
consists of 6,928 tweets. The main feature of this
corpus is its annotation scheme, designed to en-
code a multiplicity of factors contributing to the
definition of the hate speech notion. The scheme
includes, besides HS tags (no-yes), also HS in-
tensity degree (from 1 to 4 if HS is present, and
0 otherwise), the presence of aggressiveness (no-
weak-strong) and offensiveness (no-weak-strong),
as well as irony and stereotype (no-yes). All the
information about the inter-annotator agreement
concerning these tags can be found in (Sanguinetti
et al., 2018).
Sample Analyzed To investigate the role of NUs
in Twitter racist hate speech and to study the re-

lationship between hate speech, populist rhetoric
and NUs, we selected, annotated and analyzed a
sample of tweets from HSC. This sample (named
POP-HS-IT henceforth) includes all the messages
that convey hate speech in HSC, for a sum of 794
tweets, which has been complemented by a ran-
dom selection of a proportional number of non
hateful messages (949) from the same corpus, as
in Figure 1 (left).

4 The New Annotation Layers

Starting from the conviction that when we study
the hate speech against immigrants on Twitter, we
need also to analyze its relationship with populist
rhetoric, we aim at investigating, on the one hand,
the general behavior of NUs in POP-HS-IT. Fur-
thermore, since we are observing a solid presence
of newspapers headlines on the tweets in POP-
HS-IT, we will enrich the annotation to investi-
gate how much of Twitter’s communication about
immigrants is conveyed and refers to newspaper’s
articles and headlines, with the twofold aim to
study the way populist press is presenting these
themes, and to reflect on how different commu-
nication channels interact in the discourse on im-
migration featured by hate speech. On the other
hand, we intend to study the use of the in-group -
out-group dichotomy, in order to see how populist
themes are expressed in the informal written pro-
duction of Twitter users and also how this relates
with the expression of hate.

In order to investigate on the role of populism
and nominal utterances on hate speech, in POP-
HS-IT we added four new layers of analysis (news,
nominal utterances, in-group - out-group, slo-
gans) to those already existing (hate speech, ag-
gressiveness, offensiveness, irony, stereotype, in-
tensity). All of these novel annotations have been
applied manually by at least two expert annota-
tors (linguists, different genders) according to the
scheme described below1.

4.1 Nominal Utterances
This layer of annotation has been applied to the
whole sample of tweets. It shows if a tweet con-
tains at least one NU; thus it has a binary value (yes
or no), in which no reveals a tweet without NUs.
The tweet marked as yes are also annotated with

1The new guidelines for the annotation of news, in-
group - out-group rhetoric, slogans and NUs can be found
here: https://github.com/GloriaComandini/
Corpora
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Figure 1: Distribution of hate in the initial dataset (left), including a subset of tweets from the Hate Speech Corpus
(Sanguinetti et al., 2018). Distribution of the tags related to the presence of News (right) and Nominal Utterances
(NUs, center) in the final version of the POP-HS-IT corpus.

the following information: number of their NUs
and number of their NUs that convey hate speech.

For the annotation of NUs in the POP-HS-
IT corpus, we mostly referred to the annotation
framework provided for COSMIANU (Comandini
et al., 2018).

However, the peculiar Italian’s variety found in
Twitter, non-standard and heavily filled with hash-
tags, links and other unique strategies of commu-
nication, made clear that some adjustments were
needed.

First of all, we needed to decide how and if
links, hashtags and strategies to address other
users (like the use of @ + username) should have
been included in the NUs. Since some links, hash-
tags and username addressed are an important part
of the message, but without any explicit syntacti-
cal connection to the rest of the tweet, in cases like
(1) and (2), they were excluded from the NU.

(1) #agorarai <NU>Cavolo!
</NU>[...] <NU>O solo gli ital-
iani? </NU>@gennaromigliore

(#agorarai Heck! [...] Or only Italians?
@gennaromigliore)

(2) <NU>Manco allo zoo dai
</NU>https://t.co/GkkqViN7wN

(Not even at the zoo, come on
https://t.co/GkkqViN7wN)

On the contrary, hashtags well integrated in the
syntactic structure of the sentence were included
in the NU, as in (3).

(3) <NU>#Roma, avviato l’iter per il
superamento dei campi #rom </NU>

(#Rome, started the practice for the
overcoming of #Roma’s camps)

The annotation strategy applied on POP-HS-IT
is for the most part the same as in COSMIANU.
We marked as NU every utterance whose main
clause is non-verbal, that is to say an utterance
whose main clause doesn’t have a verb in a finite
form. The major difference with COSMIANU’s
annotation framework is the treatment of subordi-
nate clauses with a verb in a finite form: where
in COSMIANU they were excluded from the ex-
tension of the NU, in this study we included them
in the NU, as in (4). In fact, while in a specific
study of NUs the exclusion of the verbal subordi-
nate may be useful to an automatic recognition of
NUs, in this research being able to read the full
length of a NU is important for a faster compre-
hension of hate speech and the role of NUs in hate
speech.

(4) <NU>Un sottilissimo filo che sep-
ara una “goliardata” dal #razzismo
</NU>

(A very thin line that separates a joke
from racism )

Verbal and non-verbal clauses with a coordina-
tion relation to the NU are treated in the same way
as in COSMIANU, with verbal coordinates sepa-
rated from the NU (see (5)) and non-verbal coor-
dinates included in the NU (see (6)).

(5) <NU>Casa popolare assegnata
all’inquilina, </NU>ma una rom inc-
inta la occupa...

(House for working class people as-
signed to the tenant, but a pregnant
Roma woman occupies it...)

(6) <NU>4 nomadi arrestati per furti,
colpito anche il Vicentino </NU>
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(4 nomads arrested for thefts, damaged
also the Vicentino)

4.2 News

This layer of annotation has also been applied to
the whole sample of POP-HS-IT’s tweets. Anno-
tators had to distinguish tweets written by private
users with spontaneous comments, from tweets re-
porting news from newspapers; thus, it has a bi-
nary value (no- yes). A tweet from a newspaper (or
that is just the retweet of a newspaper headline),
usually presents the title of the newspaper and/or a
very recognizable structure, as for instance in (7):

(7) Corriere: Tangenti per gli appalti nei
campi rom: chiesto il rinvio...

([The] Courier: Bribes for contracts
in Roma’s camps: requested the indict-
ment)

4.3 In-group vs Out-group

This annotation has been applied only to tweets
featured by hate speech. Indeed it is meant to iso-
late the most common theme of populism, since
we assumed it was also present in hate speech.
This layer has a binary value (no-yes), where yes
is typical of messages like (12):

(8) L’Italia e gli italiani prima di tutto.
L’Europa si faccia carico degli immi-
grati. L’Italia ha altri problemi da risol-
vere

(Italy and Italians first. It’s Europe that
should take on immigrants. Italy has
other problems to solve)

4.4 Slogan

Also this last layer has been applied only on hate
speech tweets with at least one NU, since we were
interested in analyzing how NU in hate speech can
convey populist slogans and a sharp adherence to a
point of view, that the writer doesn’t want to ques-
tion or discuss (see (13)). This layer has a binary
value (no-yes). The slogans are always NUs.

(9) <NU>RIMPATRII IMMEDIATI
FORZATI </NU>

(FORCED IMMEDIATE REPATRIA-
TIONS)

4.5 Annotation process and inter-annotator
agreement

All of these novel annotations have been applied
manually to the data by an expert annotator (Ital-
ian native speaker, linguist). A second indepen-
dent annotation has been applied to the data for
the news and in-group - out-group labels. The re-
sulting inter-annotator agreement in terms of Co-
hen’s kappa is 0.98 for both news and in-group -
out-group. Moreover, as explained in Section 4.1,
we modified the guidelines for NUs’ recognition
with respect to the ones used in (Comandini et al.,
2018)2. Thus, for this task we applied a second
human annotation to the 30% of the POP-HS-IT
dataset. Three expert annotators were employed
on different slices of the data. The resulting agree-
ment in terms of Cohen’s kappa are 0.96, 0.90 and
0.88, respectively. Disagreement has been solved
by fact-checking (for the news) and by construc-
tive discussion among the annotators. Figure1
shows the final distributions of the labels for the
NUs (center) and News (right) annotation layers
in POP-HS-IT. When we focus only on hateful
tweets in POP-HS-IT, the final result concerning
all the annotation layers applied is summarized in
Table 1. Discussion of results follows.

Table 1: Distribution of the labels (NUs, News, Slo-
gans and In/Out-group rhetoric) in the hateful tweets of
the POP-HS-IT corpus. Slogans are a sub-set of NUs.

Hateful tweets
NUs (all) 415
NUs (only slogans) 136
no NUs 379
New 93
no News (personal comments) 701
In-out group rhetoric 165
no In-out group rhetoric 629

5 Results and Discussion

Firstly, the investigation of the reference to news-
paper’s articles showed us that they compose the
33% of POP-HS-IT, as showed in Figure 1 (right).
More exactly, news are remarkably prominent in
non hateful tweets, while they are only a minor
part of the hateful messages.

2For an in-depth description of this framework, see the
annotation guidelines (in Italian) available here: http://
tiny.cc/auhvvy
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In fact, the non hateful sample (949 tweets) con-
tains 484 news (51%) and 465 comments from sin-
gle users (49%), while the hateful sample (794
tweets) exhibit only 93 news (11,71%) and 701
comments from single users (88,29%), as showed
in Table 1.

So, of course in the non hateful discourse about
immigration the spontaneous opinion of the single
user is still very consistent, but the percentage of
headlines shows us that Twitters communication
on this subject is considerably featured by pub-
lishing or re-tweeting newspapers articles or head-
lines. On the contrary, it seems that hate speech is
not particularly conveyed by references to news-
paper’s articles, or at least newspaper’s headlines
are perceived as more neutral and less hateful.

The presence of NUs is consistent in both the
hateful sample and the non hateful sample, emerg-
ing in 62% of POP-HS-IT, as shown in Figure 1
(middle). However, it appears that hate speech has
less NUs than non hate speech.

In references to newspaper’s articles, both hate-
ful and non hateful, NUs play a significant role.
Non hate speech news (484) have 425 (87,8%)
tweets with NUs and 59 (12,2%) tweets without
NUs, for a total NU’s number of 668 and an av-
erage of 1,57 NUs for each tweet. Similarly, hate
speech news (93) (see Table 1) have 72 (77,42%)
tweets with NUs and 21 (22,58%) tweets without
NUs, for a total NU’s number of 111 and an av-
erage of 1,54 NUs for each tweet. This results
are not surprising, because NUs have already been
know to be very common in newspaper’s articles,
and even more in articles headlines (Mortara Gar-
avelli, 1971); but we are not aware of any other
corpus-based studies on the matter.

Users’ comments, both hateful and non hateful,
have less NUs than newspaper’s articles, and hate-
ful comments have less NUs than non hateful com-
ments. Non hateful tweets from single users are
465 and have 238 (51%) tweets with NUs and 227
(49%) tweets without NUs, for a total NU’s num-
ber of 298 and an average of 1,31 NUs for each
tweet. Hateful comments from single users are
701 (see Table 1) and have 343 (48,93%) tweets
with NUs, and 358 (51,07%) tweets without NUs,
for a total NU’s number of 463 and an average of
1,35 NUs for each tweet.

This distribution of NUs probably means that
this linguistic phenomenon is merely very com-
mon in Twitter’s Italian discourse about immi-

gration, and possibly in Twitter’s Italian in gen-
eral, while Italian hate speech about immigrants
on Twitter doesn’t rely heavily on NUs as we ex-
pected.

5.1 Nominal Utterances and Hate Speech
against Immigrants

As expressed in the previous paragraphs, NUs are
a stable characteristic of Twitter’s Italian discus-
sion about immigrants, and especially they are
typical of newspaper’s headlines (contained often
in both hateful and not hateful tweets). Even if
their presence is not higher in hateful tweets, still,
NUs convey a significant part of hate speech: of
570 total NUs, 329 (57,72%) convey hate speech
(see (10)), while 241 NUs (42,28%) convey other,
non hateful meanings (see (11)). Therefore, most
of the NUs in hate speech are the focus of the hate-
ful message of the tweet. We can find these hate-
ful NUs in 270 tweets (the 34% of all hate speech
tweets) for an average of 1,21 NUs for each tweet.

(10) <NU>vivere in sicurezza senza la
feccia di questi IMMIGRATI e rom im-
puniti che gira in ITALIA </NU>

(Living safely without this scum of un-
punished IMMIGRANTS and Roma who
goes around in ITALY)

(11) <NU>Aumento casi mor-
billo? </NU><NU>Ok.
</NU></NU>Colpa dei vaccini?
</NU>

(Increase of measles cases? Ok. Vac-
cines’ fault? )

These hateful NUs have a close relationship
with slogans. 124 (37,38%) of them can be classi-
fied as slogans. Slogans’ numbers amount to 136
(see Table 1), so the 91,17% of them are composed
by hateful NUs (see (12)), while only 12 (8,83%)
of them don’t convey hateful messages (see exam-
ple (13)).

(12) <NU>tutti fuori clandestini e rom
! </NU>

(illegal immigrants and Roma people,
all out! )

(13) <NU>w l’Italia!! </NU>

(go Italy!! )
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Slogans are an interesting investigation’s sub-
ject, because they are brief and concise formulae,
easy to memorize and with high expressive value.
Thus, it is interesting to notice that most of these
slogans are used to convey an hateful message,
making it the most highlighted and emphatic part
of the tweet.

Of these slogans, 45 (33,33%) are calls to action
for expelling immigrants from Italy (see (14)), and
almost all them (33) have an Intensity of 3, while
4 have an Intensity of 1, 6 have an Intensity of 2
and 2 have an Intensity of 4. The other slogans ve-
hemently ask for the killing or the imprisonment
of immigrants (see (15)), while slogans with In-
tensity 1 are usually more descriptive, than exhor-
tatory (see (16)).

(14) <NU>RIMPATRII IMMEDIATI
di clandestini rom e stranieri criminali
tutti!!! </NU>

(IMMEDIATE REPATRIATION of ille-
gal immigrants Roma people foreigners
criminals everyone!!! )

(15) <NU>pena capitale x tutti musul-
mani in Europa immediatamente!
</NU>

(death penality for all the Muslims in
Europe immediately! )

(16) <NU>SUBIRE e essere islamiz-
zati </NU>

(ENDURING and being Islamized )

Collectively, these slogans convey a particu-
lar way to express the populism’s in-group - out-
group way of thinking called authoritarianism,
that is the call for “severe political measures or il-
liberal policies against those who threaten the ho-
mogeneity of the people” (Mazzoleni and Brac-
ciale, 2018).

5.2 In-group and Out-group: Dualistic
Constructions

The annotation of in-group - out-group rhetoric
shows us that tweets with this dichotomy are not
as recurring as we thought. In fact, only 165
(20,15%) of the hate speech comments have a in-
group - out-group rhetoric, as showed in Table 1.

This dualistic construction mostly shows an op-
position between Italians, often described as poor

and abandoned by the government, and immi-
grants, depicted as privileged and protected by the
leftist government (see (17)). Thus, unsurpris-
ingly, the analysis’ dimension of stereotypes ex-
hibit a noteworthy score in these tweets: 138 of
them (83,63%) display a stereotyped point of view
(see (18)).

(17) Neanche dopo i disastrosi sismi in
Centro Italia, Renzi blocca i clandes-
tini per devolvere i soldi risparmiati agli
Italiani #migranti

(Not even after the disastrous earth-
quakes in Central Italy, Renzi stops il-
legal immigrants to hand over the saved
money to Italians #migrants )

(18) Gli immigrati africani in Italia, in-
vece, sono ospitati a oziare in alberghi a
3-4 stelle. Bella differenza.

(Instead, African immigrants in Italy are
hosted to laze in 3-4 stars hotels. Nice
difference. )

In 16 cases, this rhetoric is also conveyed by
newspaper’s headlines, illustrating many kinds
of Italians’ struggles caused by immigrants (see
(18)).

(18) #Libero: ”Dieci milioni di euro but-
tati per i rom. Schiaffo all’Italia: guar-
date questi numeri

(#Libero: ”Ten millions of Euros
throwed away for Roma people. A
smack for Italy: look at these numbers
)

It is interesting to see that 75% of these dual-
istic tweets contain at least one NU, for a total
of 127 NUs, 77 (60,62%) of which convey hate
speech. This means that, even with a small num-
ber of newspaper’s articles in their ranks, tweets
with in-group - out-group rhetoric are a very fer-
tile ground for NUs.

Still, these tweets don’t contain slogans very of-
ten: only 26 tweets exhibit both slogans and dual-
istic rhetoric, see for instance (19):

(19) Vergogna, prima pensare agli ital-
iani

(Shame, first think of Italians )
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This could mean that this rhetoric doesn’t tend
to use slogan-like constructions. Instead, it seems
to rely on more diverse syntactic structures, even
if their lexicon is remarkably limited and with
an hammering repetition of “Italians” and “Italy”,
while the out-group tends to be mentioned exploit-
ing a slightly wider variety of terms (e.g., foreign-
ers, illegal immigrants, immigrants and so on).
This high repetitiveness is also typical of populist
rhetoric.

Still, populist slogans and dualistic tweets, to-
gether, reach a sum of 262 populist hate speech’s
tweet (i.e., 33% of the entire POP-HS-IT). There-
fore, we can say that populism in Twitter’s hate
speech is present, but it tends to acquire more
than one form and to convey non only in/out-group
rhetoric, but also authoritarianism rhetoric.

6 Conclusions and Future Work

In this paper we proposed a novel study of an Ital-
ian Twitter Corpus of Hate Speech against Im-
migrants (HSC) extended with four new levels
of annotations: nominal utterances, in/out-group
rhetoric, slogans and role of news. We named this
new sample of HSC enriched with new annota-
tion layers POP-HS-IT. Our goal was to investi-
gate how the political discourse on immigrants and
hate speech convey populist views (RQ1), how
these populist views are impacted by newspaper’s
articles (RQ2) or by the spontaneous writings of
single users, and how these populist views are
conveyed through slogan-like nominal utterances
(RQ3). The following answers emerge from our
analysis.

Populist views are present in Twitter’s hate
speech against immigrants (RQ1), but they are not
the majority of it; still, with a total of 257 populist
hate speech’s tweet, populist slogans and in/out-
group dualistic tweets compose a third of the hate
speech in the corpus. They also display the two
most frequent populist themes of Twitter’s hate
speech against immigrants: in/out-group rhetoric
that puts Italians against immigrants, and authori-
tarianism that calls for violent and illiberal actions
against immigrants.

The reference to newspapers articles is very fre-
quent in POP-HS-IT, but they are not perceived
as bearer of hate speech, and therefore they are
less represented also in slogans and in/out-group
rhetoric (RQ2).

Slogan-like NUs are not the majority of the NUs

in the corpus, but most of them convey hateful
contents and are the semantic and pragmatic fo-
cus of the tweet. Also, they exhibit the populist
rhetoric of authoritarianism, often with a medium-
high level of hateful incitement, due to their nature
of violent calls to action (RQ3).

For a complete analysis of this matter it is nec-
essary to investigate more populist themes and the
role of NUs in populist rhetoric. Still, this re-
search starts to shed some light on the role of pop-
ulist themes in hate speech: populist themes are
remarkably present in hate speech against immi-
grants, and they need to be investigated to under-
stand and challenge hate. Moreover, these pop-
ulist themes are likely present in the rhetoric of
populist politicians from all over the world as sug-
gested in (Mazzoleni and Bracciale, 2018). Thus,
the annotation framework of POP-HS-IT can be
used to study the relationship between populism
and hate speech in different social media corpora
and in many languages. In fact, we plan to ap-
ply our analysis also on different available corpora
in several languages (Basile et al., 2019; Waseem
and Hovy, 2016), in order to study differences and
commonalities in different cultures and domains.

Finally, the preliminary analysis of annotation
results proposed opens new perspectives for the
exploitation of the data set and of the new anno-
tation layer for the development of HS detection
systems, which is matter of future investigations.

Acknowledgements

We would like to thank the anonymous reviewers
for their insightful comments. We are also grateful
to our colleagues for their valuable help in anno-
tating the corpus. The work of Viviana Patti was
partially funded by Progetto di Ateneo/CSP 2016
(Immigrants, Hate and Prejudice in Social Media,
S1618 L2 BOSC 01).

References
Jamie Bartlett. 2014. Populism, Social Media and

Democratic Strain, pages 99–116. Fores.

Valerio Basile, Cristina Bosco, Elisabetta Fersini,
Debora Nozza, Viviana Patti, Francisco Manuel
Rangel Pardo, Paolo Rosso, and Manuela San-
guinetti. 2019. SemEval-2019 task 5: Multilin-
gual detection of hate speech against immigrants and
women in Twitter. In Proceedings of the 13th Inter-
national Workshop on Semantic Evaluation, pages
54–63, Minneapolis, Minnesota, USA. ACL.

170
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Abstract 

The disciplines of Gender Studies and Data 

Science are incompatible. This is 

conventional wisdom, supported by how 

many computational studies simplify 

gender into an immutable binary 

categorization that appears crude to the 

critical social researcher. I argue that the 

characterization of gender norms is context 

specific and may prove valuable in 

constructing useful models. I show how 

gender can be framed in computational 

studies as a stylized repetition of acts 

mediated by a social structure, and not a 

possessed biological category. By 

conducting a review of existing work, I 

show how gender should be explored in 

multiplicity in computational research 

through clustering techniques, and layout 

how this is being achieved in a study in 

progress on gender hostility on Stack 

Overflow. 

1 Introduction 

The binarization of gender in computational 

studies often does not sit well with critical 

theorists. Treated as the ultimate and most simple 

categorical variable, 0 = Female and 1 = Male is 

hardcoded into quantitative approaches from the 

first introductory text. In contrast, critical scholars 

see gender as social structure, arguing that it 

creates opportunities and constraints based on a 

sex-category. From this standpoint, the so called 

differences between men and women are entirely 

social conventions and the male-female binary is a 

fallacy. From Butler’s (1990) work, scholars have 

understood gender as performative and existing as 

a stylized repetition of acts rather than an intense 

adherence to two distinct classifications. Yet, 

Butler’s (1990) stylized acts and gendered self are 

limited by the recursive processes inherent in 

gender as a stratification. Risman (2004) argues 

gender is a social structure, having consequence on 

the individual level in the development of the self, 

in interaction, and institutional domains. This 

paper focuses on the consequences of gender social 

structures in computational cultures, forming the 

groundwork of a larger doctoral project into how 

culture and role-based identities intervene in 

women’s participation and legitimate interaction in 

informal coding cultures.  

The title for this paper originates from the most 

common words that women used to describe Stack 

Overflow, the world’s largest programming forum. 

In their annual survey in 2019, Stack Overflow 

asked just under 80,000 users what aspects of the 

platform they would most like to change – which 

showed some interesting gender disagreements. 

The words most likely to differentiate men 

included “official, complex, algorithm”, whilst the 

words that differentiated women painted a quite 

different picture; “condescending, rude, assholes” 

(Stack Overflow, 2019). This gender difference in 

participation and perception of the Stack Overflow 

community is the basis of the project outlined in 

this paper, showing how hostility in 

‘condescension’ and ‘rudeness’ deters women from 

taking part in programming.  

In presenting the findings of this year’s Stack 

Overflow Developers Survey these results where 

weighted by gender for the first time. Far from 

demonstrating an understanding of prejudice and 

hostility on the platform, the weighting was 

justified by “characteristics of [the] data” to 

“correct for demographic skew” (Stack Overflow, 

2019). The lack of women in computational 

cultures is not a simple sampling error or a 

characteristic of data, but an active gender filter 

that deters women from taking part. I support a 

move in data science to infuse computational 

techniques with the capacity to reflect gendered 

power relations, moving beyond data based 
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dismissals. In justifying my stance, I will first 

outline scholarship on the merits of studying 

identity and gender within a social context and how 

research design should acknowledge stereotypes. 

Next, I will show how women’s participation in 

computational culture effects and is affect by 

anonymity. Thirdly, I will discuss the difficulties of 

operationalizing gender and the potential benefits 

of complicating the binary model. Finally, I will 

show how clustering has shown to be a promising 

technique to account for gender structures in online 

forums and my own proposed study. Overall, this 

paper argues for complicating the gender binary, 

forgoing predictive accuracy for representative and 

messy modelling. 

2 Identity in Context 

Early studies of the Internet heralded its 

disembodying attributes as liberating and a 

precursor of equality. It was proposed that 

anonymity can subjugate gender hierarchies, 

allowing for free and unhindered expression 

(Allen, 1995). However, as we make sense of 

identity online, we often round to the most 

common attributes, and thus anonymity serves to 

homogenize participants in online forums as 

belonging to a singular group. This group is college 

educated, white, and male (Kendall, 2011; 

Massanari, 2015). The prevailing voice here 

amplifies the discourse of an apparently neutral 

meritocracy – hiding the inequalities of race and 

gender.  

Critical research has a long history of 

investigating gender, inequality, and interaction. 

Whilst the principles of social structures are 

pertinent across contexts, their exact form can 

change with social locale (Bucholtz & Hall, 2005; 

Risman, 2004). Wenger & Lave (1991) propose 

that researchers of such collective identities should 

focus on communities of practice (CoP) in which 

members are drawn together by a common interest 

or that are created deliberately with the goal of 

gaining knowledge in a certain field. This 

conception has since been expanded to include 

virtual communities of practice (VCoP), to show 

the extension of this anthropological phenomenon 

online. Stack Overflow can count as one such 

VCoP, as individuals come together to solve their 

programming woes. In such communities, 

Bucholtz (2005) argues that a situational and 

context-based methodology is fundamental to 

understanding the gendered social meaning that is 

attributed to practices by individuals and cultures. 

Moreover, the representation of identity in speech 

should be conceptualized in terms of communities 

of as identity, not collections of individuals (or 

observations) as the bestowing of agency cannot be 

segregated from culture. In this manner, one’s 

identity and behavior towards others is shaped by 

the community in which one participates and 

interacts – even online.  

 

3 Gender in Context 

In the initial scholarly discussion of identity 

formation and interaction, Lakoff (1973) first 

proposed that men and women differ in how they 

use words. Whilst gendered meaning necessitates 

difference, a difference in speech does not directly 

imply gendered meanings. A man’s speech being 

different to women’s means little without context. 

To ascertain if gendered differences carry meaning 

one must look at the interrelated layers of the 

interaction, such as what it means for a woman to 

be a speaker in this particular scenario (Needle & 

Pierrehumbert, 2018). What does it mean to be a 

woman to correct a man in computer science 

classroom? What does it mean for a man to fail a 

mathematics class but excel in a gender studies 

course? Such identity struggles are visible in 

discourse, or how knowledge creates meaning in 

interaction as a consequence of social structure 

(Risman, 2004). It is thus is necessary to consider 

the social context when considering how gender 

may be presented.  

Gender can alter how a community talks about 

itself and its members. In using the sociolinguistic 

framing of gender and local context, feminist 

linguists have pointed to how normative discourse 

can represent gendered power structures and the 

male-centric nature of language (Lamerichs & Te 

Molder, 2003; Tanczer, 2015). This is particularly 

apparent in the use of ‘guys’ as a collective. As we 

move online, the physical markers of gender are 

invisible in anonymous forums, and male-

centricity is amplified to male-by-default (Tanczer, 

2015). As a space becomes more masculine and the 

in-group becomes male, women are framed in 

terms of stereotypes and identity tropes (Tanczer, 

2015). In computational cultures, this 

communication process cultivates a femininity of 

technological incompetence and juvenile ‘girlness’ 

(Nic Giolla Easpaig & Humphrey, 2016; Shifman 

& Lemish, 2011). A male dominated masculine 
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space can therefore lead to understanding women 

only in terms of the outsider.  

There are consequences to stereotypes as they 

are relational. Gender stereotypes can be 

internalized and influence the manner in which one 

conceives of their own abilities and those of others. 

Risman’s (2004) conception of gender as a 

encompassing social structure permeates online 

and offline interaction. As gender shapes 

interactions due to cultural expectations it also 

shapes one’s identity, and there are consequences 

for institutional domains and technological 

cultures. As gender power relations are evident in 

self-presentation and interaction, this in turn affects 

opportunities in formal settings as stereotypes 

dictate expectations of others and ourselves 

(Adams et al,  2006). A popular theory in social 

psychology, stereotype threat refers to being at risk 

of confirming, as a self-characteristic, a negative 

stereotype about one's social group (Steele & 

Aronson, 2000). When one’s self is viewed in 

terms of a salient group membership, 

performances can be undermined because of 

concerns about confirming negative stereotypes of 

one’s group. In other words, telling women they 

can’t code because they are women becomes a self-

fulfilling prophesy - a false definition of the 

situation evokes new behavior, which makes the 

original false conception come true. Ergo, women 

can’t code so there are few women in 

programming, from here we have ‘proof’ of the 

original stance that women can’t code. 

 

4 Girls can’t code 

In negotiating identity in masculine or nerd 

dominated spaces on, women may purposefully 

obscure their gender to participate in the social 

structures of a technical setting. The prominence of 

stereotypes and the belief that “girls can’t code” 

means that women who show they are women in 

programming forums often face hostility and 

harassment (Ford et al., 2016). Nonetheless, Terrell 

et al (2017) found that women’s contributions of 

code to the repository GitHub were approved at a 

higher rate than code written by men. In fact, 

women’s contribution acceptance rates were 

higher than men for every programming language 

in the top 10 on the GitHub platform (Terrell et al 

2017). However, when women’s gender was 

identifiable on their GitHub profile, their 

acceptance rate dropped to significantly lower than 

the average for men (Terrell et al., 2017). This 

shows not only do women obscure their gender in 

order to participate, but they are penalised when 

their gender is known, dropping below the level of 

men. 

Looking to Stack Overflow, Ford et al. (2016) 

found that impersonal interactions were the main 

factor that discouraged women from contributing. 

The women (N = 22) interviewed for the study 

cited three features of the platform that deterred 

them from contributing: (1) anonymity was seen to 

contribute to blunt and argumentative responses on 

posts, (2) invisibility of women leads to the site 

feeling like a ‘boy’s club’ full of ‘bro humor’ (Ford 

et al., 2016, p. 6), and (3) large communities are 

intimidating, and not possible in the same way 

offline. On Stack Overflow we can see a 

continuation of the theory that anonymous spaces 

lead to male-by-default interactions. The 

affordances of anonymity in Computer Mediated 

Communication (CMC) are evidently more 

beneficial to an ingroup, and attributes (or 

language) that might work for a majority group can 

be barriers for identifying with a community. 

Building on this, Ford et al. (2017, p. 1) conducted 

a second study where they developed the concept 

of peer parity: having similar individuals to 

compare oneself to in a space. The study found that 

the presence of female-identifying usernames on a 

thread increased the likelihood that a woman 

would engage actively with the Stack Overflow 

community (Ford et. al., 2017). When taken 

together, Terrell (2017) and Ford (2016; 2017) 

show that women hide their gender to participate, 

but this contributes to perceptions of a male-

dominated space. This in turn deters women from 

participating as they do not see anyone like 

themselves. For women, stereotype threat creates a 

cyclical self-fulfilling prophesy, as does anonymity 

in not seeing someone like me in technical spaces.  

5 Unlikely Allies 

The disparity of women’s representation in 

technical culture extends to those capable of 

computational methods, as only 15% of Data 

Scientists and computational researchers are 

women (Miller & Hughes, 2017). Comparatively, 

and estimated 75% of sociologists who focus on 

Gender are women (ASA, 2015). There are a 

number of notable exceptions to the trend, but this 

does not mean that the overall picture is 

endangered (See Ford 2016; 2017 as an example). 
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Whilst Data Science may dismiss inequality and 

women’s lack of representation as a characteristic 

of the data, those who may provide insight are 

frequently not in the invited into the conversation. 

For Data Scientists, perchance it is not only the 

stereotype that girls can’t code, but maybe also 

gender theorists.  

Research has shown how valuable the social 

science lens is to computational fields (Kokkos & 

Tzouramanis, 2014; Nguyen, Doğruöz, Rosé, & de 

Jong, 2016; Otterbacher, 2013). Researchers at this 

intersection are aware of the tension between the 

theoretical framing and empirical methods of their 

work. Yet, whilst theory must begin with human-

orientated ideas, these notions are only valuable if 

they are confirmed through empirical methods. Far 

from incompatible, the value placed on creativity 

and predictive accuracy in computational fields is 

well matched to the esteemed validity and 

reliability of the social sciences (Nguyen et al, 

2016). This exciting and novel modus operandi is 

beginning to flourish in examining a range of 

inequalities online. 

In computational sociolinguistics text is social 

data, and the choice of language used signals a 

performed identity (Nguyen et al., 2016). In a 

traditional sociological framing, agency occurs in 

linguistic symbols as social currency. A struggle is 

evident here, as the parsimonious causality prized 

by quantitative and computational approaches 

meets the messiness of the social world. In 

computational sociolinguistics a balance needs to 

be sort between language reflecting additional 

social structures, and language arising from 

speaker agency (Nguyen et al., 2016). Put simply, 

not everyone writes in a way that reflects their 

biology, and thus the agency of speakers should be 

acknowledged in interpreting findings.  

As a case that exemplifies this argument,  

Otterbacher et al. (2013) examined the anonymous 

review site Internet Movie Database (IMDb) and 

found that women’s reviews were weight as having 

less utility than men’s. They also found that highly 

rated woman authors would exhibit “male” 

characteristics in their writing, such as less 

pronouns, complexity, and vocabulary richness 

(Otterbacher, 2013). The agency of the speakers is 

shown in the increased ‘maleness’ of language, as 

well as methodological evidence against biological 

determinism. Here, reputation voting systems of 

IMDb meant that female-based writing was 

downvoted. The reputation system  acts as a gender 

filter, in which the gender-majority dictates success 

(Herring et al, 2002). Gender structures clearly 

mediate online interactions even in contexts that 

are far less heavily associated with masculine 

stereotypes that computational cultures. 

The proposed study applies this conception that 

the male-majority dictates the identity performance 

required to succeed in a given social context and 

institutional setting (Risman, 2004). Looking to 

Stack Overflow, we propose that an estimated 89-

94% male majority fosters masculine linguistic 

repertories where those who don’t conform are 

punished with invisibility – colloquially referred to 

as being “downvoted into oblivion” (Clark-Gordon 

et al, 2017). As Hogan (2013) points out, 

conforming to a male-voice in order to successfully 

participate in a space is not a characteristic unique 

to computational culture or online forums. Take for 

instance the use of male pen names, the Brontë 

sisters were Currer, Ellis, and Acton Bell and Mary 

Ann Evans who used the guise of George Eliot 

(Hogan, 2013). The implication here is that 

computational methods allow for the mapping of 

such phenomena. However, before introducing the 

proposed study, we must first consider how 

feminine and masculine speech used by both male 

and female authors complicates the simple binary 

understanding of gender operationalized in many 

computational studies.  

 

6 The trouble of operationalization 

In applying computation, it is crucial that the 

research design is aptly framed to not recreate 

inequalities. As noted earlier, gender is often 

treated as a latent attribute – a implicit assumption 

that linguistics choices are associated with distinct 

categories of people (Needle & Pierrehumbert, 

2018). The generalization of gender norms in 

computational research has been shown to 

contribute to stereotypes – seeing gender as 

something that people ‘have’ (not ‘do’), neglecting 

agency to mask ones gender. In defending the 

binary classification to gender it is  important to 

note that statistical definitions of the accuracy of 

predicative modelling does not mean that the 

picture is not oversimplified (Nguyen et al., 2016). 

Incorporating more critical understandings of 

gender may decrease predictive accuracy, but as it 

would include an understanding of socials 

structures the reproducibility of results may 

benefit. As gender social structures have 
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consequences in interactions and infrastructure, a 

critical approach may not overfit a model to gender 

in a particular context.  To build on the aphorism of 

the statistician George Box, if ‘all models are 

wrong’, can adding critical gender theory make 

them more useful? 

 In discussing the apparently conflict 

paradigms of social theory and computational 

methods, Nguyen et al. (2016) point to the value 

placed on of construct validity in more critical 

approaches. For the uninitiated, construct validity 

is “extent to which the experimental design 

manages extraneous variance effectively” (Nguyen 

et al., 2016). This can be particular important in 

how gender is conceived of within a study. As we 

saw with Otterbacher et al.’s (2013) study into 

linguistic gender on IMDb, women who exhibited 

“maleness” in there speech were more highly rated. 

This shows that whilst a platform appears to be 

numerical equal, it can still be performatively and 

legitimately masculine. In not paying due attention 

to such confounding factors of gender social 

structures, may leave the results of an investigation 

to be weak, regardless of the number associated 

with predictive accuracy. Indeed, the social word is 

far messier than many predictive models may lead 

us to believe.  

Whilst computational studies into gender 

differences do valuable work to highlight the 

dearth of women in technical spaces, they can be 

guilty of perpetuating the underrepresentation. It 

can be dangerous to qualify contextual legitimacy 

or success in terms that are intrinsically gendered.  

In examining the open source development 

platform GitHub, Vedres and Vasarhelyi (2018) 

found that ‘disadvantage is a function of gendered 

behavior’. In the study the variable of femaleness 

was qualified by professional ties, level of activity 

(push/pull requests), and areas of specialization 

(Vedres & Vasarhelyi, 2018). The study argues that 

measures of reputation (‘success’ – as starred 

repositories) and survival (‘time account active’) 

on the platform were adversely affected by 

femaleness rather than by categorical 

discrimination. They found that not only was this 

true for women, but men and users with 

unidentifiable gender are also likely to suffer for 

exhibiting behavior that demonstrated femaleness. 

The findings of Vedres and Vasarhelyi (2018) are 

valuable as they show that behavior classified as 

feminine adversely effects one’s status (in their 

defined terms), not just listing ‘female’ on a profile. 

Nonetheless, as is typical of gender classification 

studies, the ‘behavioral’ aspect was built from an 

extrapolation of categorical gender. That is, the 

features that are defined as ‘femaleness’, are built 

from behavior associated with a ‘female’ 

(categorically defined) account. Thus, the causality 

of gendered performance versus identification is 

unclear, and not supported by critical studies. The 

assertion made here that “women are at a 

disadvantage because of what they do, rather than 

because of who they are” (Vedres & Vasarhelyi, 

2018) oversimplifies acting as a women and being 

a women into discrete and mutually exclusive 

categories. Nevertheless, that study shows that the 

default masculinity is ratified through behavior that 

generates contextual ‘success’, rather than by the 

overt presence of men. Vedres & Vasarhelyi's 

(2018) project reflects one of the significant 

challenges of critical research with computational 

methods: the operationalization of gender as a 

variable in manner that does conflate masculinity 

with community’s definition of success.  

 

7 Beyond the binary 

As illustrated above, gender as a binary can miss 

some vital aspects of community functioning and 

belonging. As interactions dictate how men and 

women can act even in identical structural 

positions, gender can define the capacity for action 

in a given environment. For instance, Cheryan et 

al. (2009) found that exposure to stereotypical 

masculine computer science environments actively 

deters women from participating, even when the 

space was populated by women. Extending this, 

work by Ford and Wajcman (2017) & Schwartz 

and Neff (2019) shows that the social structures of 

gender permeate online spaces, as technology’s 

design and use draws on the cultural and 

institutional repertoires in a male dominated space.  

Whilst incorporated in many traditionally 

critical gender studies, going beyond a binary 

understanding can prove challenging to 

quantitative and computational research. How can 

gender be operationalized into a variable that 

accounts for a myriad of gender performances? 

Much work relies on the idea that the majority of 

individuals consider gender a binary, so therefore 

it is binary in studying the social phenomena in 

which said individuals participate. Whilst there is 

merit to this rationale, there are simple 

computational methods that can be used to negate 

176



a constrained and binary understanding of gender. 

A promising technique is that of Cluster Analysis. 

In clustering observations are grouped based on 

similarity, and to show the difference between 

different groups. Clustering is an unsupervised 

Machine Learning technique commonly used to 

gain valuable insights for patterns in data.  

In their study into gender, networks, and 

linguistic style on Twitter, Bamman et al (2014) 

propose a more nuanced approach to quantitative 

work on gender. They point to how measures of 

predictive accuracy do not mean that the model 

does not distort the social world. Building on 

Butler’s (1990) casting of gender, they take a two 

step approach to modelling gender. 

 

Step 1: Predict gender with a Logit model using 

lexical features (i.e. Dictionary words, slang, 

taboo, hashtags) 

Step 2: Group authors by similarity in word 

usage and look at the gender breakdown of each 

cluster. 

By looking at which words and lexical features 

are most associated with users that profile states 

their gender in Step 1, Bamman et al (2014) take a 

situated approach to meaning. The stylized 

reputation of acts that are make up a gender 

performance vary by context. For instance, if a 

individual swears, the way that profanity is 

received by a audience will depends on the 

characteristics of the speaker (gender, ethnicity, 

age) and the context in which they are speaking 

(with friends, family dinner, classroom) and the 

role they are acting (policeman, mother, priest). As 

such, a perspective that incorporates situated 

meaning is the only way to understand the 

relationship between gender and language. In Step 

2 of Bamman et al’s (2014) study, Twitter users 

were grouped by similarities in word usage. Using 

a clustering algorithm based on the Expectation-

Maximization framework, the clusters were built 

without considering gender yet had strong gender 

majorities. This approach to clustering allowed for 

multiple expressions of gender, which the authors 

speculate may be related to an interaction between 

age or ethnicity (Bamman et al., 2014). Conducting 

research in this manner, with gender not treated as 

the response variable, allowed for findings that 

were unexpected. For example, whilst taboo terms 

were generally shown to be preferred by men, 

several male-associated cultures reversed this trend 

(Bamman et al., 2014). Overall, the clustering 

methodology of this study incorporates the social 

relation of “male” and “female” categories, going 

beyond descriptive understandings and 

acknowledging the normative gender 

performances that define inclusion and exclusion.  

Whilst this is not a perfect approach, it does 

highlight the possibility of clustering to examine 

how social identity can be evident in data without 

being determined by demographic markers.  

However antithetical they may seem, critical 

gender studies and computational methods can be 

unlikely, and valuable, allies.  

8 Stack Overflow: A Research Agenda 

Often referred to as the ‘programmer’s 

paradise’, Stack Overflow is the largest online 

community of coding knowledge, boasting 9.9 

million registered users and 50 million monthly 

visitors, of whom 21 million are professional 

developers and university-level students (Ford et 

al., 2016).Yet, with an estimated population of only 

6-11% women, the popular platform is only 

paradise for some. The approach uses on Butler’s 

conception of gender as enacted, incorporating 

situational meaning (Lea and Spears’ 1991) and 

considering discourse-in-context, as argued for by 

Needle and Pierrehumbert (2018), Buckoltz (1999) 

and Lamerichs & Te Molder (2003). Building on 

the work of Adam (2003), Edwards (2003), 

Tanczer (2015), and Sollfrank (1999, 2002), this 

study examines the visibility of gender in 

accessible technical spaces. Through a twostep 

process of Natural Language Process, Machine 

Learning (sklearn), and Cluster Analysis 

(Expectation-Maximization framework), as used 

by Bamman et al (2014), I will analyse linkages 

between masculine-linguistic practise and 

reputation building.  

A significant portion of the contribution of the 

study will be methodological, as I aim to provide a 

simple road map by which critical research can be 

conducted with computational methods, 

accounting for levels of gender visibility. In 

exploring this, I ask how visible gender is on Stack 

Overflow, and what situational meaning imbues 

text with hostility. 
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8.1 Data Collection 

In first setting out the data for analysis, I will use 

the Stack Overflow data dump, hosted on Google 

BigQuery.  Separated into different tables, the 

information available is posts, users, votes, 

comments, posts history, and post links. Updated 

on a quarterly basis, the BigQuery dataset includes 

an archive of Stack Overflow’s user-contributed 

content, including posts, votes, tags, and badges. 

This dataset is updated to mirror the Stack 

Overflow content on the Internet Archive and is 

also available through the Stack Exchange Data 

Explorer. Inherent in this data are several 

challenges of working with big data (~180GB), 

such as different features of a post stored in 

separate tables (i.e. ‘tags’, accepted answers, post 

content). The Data Dump also contains substantial 

metadata, meaning data that provides a description 

of information in the dataset, such as suggested 

edits and location of users. Datasets such as this 

provide a wealth of information and contextual 

CMC that is underutilized in social science 

research. I will use the location of users to narrow 

my population to the USA and UK. Whilst this 

does lead to a Western-focused dataset, it also 

means that I am not homogenizing gender 

performances across cultural contexts.  

 

8.2 Rudeness and Offence 

On the Stack Overflow dataset, I propose to 

examine how visible gender and what forms 

hostility can take in context. Informing my analysis 

with Meta Stack Overflow, I will examine what 

practices are considered hostile and reduce the 

visibility (peer parity – Ford et al, 2016) of women 

on the platform. In taking a local and contextual 

approach to hostile behavior on Stack Overflow 

candidate features for inclusion were informed by 

the results of the 2019 Developers Survey and a 

forum dedicated to studying the research site, Meta 

Stack Overflow. I will incorporate 

formal/structural measures of hostility, such as the 

“Offensive Comment” tag. I will additionally 

include a subtler element in ascertaining what 

terms and practices are most associated with this 

tag. Contextual features that have so far emerged 

form a reading of  Meta Stack Overflow include 

ratio of code to text, and references to “reading the 

documentation” in short answers or “not doing 

your homework for you”, and similar sentiments. 

The candidate features for inclusion thus reference 

local and contextual understandings of hostility.  

 

8.3 Gender as Tiers 

In examining gender as a social structure, I 

propose to account for both those who clearly 

identify their gender on their profile as well as 

those who purposefully obscure it to participate 

without facing gendered social sanctions. I propose 

three-tier classifications of gender to map onto the 

results of the cluster analysis.  
 

(1) Self-identified Male or Female: Identified 

as a man/woman clearly through their profile 

(Gender, About Me, Name),  

(2) Linguistically Masculine or Feminine: 

Estimated through a bag-of-word approach 

using the posts/comments associated with tier 1 

(3) Neutral: Unidentified profiles (those users 

who fall under the conventionally defined 0.8 

confidence of tier 2) 
 

Through this distinction, my investigation will not 

conflate those who identify a gender, with those 

who perform it. As Otterbacher et al. (2013) show, 

“maleness” characteristics in speech does not mean 

that the speaker identifies as a man. This 

differentiation between claiming and hiding a 

gender identity in technical cultures will not only 

be beneficial in terms of building a representative 

model, but also in not seeing unidentified data as 

just noise, but rather a potentially purposeful act. 

These gender classifications will be mapped onto 

hostility and reputation to see the relationship 

between gender identification, linguistic-gender 

and legitimate participation. 

Therefore, I will use NLP and clustering 

techniques to ascertain the gender dimensions of 

hostile behavior on Stack Overflow, and how this 

can lead to women’s lack of participation. The 

output of the study will be a categorization of 

gendered behaviors that mark the space as 

masculine and create cultural barriers for women’s 

entry into coding forums, even in the anonymous 

space of programmer’s paradise. 
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Abstract 

The present paper introduces a theoretical 
model for explaining aggressive online 
comments from a sociological perspective. 
It is innovative as it combines individual, 
situational, and social-structural 
determinants of online aggression and tries 
to theoretically derive their interplay. 
Moreover, the paper suggests an empirical 
strategy for testing the model. The main 
contribution will be to match online 
commenting data with survey data 
containing rich background data of non-
/aggressive online commentators.  

1 Introduction 

In the past years, online aggression in social media 
has attracted a lot of attention not only in the 
broader public but also in academia (e.g. 
Cicchirillo et al. 2015; Sydnor 2018). Studies show 
that offending, defaming, or threatening online 
comments posted by Internet users fundamentally 
negatively affect the targeted persons’ well-being, 
social harmony, and democratic outcomes (e.g. 
Anderson et al., 2014; Bauman, 2013; Kwon and 
Gruzd, 2017). Accordingly, knowing why people 
aggress online is the first step to counter it. 
Although previous research on online aggression 
has been successful in suggesting and explaining 
single determinants driving aggressive online 
commenting (see studies in the State of Research 
below), (1) their interplay has hardly been studied 
due to the lack of an overarching theoretical 
framework and (2) socio-structural determinants 
have been largely ignored so far. Moreover, from a 
methods point of view, (3) there are no studies that 
systematically link digital commenting data to 
offline information on adult aggressors from the 
wider population. 
Hence, the present paper introduces a theoretical 
model that relates several determinants of online 

aggression to each other in a more general 
framework of sociological explanation. Based on 
the model, we aim to answer the following research 
questions: (1) Which individual determinants, 
situational determinants, and social-structural 
determinants drive online aggression? (2) How do 
various determinants relate to each other when 
producing aggressive online behavior? (3) Are 
there differences in online aggression between 
social-structural groups?  

Answering such questions requires a specific 
empirical strategy. We intend to conduct a large-
scale quantitative survey in German-speaking 
Switzerland, including aggressive and non-
aggressive online commentators. They are drawn 
from a large population of commentators having 
submitted to online commentary sections of a large 
Swiss media organization. We match their survey 
information with their commenting behavior, 
ranging from non-aggressive to frequently 
aggressive (this classification emerges from 
human/automated content analysis).  

We will elaborate on the theoretical model and 
the planned empirical strategy in the following 
sections. First, however, we will describe in more 
detail the current state of online aggression (OA in 
the remainder of the paper) research. 

2 State of research 

In the literature so far, determinants of OA are 
explored primarily from three different 
perspectives: the individual-psychological, the 
situational, and the social-structural. All three 
perspectives are shortly reviewed here, from the 
fields of psychology, political science, and 
communication. 

2.1 Psychological-individual determinants 

From a psychological-individual perspective, 
OA can on the one hand be motivated by relatively 
stable psychological traits (“aggressors as 
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antisocial individuals”).  The underlying theory 
proposes that each individual has a unique 
personality and that associated traits motivate 
behavior and thus (online) aggression. For 
example, online aggressors score relatively higher 
in narcissism, psychopathy, and Machiavellianism 
(e.g. Abell and Brewer, 2014), might lack empathy 
(Steffgen et al., 2011), may be less open, low in 
self-control, and impulsive (Peterson and Densley, 
2017), but also more depressive and shy (Bauman, 
2013).  

On the other hand, OA can be motivated by less 
stable individual emotions, beliefs, and goals 
(“aggressors as venting, convinced Internet 
activists”). For example, people in negative mood 
may troll (Cheng et al., 2017), being angry at unfair 
negotiators motivates to digitally aggress (Johnson 
et al., 2009), and car drivers vent their rage 
(Stephens et al., 2016). Also, online aggressors 
belief that they do not get caught and that their 
online con-ent is not permanently stored (Wright, 
2013). Further, people participating in collective 
online outrage are motivated by moral heuristics 
and moral beliefs (e.g. based on moral 
disengagement theory by Faulkner and Bliuc, 
2016) and punishing violators of social norms 
(based on social norm theory; Rost et al., 2016). 
Finally, online aggressors have goals. They spread 
political ideologies, seek thrill and fun, draw 
attention to social in-justice (Erjavec and Kovačič, 
2012), or seek social standing, status, and 
recognition (e.g. Ballard and Welch, 2017). 

2.2 Situational determinants 

Research on situational determinants suggests 
that online aggressive individuals are influenced 
by properties of the digital media environment and 
the surrounding social and situational context 
(“aggressors as ordinary people, but situationally-
driven”). The psychological-communicative 
Reduced cues approach (Sproull and Kiesler, 
1986) argues that properties of online 
environments may cause toxic online disinhibition 
(Suler, 2004): people feel less restraint because of 
the absence of social-context cues, anonymity, 
invisibility, asynchronicity, or minimization of 
authority. This is explained either by 
deindividuation theories (Diener, 1980) or by the 
social identity model of deindividuation effects 
(SIDE) which argues that deindividuation 
triggered by reduced social cues and anonymity in 
online settings boosts the salience of individuals’ 

social identity relative to their personal identity. 
Thus, if a group norm is salient (e.g. in an online 
forum), commentators will conform to it rather 
than engage in uncontrolled aggressive behavior 
(Reicher et al., 1995). SIDE is empirically 
supported in several settings (e.g. Hmielowski et 
al., 2014).  

OA is also explained by social learning theories 
and situational social control. For example, 
perceiving flaming norms socializes people into 
flaming (Cheng et al., 2017). Also, people more 
likely aggress online if informal social controls 
from an effective community policy and peer 
pressure are lacking, predicted by routine activity 
theories of crime (Navarro and Jasinski, 2012), 
deterrence theory (Xu et al., 2016), or social norms 
(Álvarez-Benjumea and Winter, 2018). Similarly, 
people more likely aggress if they have become 
cyber-victims themselves (Quintana-Orts and Rey, 
2018), receive comments challenging their beliefs 
(Hutchens et al., 2015) or threatening their face 
(Masullo Chen and Lu, 2017), or if public actors 
misbehave (Johnen et al., 2017; Rost et al., 2016). 
Finally, legal frameworks, ethical guidelines, and 
moderation strategies set up by online (news) 
platforms may be situationally influential 
(Ksiazek, 2015).  

2.3 Social-structural determinants 

Research on social-structural determinants is 
very scarce. It includes socio-demographics, social 
group memberships, and structural positions and 
relations. Accordingly, OA may differ by cultural 
and national backgrounds (Shapka et al., 2018), 
gender (Ballard and Welch, 2017; Bauman, 2013; 
Shapka et al., 2018), and age (Bauman, 2013; 
Shapka et al., 2018). Also, incivility on Twitter is 
higher in areas of low socioeconomic status (SES), 
low social capital potential (i.e. potential for 
interconnected citizen networks), and low in-
district partisan polarization (Vargo and Hopp, 
2017). Finally, (few) structural and 
sociodemographic factors are considered in the 
social media cyberbullying model (SMCBM) 
model by (Lowry et al., 2016). 

2.4 Gaps 

Reviewing the literature on OA, several gaps 
emerge. Theoretically, there is, first, no 
overarching theoretical framework integrating the 
determinants suggested. Accordingly, theoretical 
approaches to cyberbullying are “sparse and 
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piecemeal” (Espelage et al., 2012: 49) and „have 
received scant conceptual development” (Runions, 
2013: 751). Hence, a major task of future research 
is to develop “a comprehensive theoretical model 
that might ground the conversation about cyber 
aggression and violence” (Peterson and Densley, 
2017: 197). At best, such a model addresses the 
“interaction between micro, meso, and macro 
levels of explanation” in order to overcome 
research’s current lack of “continuity and 
coherence” (Peterson and Densley, 2017: 197).  

Second, there is a need to relate OA more 
systematically to social-structural factors. Up to 
now, information on aggressors and their 
aggression-benefiting circumstances is limited 
(Coe et al., 2014: 675; Peterson and Densley, 
2017:195). Especially with regard to potential 
“civility divides” (Vargo and Hopp, 2017: 26), 
exploring socio-demographic and socio-economic 
determinants (such as gender, age, education, or 
prestige) enables to empirically test whether “those 
equipped with economic and social privilege in the 
off-line realm may disproportionally gain value 
from online deliberation, while those with 
diminished economic and social resources may 
interact in a hostile, uncivil, (…) strata of the 
Internet” (Vargo and Hopp, 2017: 24; also see 
Cicchirillo et al., 2015). 

Third, there are no studies that systematically 
link digital commenting data to offline information 
in a large sample of adult aggressors. Most studies 
only use natively online data. If offline in-
formation is collected at all, then it is linked to OA 
intentions, self-reports, or experimental triggers, at 
best.  

3 Theoretical model 

Here, we introduce an integrative model that 
relates a multitude of determinants to each other in 
a general framework of sociological explanation, 
also explicitly theorizing social-structural 
determinants. This model builds on the ideas of 
structural individualism (Coleman, 1994) and the 
model of frame-selection (Esser, 2001; Kroneberg, 
2011).  

Basically, structural individualism aims at 
dissecting social phenomena into its constitutive 
parts, that is meaningful decisions of individual 
actors. These decisions, however, are embedded in 
a configuration of social structures and institutions. 
This social context, in turn, affects (if correctly 
perceived) actors’ goals, beliefs, and opportunities, 

which then guide their behavior (Maurer and 
Schmid, 2010; Udehn 2001). From this 
perspective, OA comments are defined as 
individual decisions (actions) which are in a first 
step explained by both characteristics of the 
individual (e.g. beliefs) and situational parameters 
(e.g. others’ behaviors). In a second step, individual 
determinants are related to social-structural 
background. The relationship between these two 
sets of determinants can be thought of in several 
ways: social context conditions may structure the 
set of behavioral alternatives available, the 
behavioral costs, and an individual’s preferences, 
attitudes, and body of knowledge. Theoretically, 
this can be explained by learning theories (Bandura 
1977) or social production function theory (Ormel 
et al. 1999). 

It needs to be specified, then, how individual 
decisions come about. This is important because 
the theory of action chosen has an impact on which 
individual and situational determinants can be 
taken into account. Instead of relying on a rather 
simple rational-choice approach for explaining 
individual decisions, we opt for the more elaborate 
model of frame-selection (MFS) as introduced by 
Kroneberg (2011, 2014). In classical rational-
choice theory (Opp, 1999), it is assumed that actors 
choose those behavioral alternatives which they 
expect to best fulfill their preferences given certain 
behavioral constraints. Thus, behavior is a function 
of individual goals (evaluative beliefs, including 
egoistic just as prosocial goals), beliefs about the 
consequences of decisions, and behavioral 
constraints (the latter two are often summarized as 
descriptive beliefs). However, rational-choice 
theory is silent about which descriptive and 
evaluative beliefs are active in a specific decision 
situation. Therefore, MFS explicitly incorporates 
the process of the definition of the situation (Esser, 
1996). In this process, actors subjectively define 
which kind of situation they are actually facing 
(which may – in contrast to rational-choice theory 
– deviate from “objective” situational 
requirements). They do so by synchronizing given 
situational cues with internalized knowledge about 
typical situations (frames). Hence, descriptive and 
evaluative beliefs guiding behavior are not taken 
for granted but depend on actors’ subjective 
perceptions of the situation. This means that 
behavioral differences between (groups of) actors 
do not simply result from individual or situational 
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differences, but from interactions between 
individual and situational characteristics.  

Based on these theoretical considerations, we 
propose the following explanatory model of OA 
(Figure 1): 
 

In this model, OA behavior results from 
individuals’ definitions of potential online 
commenting situations. Such definitions represent 
a situation’s general meaning and thus determine 
which individual beliefs are activated and which 
situational constraints are perceived by the actor. 
How situations are defined depends on two sets of 
factors: (1) situational determinants comprise all 
relevant characteristics of the situational context 
and thus are in principle identical for all actors in 
the same situation (but still differently perceived). 
(2) individual determinants comprise all 
descriptive (representations of current states of the 
world) and evaluative beliefs (representations of 
desired states of the world) of an individual and 
thus do not vary across situations for a specific 
actor. The interactive relationship between 
individual and situational determinants can be 
understood in two ways. Straightforwardly, it 
means that those individual beliefs (and 
opportunities) guide behavior which are activated 
by certain situational cues. This differs according 
to the overall set of beliefs internalized by the 
individual. However, if some descriptive or 

evaluative beliefs are strongly internalized and thus 
chronically active, they can prompt a certain 
definition of the situation (and thus action) 
irrespective of the situational conditions given 
(possible misperception). As mentioned above, we 
assume descriptive and evaluative beliefs to be tied 
to social-structural determinants. In accordance 
with structural individualism, sociological factors 
such as socio-economic or demographic attributes 
are reflected in individual determinants. Hence, 
social-structural groups are expected to be similar 
in terms of certain beliefs. Overall, the model 
emphasizes that OA does neither result from 
characteristics of the individual, nor from 
characteristics of the situation, but rather from the 
interplay of these two. 

4 Empirical approach 

The empirical study seeks to collect data on 
individual, situational, and social-structural 
determinants of OA behavior. Therefore, we intend 
to conduct an online survey in German-speaking 
Switzerland with four different groups: frequent 
OA commentators, occasional OA commentators, 
non-OA commentators, and non-commentators. 
Group-differences in determinants, then, allow to 
assess determinants’ relative effect on OA 
behavior. However, sampling OA commentators is 
not easy because it is a relatively rare behavior. 
Thus, we apply an elaborate, two-step sampling 
strategy: First, in order to sample OA and non-OA 
commentators, we use the unique opportunity to 
collaborate with a large Swiss media corporation. 
We will use a large dataset of news comments 
submitted to its website (including meta-data such 
as time of submission). The dataset includes 
moderated comments: comments considered as 
being non-aggressive by moderators (and were 
published in the commentary section) and 
comments considered as aggressive (and were not 
published). By employing human/automated 
content analysis of all comments, we identify the 
following groups and assign all commentators to 
one of them: frequently aggressive commentators, 
occasionally aggressive commentators, and non-
aggressive commentators. From each group, we 
invite around 1500 people to participate in the 
survey. Second, in order to sample persons who do 
not engage in online commenting at all (non-
commentators), we use a random sample of the 
resident population of German-speaking 
Switzerland.  

Individual  
Determinants 

Descriptive beliefs 
Evaluative beliefs  

Social-Structural  
Determinants 

Aggressive Online 
Behavior 

Situational  
Determinants 

Fig 1: Explanatory model of aggressive online behavior. 

Definition of the 
Situation 

(activated beliefs, 
perceived constraints) 
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Particular attention is given to data protection and 
the ethics of recruiting. First, all the comments and 
meta data received by the Swiss media corporation 
is principally public data, thus principally 
searchable and retrievable. This is because 
commentators submit their comments to news 
platforms in the knowledge that their comments get 
principally published (even in cases where 
comments are ultimately not published by 
moderators). Beyond, this data set is given to us in 
an anonymized form. Thus, privacy concerns can 
be excluded. Second, not the authors but the Swiss 
media corporation invites the commentators to 
participate in the survey (as the e-mail addresses of 
commentators are only available to the corporation 
but not to us). Third, by forming groups of 
commentators (see above) whereby individuals in 
each group receive group-specific online surveys, 
the survey data of individuals will only be 
connected to the affiliation to these groups but at 
no time to individual comments or commentators. 
This makes it impossible to identify single 
individuals in the resulting data set. Fourth, an 
ethics approval will be sought in the process of 
designing the survey. 
Our approach of matching online data with survey 
data allows to combine behavioral data with a 
broad range of – so far scarcely collected – 
individual, social-structural, and situational 
determinants of OA. While individual and social-
structural determinants will mainly be measured in 
the survey, most situational determinants will be 
measured through aggregating user-generated 
comments and meta-data.  

5 Conclusion 

The preceding paper introduced a novel, 
sociologically informed theoretical framework 
integrating a broad set of determinants of 
aggressive online commenting behavior. 
Furthermore, it suggested an empirical strategy 
allowing to disentangle the effects single 
determinants by matching online data with survey 
data.  
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