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Abstract
The objective of the task, Fact-Checking in
Community Forums , is to determine whether
an answer to a factual question is true, false,
or whether it even constitutes a proper answer.
In this paper, we propose a system that uses a
long short-term memory with attention mech-
anism (LSTM-Attention) model to complete
the task. The LSTM-Attention model uses two
LSTM(Long Short-Term Memory) to extract
the features of the question and answer pair.
Then, each of the features is sequentially com-
posed using the Attention mechanism, con-
catenating the two vectors into one. Finally,
the concatenated vector is used as input for the
MLP (Multi-Layer Perceptron) and the MLP’s
output layer uses the softmax function to clas-
sify the provided answers into three categories.
This model is capable of extracting the fea-
tures of the question and answer pair well. The
results show that the proposed system outper-
forms the baseline algorithm.

1 Introduction

Many questions pertaining to various fields are
posted to QA forums by users every day, where
they collect answers. However, the answers do
not always address the question asked. Indeed, in
some cases, the answer has nothing to do with the
question. There are several reasons why this is the
case. For example, the responder could have mis-
understood the question and so provided a wrong
answer. Most QA forums have little control over
the quality of the answers posted. Moreover, in
our dynamic world, the true answer was true in the
past, but it may be false now . Figure 1 presents an
example from the Qatar Living forum. In this case,
all three answers could be considered to be good
since they formally answer the question. Never-
theless, a1 contains false information, whereas a2
and a3 are correct, as can be established from the
official government website.

Figure 1: An example from the Qatar Living forum

In this study, we aim to solve the problem of de-
tecting true factual information in online forums.
Given a question requesting factual information,
the goal is to classify the provided answers into
the following categories.

(i) Factual - True: The answer is true and can
be proved by cross referencing with an external
resource.

(ii) Factual - False: The answer gives a factual
response, but it is either false, partially false, or the
responder is uncertain about their response.

(iii) Non-Factual: The answer does not provide
factual information relevant to the question; it is
either an opinion or an advice that cannot be veri-
fied.

To the best of our knowledge, various ap-
proaches have been proposed for the purposes of
fact-checking in community forums (Mihaylova
et al., 2018), such as long short-term memory
(Gers et al., 2000) .

In this paper, we provide an LSTM-Attention
model for fact-checking in community question
answering forums. In our approach, we use pre-
trained word vectors for word embedding. The
LSTM layer is used to extract features from the
question and answer sentences. Finally, these
features are used by the Attention Mechanism
(Vaswani et al., 2017) with a focus on extracting
useful information from the features that are sig-
nificantly relevant to the current output.

The remainder of this paper is organized as fol-
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Figure 2: LSTM-Attention Model

lows. In section 2, we described the LSTM, Atten-
tion model, and their combination. Section 3 sum-
marizes the comparative results of the proposed
model against the baseline algorithm. Section 4
concludes the paper.

2 LSTM-Attention Model for
Fact-Checking

Figure 2 shows the architecture of our model.
First, a sentence is transformed into a feature ma-
trix. The feature matrix is then passed into the
LSTM to extract salient features.

A simple tokenizer is used to transform each
sentence into an array of tokens, which consti-
tute the input to the model. This is then mapped
into a feature matrix or sentence matrix by an em-
bedding layer. The n-gram features are extracted
when the feature matrix passes through the LSTM,
and the output of the LSTM is passed into the Self-
Attention layer. This layer composes the useful
features to output the final regression results by
means of a linear decoder.

2.1 Embedding Layer

Vectors encoded using the one-hot method have
large dimensions and are sparse. Suppose we
encounter a 2,000-word dictionary in natural
language processing (NLP). When the one-hot
method is used for coding, each word will be rep-

Figure 3: LSTM

resented by a vector containing 2,000 integers. If
the dictionary is larger, this method will be very
inefficient.

The one-hot-vector method has many defects
when used for word encoding. One is that it has
too much redundancy; the other is that the dimen-
sion of the vector is too high. The vector will have
as many dimensions as there are words, which will
increase the computational complexity. Word-
embedding Mikolov et al. (2013) transforms an
original high-dimensional redundant vector into a
low-latitude vector with strong information con-
tent. No matter how many words there are, the
converted vector generally has only 256 dimen-
sions to 1024 dimensions.

The embedding layer is the first layer of the
model. Each sentence is regarded as a sequence
of word tokens t1, t2...tn , where n is the length of
the token vector.

2.2 Long Short-Term Memory

In theory, RNN Tsoi and Back (1994) should be
able to handle such long-term dependency. We can
pick and choose the parameters carefully to solve
the most elementary form of this type of problem
(Le et al., 2015). However, in practice, RNN is not
able to learn this knowledge successfully. There-
fore, the LSTM was designed to solve the problem
of long-term dependency. In practice, the LSTM
excels at dealing with long-term dependency in-
formation rather than the ability to acquire it at
great cost. RNN has a chain of repeating neural
network modules. In standard RNN, the repeating
module has a very simple structure. LSTM has the
same structure, but the structure of repeating mod-
ules is more complex. This is different from that
of the single neural network layer. Figure 3 shows
the detailed structure of an LSTM. The LSTM cal-
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Figure 4: Attention

culates hidden states Ht and outputs Ct using the
following equations.
• Gates:

it = σ (Wxixt +Wxiht−1 + bi)

ft = σ (Wxfxt +Whfht−1 + bf )

ot = σ (Wxoxt +Wxoht−1 + bo)

(1)

• Input transformation:

c int = tanh (Wxixt +Wxiht−1 + bin) (2)

• State update:

ct = ft ⊗ ct−1 + it ⊗ c int

ht = ot ⊗ tanh (ct)
(3)

Here, xt is the input vector; ct is the cell state vec-
tor; W and b are layer parameters; ft , it , and
ot are gate vectors; and σ is the sigmoid function.
Note that ⊗ denotes the Hadamard product. Bidi-
rectional LSTM comprises a forward LSTM and
a reverse LSTM. It captures context feature infor-
mation very well as compared to LSTM. There-
fore, bidirectional LSTM usually performs better
than LSTM and we use it to process the sequences.
Among the many hidden layers of deep neural net-
works, the earlier layers learn simple low-level
features, and later layers combine simple features
to predict more complex things. Therefore, we use
several hidden layers to make predictions more ac-
curate.

2.3 Attention Mechanism

The concept of the Attention mechanism came
from the human visual attention mechanism (But-
terworth and Cochran, 1980). When people per-
ceive things visually, they usually do not observe
the scene end-to-end. Instead, they tend to observe
specific parts according to their needs. When peo-
ple find that a scene has something they want to
observe in a certain part, they will learn to pay
attention to that part in the future when similar
scenes appear. With RNN or LSTM, the informa-
tion accumulation of several time steps is needed
to connect long-distance interdependent features.
However, the longer the distance is, the less likely
it is to be captured effectively. In the Attention cal-
culation process, the connection between any two
words in a sentence is directly established through
one calculation step. Thus, the distance between
long-distance dependent features is greatly short-
ened, which is conducive to the effective use of
these features. Obviously, it is easier to capture
the long-distance interdependent features in sen-
tences after the introduction of Attention. In fig-
ure 4, self attention can be described as mapping
a query and a set of key-value pairs to an out-
put. The calculation of Attention is mainly di-
vided into three steps. The first step calculates the
similarity between query and each key to get the
weight. The second step uses a softmax function
(Jean et al., 2015) to normalize these weights. Fi-
nally, the weight and the corresponding key value
are weighted and summed to get the final Atten-
tion. Currently, in NLP research, the key and value
are always the same, that is, key=value. In this
part, we use self-attention, which is denoted as
key=value=query (Firat et al., 2016).

Attention(Q,K) =
n∑

n=1

Similarity(Q,Ki) ∗ Vi
(4)

2.4 MLP Layer

This layer is a fully connected layer that multi-
plies the results of the previous layer with a weight
matrix and adds a bias vector. The ReLU (Jarrett
et al., 2009) activation function is also applied in
this layer. The final result vectors are finally input
to the output layer.
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2.5 Output Layer

This layer outputs the final classification result. It
is a fully connected layer that uses softmax as an
activation function.

3 Experiments and Evaluation

3.1 Data Preprocessing

The organizers of the competition provided the
training data that included one question and a
number of answers. Each of answer was to be
classified into the categories: (Factual - TRUE,
Factual - FALSE, Non-Factual). We extracted the
questions and corresponding answers, and then
concatenated them into the form of a question-
answer pair. As all of the data was provided by
the ”Qatar Living” forum, the content primarily
contained English text, and all non-english char-
acters were ignored. We converted all letters into
lower case to accommodate the known tokens in
word2vec pretrained word vectors. We counted
the sentence length of questions and answers.
Most of them were no more than 80 words. There-
fore, we set the length of the sentence to 80 words.
The word2vec pretrained data was used to initial-
ize the weight of the embedding layer. word2vec
is a popular unsupervised machine learning algo-
rithm to acquire word embedding vectors. We
used 100-dimension word vectors to initialize the
weight of the embedding layer.

3.2 Implementation

We used Keras with TensorFlow backend. The
hyper-parameters were tuned in train and dev sets
using the scikit-learn grid search function that can
iterate through all possible parameter combina-
tions to identify the one that provides the best per-
formance. The optimal parameters found are as
follows. The LSTM layer count is 2, and the di-
mension of the LSTM hidden layer (d) is 200. The
dropout rate is 0.3. The training has a batch size
of 128 and runs for 30 epochs. The results also re-
vealed that the model using pre-trained word2vec
vectors and an Adam optimizer achieved the best
performance.

3.3 Evaluation Metrics

The system was scored based on Accuracy, macro-
F1, and AvgRec where the ”Factual - True” in-
stances were considered to be positive, and the re-
maining instances to be negative.

3.4 Results and Discussion

To prove the advantages of our system architec-
ture, we ran a 6-fold cross validation on different
sets of layers. On training data, the trial data ex-
periment results shown in Table 1:

Model F1-score
CNN 0.483

LSTM 0.498
BiLSTM 0.514

BiLSTM-Attention 0.548

Table 1: The trial data experiment results.

Our system achieved 0.548 accuracy on Subtask
B. The evaluation results revealed that our pro-
posed system showed considerable improvement
over the average baseline, which we attribute to
our LSTM with Attention architecture. Our sys-
tem can effectively extract features from question
and answer. Using this, prediction can be made
on whether the answers are actually factual and
whether the fact is true or not.

4 Conclusion

In this paper, we described our submission to the
SemEval 2019 Workshop Task 8, which involved
Fact-Checking in Community Forums. The pro-
posed LSTM-Attention model combines LSTM
and Attention. LSTM extracts local information
within both the answer and question. The Atten-
tion Mechanism resolves the issue of poor learn-
ing effect on the long input sequence. The official
results reveal that our system output performed
all baseline algorithms and ranked 9th on Subtask
B. In future work, we will query a search engine
to fetch relevant documents from the Internet to
achieve an improved classification system.
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