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Abstract

Abusive language detection has received
much attention in the last years, and re-
cent approaches perform the task in a num-
ber of different languages. We investigate
which factors have an effect on multilin-
gual settings, focusing on the compatibil-
ity of data and annotations. In the current
paper, we focus on English and German.
Our findings show large differences in per-
formance between the two languages.

We find that the best performance is
achieved by different classification algo-
rithms. Sampling to address class imbal-
ance issues is detrimental for German and
beneficial for English. The only similarity
that we find is that neither data set shows
clear topics when we compare the results
of topic modeling to the gold standard.
Based on our findings, we can conclude
that a multilingual optimization of classi-
fiers is not possible even in settings where
comparable data sets are used.

1 Introduction

The last decade has seen a massive increase in user
generated content in social media. While most
people are interested in connecting with family
and friends and in exchanging experiences, there
is an increasing number of posts that cross the
line from sharing negative opinions to becoming
abusive. Since the data is too massive for man-
ual filtering, automated methods to detect abusive
language reliably are required. This has created a
novel research area under the titles of abusive lan-
guage detection, hate speech detection, flame or
cyberbullying detection.

While most of the work on abusive language
detection has focused on English (Schmidt and

Wiegand, 2017; Park and Fung, 2017; Lee et al.,
2018), there is some work on other languages,
and first attempts have also been made to de-
velop methods that work across different lan-
guages (Fehn Unsvåg and Gambäck, 2018).

Our interest also focuses on multilingual abu-
sive language detection. However, before we en-
gage in a full scale investigation of which methods
work well across multiple languages, we need to
know more about which factors have an effect on
multilingual settings, including but not restricted
to the compatibility of data and annotations, dif-
ferences between languages, and topic effects. In
the current paper, we focus on two languages, En-
glish and German, where we have access to similar
data (see section 3 for more information). We ap-
proach the following questions as we investigate
an approach across the two languages:

1. Do classifiers behave similarly across the two
languages? I.e., can we establish the best
classifier on one language and then use it suc-
cessfully for the second language?

2. Can we determine which types of features are
necessary for a classifier? Are the types of
features and the number of features compara-
ble across the two languages?

3. The data sets are skewed towards non-abusive
language, and research in sentiment analysis
has shown that over-sampling methods can
improve results (Liu et al., 2014). Thus, do
over-sampling methods show consistent re-
sults across both languages?

4. For tasks related to sentiment analysis, it is
often the case that a classifier learns topic in-
formation rather that sentiment (Pang et al.,
2002). We investigate whether the two lan-
guages show similar effects with regard to
topics.
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Our results show that the data sets differ in
their answers to questions 1–3, only showing sim-
ilarities with regard to topics, leading us to the
the preliminary conclusion that we cannot transfer
methodology across languages and data sets when
the data sets for the individual languages have
been collected opportunistically. Since it is highly
unlikely that we can completely replicate the data
collection methods from the “source” language,
the implications of our findings are far reaching
and necessitate further investigation into the issues
of multilingual abusive language detection.

The remainder of the paper is structured as fol-
lows: We discuss related work in section 2 and
the data sets in section 3. Then, we explain our
experimental setup and feature sets in section 4.
Section 5 presents the results, and section 6 draws
conclusions and discusses future work.

2 Related Work

Research on abusive language detection has re-
cently drawn much attention, as several recent
shared tasks (Basile et al., 2019; Kumar et al.,
2018; Wiegand et al., 2018; Zampieri et al., 2019)
demonstrate. So far, research has mostly focused
on English. For a comprehensive survey of NLP
techniques to detect hate speech see (Schmidt and
Wiegand, 2017; Fortuna and Nunes, 2018). Here,
we will focus on issues relating to problems in
multilingual abusive language detection.

There is work on abusive language detection in
Arabic, Dutch, and German. For Arabic, Mubarak
et al. (2017) developed a data set of abusive lan-
guage by creating an abusive word list and then
splitting their Twitter dump into abusive and non-
abusive classes by user, where users are consid-
ered abusive if they have used at least one word
from the list. They also created an algorithm to
extend the list of abusive words.

Cyberbullying detection in Dutch social me-
dia was performed by Van Hee et al. (2015).
They collected data from Ask.fm and annotated
it with 7 categories including ‘Threat’, ‘Insult’,
and ‘Defamation’. For their classifier, they used a
bag-of-words approach for word and character n-
grams and a sentiment lexicon, with an SVM clas-
sifier. They found that sentiment features alone
yield poor results, as does a substantial reduction
in the number of bag-of-word features due to data
sparsity.

The 2018 Germeval shared task focused exclu-

sively on detecting abusive language in German
tweets (Wiegand et al., 2018) (for a description of
the data set, see section 3). While many of the
best systems used neural architectures, the win-
ning system (Montani and Schüller, 2018) used an
ensemble method with classifiers trained on a sub-
set of features (such as TF-IDF and character n-
grams). The predictions were then combined with
a maximum entropy model for a final prediction.
They found that strategies such as feature selec-
tion, sampling, and extensive preprocessing ulti-
mately reduced performance in their ensemble.

While most work focuses on identifying abu-
sive language in a specific language, Fehn Unsvåg
and Gambäck (2018) examined how a single ap-
proach can handle abusive language across multi-
ple languages: English, Portuguese, and German.
They used a number of existing twitter corpora in-
cluding the corpus by Waseem and Hovy (2016)
for English1, the one by Ross et al. (2016) for
German, and the one by Fortuna (2017) for Por-
tuguese. They also incorporated “user features”
(i.e., specific demographic information known
about the author of the tweet) along with a stan-
dard set of word and character n-gram features us-
ing logistic regression. They noted slight improve-
ments but only specific user features contributed
improvements to a given language (e.g., network
features boosting English and Portuguese).

Several systems for detecting abusive language
in Hindi and English were developed as part of
the 2018 Trolling, Aggression and Cyberbullying
shared task (Kumar et al., 2018). This shared task
used data from Facebook and Twitter. The sys-
tems had to label examples as ‘Not Aggressive’,
‘Covertly Aggressive’, and ‘Overtly Aggressive’.
Modha et al. (2018) achieved the best results on
the Hindi side of the shared task using a convo-
lutional neural network with fastText embeddings
(Mikolov et al., 2018). Galery et al. (2018) identi-
fied abusive language in the English portion of the
corpus as their initial survey found code-switching
between Hindi and English. To address this code-
switching, they used fastText embeddings for both
languages and a SVD transformation of these two
sets of embeddings to generate multilingual em-
beddings using sub-word units. These multilin-
gual embeddings were used in a GRU-based recur-
rent neural network. They found that this approach
was not effective on their particular data set due to

1This is the same English corpus used in the present work.
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English German
These girls are the equivalent of
the irritating Asian girls a couple
years ago. Well ”done,” 7 #MKR

@tagesschau Euere AfD Hetze wirkt. Da könnt ihr stolz sein bei
#ARD-Fernsehen (Eng.: @tagesschau Your AfD baiting works.
You can be so proud at #ARD-TV)

@ameedjadallah I read the entire
Quran. Islam is what is wrong.

@welt Bla bla bla! Lügenpresse verkauft uns mal wider für
Dumm! Alles gespieltes Theater!! (Eng.: @welt Blah blah blah!
Lying press is taking us for fools again. It’s all totally staged!!)

Table 1: Sample abusive tweets for English and German

Abusive Non-Abusive
English

Train 4 460 9 683
Test 496 1 076
Total 4 956 10 759
Total in % 31 69

German
Train 1 517 2 992
Test 171 329
Total 1 688 3 321
Total in % 34 66

Table 2: Distribution of binary class labels in the
English and German data sets

the limited instances of code-switching present.

3 Data Sets

For our work, we chose two data sets that were as
similar as possible without creating a new, tightly
controlled bilingual data set. For English, we used
the publicly available Twitter hate speech data set
created by Waseem and Hovy (2016). The origi-
nal corpus included approximately 16 000 tweets;
however we were only able to retrieve 15 715
tweets using the Twitter API, the rest were un-
available or deleted. The English data set was
manually annotated with three different labels:
‘racism’, ‘sexism’ and ‘none’, where none refers
to non-hate speech. For more information regard-
ing the annotation guidelines, see (Waseem and
Hovy, 2016). For classification, we split the data
set using 90% (14 143 tweets) as training data and
10% (1 572 tweets) as test set. Every tenth tweet
was assigned to the test set and removed from the
training set to ensure the data sets were drawn
from the whole corpus.

For the German data, we used the 2018 Germ-
Eval shared task data set (Wiegand et al., 2018)
with the annotations for task 1 of the shared task.
The annotations are binary: examples are either

labeled as ‘offensive’ or ‘other’. For our work, we
use the training set of the shared task, which con-
sists of 5 009 samples, and split it into our training
and test sets, taking every tenth example for the
test set. We do not use the official GermEval test
set since we basically perform optimization exper-
iments, and any scores obtained on the test data
should not be directly compared to other research.

Since the English data set consists of a ternary
classification while the German set uses a binary
classification, we simplify the English data in or-
der to make the data sets consistent across the
two languages: We group ‘racism’ and ‘sexism’
into an ‘abusive’ group while the ‘none’ labels
are maintained. Examples of the abusive class are
shown in table 1, and a summary of the class dis-
tributions in the two data sets is shown in table 2.

The imbalance between classes is clear given
the data in table 2. The non-abusive data outnum-
ber the abusive data in a ratio of about 2:1 for both
languages. This will negatively affect the perfor-
mance of the classifiers since statistical classifiers
tend to predict the majority class.

4 Methodology

We have developed two pipelines for detecting
abusive language in tweets: One pipeline is trained
on German data and the other is trained on English
data.

Classifiers. For the first set of experiments, we
use a range of classifiers including random forest,
SVM, XGBoost and a neural network approach.
For the former three classifiers, we use scikit-
learn (Pedregosa et al., 2011), for the neural net-
work architecture tensorflow’s Keras API (Abadi
et al., 2016). Based on previous research on re-
lated tasks (Park and Fung, 2017; Badjatiya et al.,
2017), we experiment with several promising ar-
chitectures, including fully connected neural net-
works and convolutional neural networks, along
with different word embeddings, with both BERT
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and Flair embeddings (Devlin et al., 2018; Akbik
et al., 2018), stand-alone and stacked respectively.

For the scikit-learn classifiers, we optimized
hyper-parameters using grid search. For the neural
networks, dropout and batch normalization tech-
niques are applied, and architecture selection and
hyper-parameter optimization are done in a non-
exhaustive search.

Features. We use simple character n-grams
along with stemmed word n-grams and depen-
dency parse-derived features.

Stemming. Since we were unable to identify a
good lemmatizer for German Twitter data, we de-
cided to implement a stemmer for both the En-
glish and German data, in order to maintain com-
patibility between the two languages. The YASS
stemmer (Majumder et al., 2007) is an unsuper-
vised stemming algorithm that generates a mini-
mum spanning tree of words based upon different
string similarity distance metrics, cuts the hierar-
chy, and then stems a word by replacing the word
with the centroid of the cluster the word belongs
to. We use the YASS stemming method with a
minor modification: While the YASS stemmer re-
places all words that belong to a cluster with the
cluster centroid, we replace all cluster members
with the shortest member of the cluster. Stems are
shorter than their morphologically related forms
since affixes are not present. However, this step
is not a departure from the YASS algorithm, in-
stead it is an adaptation to increase the effective-
ness of this algorithm on our particular domain. In
addition, numbers, twitter handles, and URLs are
removed from the data prior to stemming.

The distance metrics used by Majumder et al.
(2007) rely heavily on the suffixing nature of Ger-
man and English inflectional morphology. While
these distance metrics fall flat for non-suffix based
inflectional morphology like irregular past tense
(primarily ablaut grades in words like ‘sleep’,
‘slept’), they produce less spurious stems com-
pared to other common metrics like the Leven-
shtein distance. We use distance metric 4 from the
YASS stemmer.

Dependency parsing features. To extract de-
pendency features for English, we use the Tweebo
parser (Kong et al., 2014), which is designed to
parse Twitter data and requires minimal prepro-
cessing to obtain useful parses. Unlike English,
German does not possess a Twitter domain spe-

cific parser. For this reason, we use the Mate
parser pipeline (Björkelund et al., 2010). How-
ever, in order to maximize the usefulness of Mate,
which expects a more standard text structure, we
preprocess the German Twitter data.

Preprocessing steps for parsing include: remov-
ing one or more hashtags or retweets after punctu-
ation at the end of tweet as well as removing initial
hashtags and retweets, removing the # sign from
any hashtag in the middle of the tweet, removing
all emojis, and detaching punctuation from words.
We also use a base list of abbreviations2 and add
additional ones to ensure that these are kept during
the tokenization process.

We extract dependency triples consisting of (de-
pendent, head, label) that occurred a minimum of
five times as features. These features are Boolean
valued, denoting their presence or absence in a
tweet.

Sampling methods. Given the imbalanced na-
ture of the data sets, we investigate sampling tech-
niques to examine whether sampling can yield
better performance. We use imbalanced-learn
(Lemaı̂tre et al., 2017) to perform both under-
sampling and over-sampling techniques. More
specifically, we use four over-sampling and two
under-sampling methods: SMOTE (Chawla et al.,
2002) constructs synthetic examples of the minor-
ity class by averaging over two randomly cho-
sen minority examples. Borderline SMOTE (Han
et al., 2005) focuses on the area around the de-
cision boundary to create new examples, SVM
SMOTE (Nguyen et al., 2011) uses an SVM to de-
termine the examples to average while ADASYN
(He et al., 2008) concentrates on the areas of
the minority class search space that are difficult.
Edited Nearest Neighbors (ENN; Wilson, 1972)
uses a k-NN approach to identify examples that
are untypical for their neighborhood; these are
then deleted. One sided selection (Kubat and
Matwin, 1997) uses Tomek links to identify and
delete noisy examples.

Topic modeling. We train a topic modeler on
the two data sets, i.e., we create an LDA (Blei
et al., 2003) topic modeler per language and use
it to group tweets into two topics. We have pre-
processed the tweets in the same manner that was

2Taken from Stefanie Dipper’s Perl German Tok-
enizer and found at https://www.linguistics.
ruhr-uni-bochum.de/˜dipper/pub/software/
abbrev.lex

https://www.linguistics.ruhr-uni-bochum.de/~dipper/pub/software/abbrev.lex
https://www.linguistics.ruhr-uni-bochum.de/~dipper/pub/software/abbrev.lex
https://www.linguistics.ruhr-uni-bochum.de/~dipper/pub/software/abbrev.lex
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Classifier Prec Rec F-Score
majority class 34.22 50.00 40.63
RF 80.67 74.17 76.08
XGBoost 83.46 78.80 80.49
SVM 82.11 66.58 68.20
NN 34.22 50.00 40.63

Table 3: English results for a range of classifiers.

Classifier Prec Rec F-Score
majority class 32.90 50.00 39.69
RF 66.00 66.50 66.50
XGBoost 68.50 60.00 59.50
SVM 74.41 70.97 72.01
NN 32.90 50.00 39.69

Table 4: German results for a range of classifiers

used for dependency parsing. We then use the top
100 words by frequency to produce two topics.

Evaluation. We report precision, recall, and F1.
Because of the skewing in the data set, all these
measures are calculated as the macro average of
precision, recall, and F1, i.e., we calculate the
measures per class and then average across both
classes.

5 Results

5.1 Classifier Behavior across Languages

Here we investigate whether the classifiers show
the same trends across both languages. This will
allow us to decide whether we can select the clas-
sifier for one language and then keep the selection
stable across further languages. For these exper-
iments, we restrict the feature set to using only
character n-grams of length 2-7 with a minimum
frequency of 3, resulting in 137 434 features for
German and 282 507 for English.

The results of the experiments for English are
shown in table 3, the results for German in table 4.
These results show that classifying all tweets as
non-abusive, the majority class, results in a macro-
F of around 40% for both languages. All classi-
fiers but the neural networks perform better. All
the neural network architecture/embedding com-
binations predict the majority class throughout.

For the other classifiers, we reach higher F-
scores for English than for German: 80.49. vs.
72.01. This is not unexpected, since the English
data set is larger than the German one. How-
ever, the best English results are reached by XG-

Boost while the same classifier only reaches 59.50
F for German. The highest results for German
are reached by the SVM, which reaches a lower
F-score on English (68.20). It is also interesting
to see that for English, XGBoost reaches a recall
that is more than 12 points higher than the SVM.
In contrast, for German, XGBoost’s recall is the
lowest of all classifiers (except for the neural net-
works). For the SVM, recall is higher for German
than for English, thus going against the general
trend, but the difference is much less pronounced
(> 4 points).

From these results, we draw the conclusion that
we cannot choose a classifier for a new language
based on experience with another language.

5.2 Feature Selection across Languages

The next set of experiments is concerned with the
question of whether we can use the same features
across languages, or if each language requires its
own set of informative features. For these ex-
periments, we decided to focus on SVMs since
they show good performance and similar trends
across the languages in the comparison of classi-
fiers above and since they train much faster than
XGBoost. We add two additional feature types
into the vectors: stems and dependency features.
For German, this results in a total number of fea-
tures of 148 322 and for English, in 308 323.

We use Information Gain (IG) for feature se-
lection and perform experiments using the set of
features with the highest IG in incremental cut-
offs. This results in a different amount of features
for English and German, but this difference can
be explained by the differences in the morpholog-
ical complexity of the two languages and the data
sizes. Results for English are reported in table 5,
showing the overall results across both classes and
specifically for the abusive class. Results for Ger-
man are reported in table 6. The last row in each
table repeats the results from the previous section,
i.e., using all character n-gram features.

For English, a comparison of the two exper-
iments with the character n-grams only as op-
posed to the full feature set including stems and
dependency features shows that adding these fea-
tures has a minimal negative effect, lowering the
F-score from 68.20 to 67.70.

For the experiments on English using feature se-
lection, we see that results with even 2 660 fea-
tures improve significantly over the all features
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Overall Abusive
IG threshold Num. IG features Prec Rec F Prec Rec F
0.000075 2660 79.38 72.62 74.49 77.95 52.02 62.39
0.00005 4232 80.29 0.74 0.76 78.95 54.44 64.44
0.000025 9305 80.72 74.27 76.18 79.59 55.04 65.08
0.00001 24350 82.26 76.48 78.36 81.21 59.27 68.53
0.0000075 33187 82.64 75.99 78.04 82.42 57.66 67.85
0.000005 60000 83.06 75.10 77.33 84.00 55.04 66.50
– all features 81.87 66.18 67.70 87.31 34.68 49.64
– only char n-grams 82.11 66.58 68.20 87.56 35.48 50.50

Table 5: English results with IG feature selection, overall and for the abusive class.

Overall Abusive
IG threshold Num. IG features Prec Rec F Prec Rec F
0.005 266 66.18 58.76 58.02 61.97 25.73 36.36
0.004 451 65.54 60.88 61.10 59.18 33.92 43.12
0.003 788 67.59 62.79 63.30 62.14 37.43 46.72
0.002 2 338 66.19 62.74 63.27 59.13 39.77 47.55
0.0016 4 071 67.42 65.19 65.80 59.70 46.78 52.46
0.0014 6 404 68.70 66.23 66.92 61.65 47.95 53.95
0.0011 9 690 69.68 67.40 68.10 62.77 50.29 55.84
0.0008 16 791 70.21 65.71 66.56 65.49 43.27 52.11
0.0006 26 801 69.62 66.26 67.06 63.71 46.20 53.56
0.0004 48 014 72.84 68.93 69.95 68.55 49.71 57.63
0.0002 69 541 75.21 72.28 73.26 70.80 56.73 62.99
0.0001 101 605 74.92 72.13 73.07 70.29 56.73 62.78
– all features 74.71 71.13 72.20 70.77 53.80 61.13
– only char n-grams 74.41 70.97 72.01 70.23 53.80 60.93

Table 6: German results with IG feature selection, overall and for the abusive class.

baseline, and they continue their upward trend un-
til around 14 000 features. At this point, however,
a downward trend begins, suggesting that for En-
glish, a lower number of important features for the
SVM classifier is beneficial. The results for the
minority class follow the same trend: They also
reach their peak at around 14 000 features. This
means that the classifier’s performance on the mi-
nority class is the driving factor (which is partly a
result of using the macro-averaged values).

For German, the addition of stems and depen-
dencies has a minimal positive effect, increasing
the F-score from 70.01 to 72.20. For the experi-
ments on feature selection, we see a steady upward
trend as the number of features increases until we
reach around 70 000 features, at which point re-
sults start to decrease. Again, the results on the
abusive class follow the same trend. This means
that, at a certain point, we reach a saturation of
features in terms of modeling the abusive class. If

we add more features, the classifier suffers from
irrelevant features.

When we compare the results across the two
languages, we notice a discrepancy in that the
stems and dependencies help for German while
they are harmful for English. Both effects are min-
imal. One possible explanation may be that for
English, the additional features only increase data
sparsity without providing novel information. For
German, which is morphologically richer and has
freer word order. Introducing the stems and de-
pendencies may help alleviate data sparsity to a
certain degree. This requires further investigation.

The second discrepancy concerns the optimal
number of features. For German, we achieve our
best results using slightly less than half the fea-
tures; for English, the best results are based on
approximately 4.5% of the data. This means that
the results differ in terms of absolute numbers and
percentage.
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Abusive Non-Abusive
Sampling method Precision Recall Precision Recall F-score
No sampling 85.49 43.95 78.89 96.56 72.45
SMOTE 63.21 76.21 87.89 79.55 76.31
Borderline SMOTE 62.23 73.99 86.92 79.65 75.48
SVM SMOTE 62.46 73.79 86.82 79.55 75.34
ADASYN 61.19 74.40 86.89 78.25 74.75
Edit nearest neighbors 81.77 57.86 82.88 94.05 77.94
One sided selection 85.60 44.35 79.01 96.56 72.67

Table 7: Results for English using sampling (70 000 features).

Abusive Non-Abusive
Sampling method Precision Recall Precision Recall F-score
No sampling 70.80 56.73 79.61 87.84 73.26
SMOTE 58.17 52.05 76.37 80.55 66.67
Borderline SMOTE 60.26 54.97 77.62 81.16 68.42
SVM SMOTE 60.26 54.97 77.62 81.16 68.42
ADASYN 57.32 52.63 76.38 79.64 66.43
Edit nearest neighbors 56.81 70.76 82.58 72.04 69.98
One sided selection 69.57 56.14 79.28 87.23 72.60

Table 8: Results for German using sampling (69 541 features).

Consequently, we again come to the conclusion
that we cannot generalize across languages with
regard to which feature types are useful nor to the
amount of features that are useful.

5.3 Sampling Methods across Languages

In this section, we look into the effects of sam-
pling methods. Since the problem of abusive lan-
guage detection is inherently skewed towards non-
abusive language, instance sampling on the train-
ing set can help make the classifier more sensi-
tive towards the minority class. We investigate
the use of over-sampling of the minority class
and under-sampling of the majority class using the
best performing number of IG features for German
(69541) and approximately the number of top IG
features for English (70,000). The results of these
experiments are shown in table 7 for English and
in table 8 for German.

For English, table 7 shows that we reach the
highest precision for the abusive class using one-
sided selection, an under-sampling method. The
highest recall for the abusive class and the highest
precision for the non-abusive class are reached by
SMOTE, an over-sampling method. The highest
recall for the non-abusive class is reached with-
out any sampling. The highest F-score across both
methods (77.94) is reached by using edit nearest

neighbors, which reaches a somewhat lower preci-
sion on the abusive class than one-sided selection,
but a recall that is about 12.5 points higher.

For German, table 8 shows a different pic-
ture: We reach the highest precision for the abu-
sive class along with the highest recall for the
non-abusive class and the highest overall F-score
(73.26) in the experiments without any sampling.
The highest recall for the abusive class along with
the highest precision for the non-abusive class
is reached by the edit nearest neighbors under-
sampling method.

These results show that we again face a situa-
tion in which the two data sets behave completely
differently. For English, we reach the best results
with an under-sampling method while for German,
all of the sampling methods perform worse that not
using sampling at all. Additionally, while the ex-
periments without sampling show the same trends
– high precision for abusive language and high re-
call for non-abusive language – across both lan-
guages, this is not the case for edit nearest neigh-
bors: Here the English results show a high preci-
sion for the abusive class, but the German results
show high recall for the same class.
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Abusive Non-Abusive
Language Precision Recall Precision Recall F-score
English 33.98 53.23 70.82 52.32 52.59
German 36.97 51.46 68.32 54.41 51.80

Table 9: LDA Topic Modeling Classifications

5.4 Topic Behavior across Languages

One important distinction that needs to be bet-
ter understood during the classification process is
whether our classifiers detect abusive language it-
self, or whether they detect topics that are more
likely to induce abusive language. If certain top-
ics are strongly associated with abusive language
in the training data then the model obtained may
focus on these topic associations and not model
abusive language directly. More specifically, if
this trend is more pronounced for one language,
this may explain some of the differences in results
across the two languages that we found in previ-
ous sections. In order to investigate this possibil-
ity, we perform topic modeling on the tweets of
the two data sets. This experiment is based on
the assumption that if the topic modeler groups
tweets similar to the abusive, non-abusive classes,
then we have evidence that the abusive language
is closely associated with a content topic. We de-
termine the overlap between the topic modeler and
the abusive/non-abusive split by calculating preci-
sion, recall, and F1 between the topic models de-
cisions and the gold standard.

We perform topic modeling with the number of
topics set to 2, parallel to the grouping into abu-
sive and non-abusive language. However, the topic
modeler does not tell us which of the two topics
corresponds to abusive language. Thus we calcu-
late precision and recall for both correspondences
and choose the one with the higher F-score.

The outcomes of this comparison are presented
in table 9. The table shows that both languages fol-
low the same trend with an F-score slightly higher
than chance (52.59 for English and 51.80 for Ger-
man). For both languages, recall is around 50, and
precision is higher for the non-abusive class and
lower for the abusive one. We conclude from these
results that there is no meaningful overlap between
topics and abusive/non-abusive language. I.e., our
SVM classifiers do learn characteristics of abu-
sive and non-abusive language rather than charac-
teristics of topics. However, this also means that
the differences between the languages found in the

previous experiments cannot be explained by dif-
ferences in associating abusive language with spe-
cific topics, and we need to investigate further to
determine the source of those differences.

6 Conclusion and Future Work

In this paper, we have started an in-depth investi-
gation into two data sets for abusive language de-
tection, one in English and one in German. While
the data sets were collected independently and
annotated with different classes, collapsing them
into a binary annotation between abusive and non-
abusive language resulted in data sets that super-
ficially showed similar characteristics. However,
our investigation has shown notable differences:
For English, XGBoost provides the best perfor-
mance, for German SVMs do. Stems and depen-
dencies in addition to character n-grams help for
German while they are harmful for English. For
German, we need to use slightly less than half of
all features while for English, we only need 4.5%.
Even though the English data set is larger than the
German one, the percentages translate into a much
larger feature set for German than for English. Ad-
ditionally, for English sampling improves results
while for German, it does not. One hypothesis,
namely that the differences may be related to a
stronger topical effect in the abusive tweets, was
rejected based on an experiment with a topic mod-
eler.

Moving forward, we will investigate the differ-
ences between the German and English data sets
in more detail. Finding the causes will allow us to
better approach optimization of multilingual abu-
sive language detection systems. The final goal of
this work is the development of a system for de-
tecting abusive language that can truly work in a
multilingual fashion.
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