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Abstract

Reading comprehension (RC) through ques-
tion answering is a useful method for evaluat-
ing if a reader understands a text. Standard ac-
curacy metrics are used for evaluation, where a
high accuracy is taken as indicative of a good
understanding. However, literature in quality
learning suggests that task performance should
also be evaluated on the undergone process to
answer. The Question-Answer Relationship
(QAR) is one of the strategies for evaluating
a reader’s understanding based on their ability
to select different sources of information de-
pending on the question type. We propose the
creation of a dataset to learn the QAR strategy
with weak supervision. We expect to comple-
ment current work on reading comprehension
by introducing a new setup for evaluation.

1 Introduction

Computer system researchers have long been try-
ing to imitate human cognitive skills like mem-
ory (Hochreiter and Schmidhuber, 1997; Chung
et al., 2014) and attention (Vaswani et al., 2017).
These skills are essential for a number of Natural
Language Processing (NLP) tasks including read-
ing comprehension (RC). Until now, the method
for evaluating a system’s understanding imitated
the common classroom setting where students are
evaluated based on their number of correct an-
swers. In the educational assessment literature
this is known as product-based evaluation and is
one of the performance-based assessments types
(McTighe and Ferrara, 1994). However, there
is an alternative form: process-based evaluation.
Process-based evaluation does not emphasize the
output of the activity. This assessment aims to
know the step-by-step procedure followed to re-
solve a given task.

When a reading comprehension system is not
able to identify the correct answer, product-based

evaluation can result in the false impression of
weak understanding (i.e., misunderstanding of the
text, the question, or both) or the absence of re-
quired knowledge. However, the system could
have failed to arrive at the correct answer for some
other reasons. For example, consider the reading
comprehension task shown in Figure 1. For the
question “What were the consequences of Eliza-
beth Choy's parents and grandparents being ‘more
advanced for their times’?” the correct answer
is in the text but it is located in different sen-
tences. If the system only identifies “They wanted
their daughters to be educated” as an answer, it
would be judged to be incorrect when it did not
fail at finding the answer, it failed at connecting
it with the fact “we were sent to schools away
from home” (linking problem). Similarly, any an-
swer the system infers from the text for the ques-
tion “What do you think are the qualities of a war
heroine?” would be wrong because the answer is
not in the text, it relies exclusively on background
knowledge (wrong choice of information source).
We propose to adopt the thesis that reading is not
a passive process by which readers soak up words
and information from the text, but an active pro-
cess1 by which they predict, sample, and confirm
or correct their hypotheses about the text (Weaver,
1988). One of these hypotheses is which source
of information the question requires. The reader
might think it is necessary to look in the text to
then realize she could have answered without even
reading or, on the contrary, try to think of an an-
swer even though it is directly in the text. For
this reason, Raphael (1982) devised the Question-
Answer Relation (QAR) strategy, a technique to
help the reader decide the most suitable source
of information as well as the level of reasoning

1Not to be confused with active learning, a machine learn-
ing concept for a series of methods that actively participate in
the collection of training examples. (Thompson et al., 1999)
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Interviewer:  Mrs. Choy, would you like to tell us something
about your background before the Japanese invasion? 

Elizabeth Choy: 1. Oh, it will go back quite a long way, you
know, because I came to Singapore in December 1929 for
higher education. 2. I was born in North Borneo which is Sabah
now. 3. My ancestors were from China. 4. They went to Hong
Kong, and from Hong Kong, they came to Malaysia. 5. They
started plantations, coconut plantations, rubber plantations. 6.
My parents and grandparents were more advanced for their
times and when they could get on a bit, they wanted their
daughters to be educated too. 

7. So, we were sent to schools away from home. 8. First, we
went to Jesselton which is Kota Kinabalu now. 9. There was a
girls’ school run by English missionaries. 10. My aunt and I
were there for half a year. 11. And then we heard there was
another better school – bigger school in Sandakan also run by
English missionaries. 12. So we went to Sandakan as
boarders. 

13. When we reached the limit, that is, we couldn’t study
anymore in Malaysia, we had to come to Singapore for higher
education. And I was very lucky to be able to get into the
Convent of the Holy Infant Jesus where my aunt had been for a
year already. 

Right there question: When did Elizabeth Choy come
to Singapore for higher education?
Answer: December 1929

Think and search:  What were the consequences of
Elizabeth Choy’s parents and grandparents being ‘more
advanced for their times’? 
Answer: They wanted their daughters to be educated
so they sent them to schools away from home.

Author and me: What do you think of Elizabeth Choy's
character from the interview?

On my own: What do you think are the qualities of a
war heroine?

In the text

In my head

Figure 1: Example of reading comprehension applying the Question-Answer Relationship strategy to categorize
the questions.

needed based on the question type.
In this work, we introduce a new evaluation

setting for reading comprehension systems. We
overview the QAR strategy as an option to move
beyond a scenario where only the product of com-
prehension is evaluated and not the process. We
discuss our proposed approach to create a new
dataset for learning the QAR strategy using exist-
ing reading comprehension datasets.

2 Related work

Reading comprehension is an active research area
in NLP. It is composed of two main components:
text and questions. This task can be found in many
possible variations: setups where no options are
given and the machine has to come up with an
answer (Yang et al., 2015; Weston et al., 2015;
Nguyen et al., 2016; Rajpurkar et al., 2016) and
setups where the question has multiple choices
and the machine needs to choose one of them
(Richardson et al., 2013; Hill et al., 2015; On-
ishi et al., 2016; Mihaylov et al., 2018). In either
case, standard accuracy metrics are used to eval-
uate systems based on the number of correct an-
swers retrieved; a product-based evaluation. In ad-
dition to this evaluation criteria, the current read-
ing comprehension setting constrains systems to
be trained on a particular domain for a specific

type of reasoning. As a result, the good perfor-
mance of a model drops when it is tested on a
different domain. For example, the knowledge-
able reader of Mihaylov and Frank (2018) was
trained to solve questions from children narra-
tive texts that require commonsense knowledge,
achieving competitive results. However, it did not
perform equally well when tested on basic science
questions that also required commonsense knowl-
edge (Mihaylov et al., 2018). Systems have been
able to match human performance but it has also
been proven by Jia and Liang (2017) that they can
be easily fooled with adversarial distracting sen-
tences that would not change the correct answer
or mislead humans.

The motivation behind introducing adversarial
examples for evaluating reading comprehension is
to discern to what extent systems truly understand
language. Mudrakarta et al. (2018) followed the
steps of Jia and Liang (2017) proposing a tech-
nique to analyze the sensitivity of a model to ques-
tion words, with the aim to empower investigation
of reading models’ performance. With the same
goal in mind, we propose a process-based evalu-
ation that will favor a closer examination of the
process taken by current systems to solve a read-
ing comprehension task. In the educational assess-
ment literature, this approach is recommended to
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identify the weaknesses of a student. If we trans-
fer this concept to computers, we would be able
to focus on the comprehension tasks a computer is
weak in, regardless of the data in which the system
has been trained.

3 Question-answer relationship

Raphael (1982) devised the Question-Answer Re-
lationship as a way of improving children reading
performance across grades and subject areas. This
approach reflects the current concept of reading as
an active process influenced by characteristics of
the reader, the text, and the context within which
the reading happens (McIntosh and Draper, 1995).
Since its publication, several studies have explored
its positive effects (Benito et al., 1993; McIntosh
and Draper, 1995; Ezell et al., 1996; Thuy and
Huan, 2018; Apriani, 2019).

QAR states that an answer and its source of in-
formation are directly related to the type of ques-
tion being asked. It emphasizes the importance
of being able to locate this source to then identify
the level of reasoning the question requires. QAR
defines four type of questions categorized in two
broad sources of information:
In the text

• Right There questions: The answer can be
literally found in the text.

• Think and Search questions: The answer
can be found in several sentences in the text
that need to be pieced together.

In my head

• Author and Me questions: The answer is
not directly stated in the text. It is neces-
sary to fit text information with background
knowledge.

• On My Own questions: The answer can be
given without reading the text. The answer
relies solely on background knowledge.

Each one of the QAR categories requires a dif-
ferent level of reasoning. For Right there ques-
tions, the reader only needs to match the ques-
tion with one of the sentences within the text.
Think and search requires simple inference to re-
late pieces of information contained in different
parts of the text. In my head questions introduce
the use of background knowledge. Thus, deeper

thinking is required to relate the information pro-
vided in the text with background information. Fi-
nally, On my own questions ask the reader to only
use their background knowledge to come up with
an answer. Figure 1 shows how QAR is applied
to a reading comprehension task. Note that for
both In the text questions, one can easily match the
words in the question with the words in the text.
However, Think and search goes beyond matching
ability; the reader should be able to conclude that
the information in sentences 6 and 7 are equally re-
quired to answer the question being asked. Thus,
the correct answer is a combination of these two.
For the Author and me question, the readers need
to merge the information given in the text with
their own background knowledge since the ques-
tion explicitly asks for an opinion “from the inter-
view.” Without this statement, the question could
be considered as On my own if the reader is already
familiar with Elizabeth Choy. This is not the case
in the last question, where even though the topic
of the interview is related, the qualities of a war
heroine are not in the text. The readers need to use
their own background knowledge about heroes.

In the case of computers, In my head questions
can be understood as In a knowledge base. We hy-
pothesize that once the system establishes that the
source of information is not in the text, it could
trigger a connection to a knowledge base. For
the time being, the type of knowledge needed is
fixed for RC datasets by design (e.g., general do-
main, commonsense, elementary science) and the
source is chosen accordingly in advance by the au-
thor (e.g., Wikipedia, ConceptNet). Automatically
selecting the appropriate external resource for a
reading comprehension task is a problem that we
would like to explore in the future.

3.1 QAR use cases

As a process-based evaluation strategy, QAR can
be used to understand a reader's ability in terms of
the reasoning level applied and the elected source
of information to answer a given question. In the
case of humans, this outcome is later used as feed-
back to improve performance on a particular pro-
cess. The incorporation of general reading strate-
gies to a RC system has been recently proven ef-
fective by Sun et al. (2018) and we aim to explore
QAR in the same way. However, our short-term
objective is to test the QAR strategy as a comple-
mentary evaluation method for existing machine
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1 Mary moved to the bathroom.
2 John went to the hallway
3 Where is Mary?                                         bathroom             1
4 Daniel went back to the hallway.
5 Sandra moved to the garden.
6 Where is Daniel?                                       hallway                4
7 John moved to the office.
8 Sandra journeyed to the bathroom.
9 Where is Daniel?                                       hallway                4

Sentence Answer Sentence
needed

 

1 Mary moved to the bathroom.
2 Sandra journeyed to the bedroom.
3 John went to the kitchen.
4 Mary took the football there.
5 How many objects is Mary carrying?         one                      4
6 Sandra went back to the office.
7 How many objects is Mary carrying?         one                      4 
8 Mary dropped the football. 
9 How many objects is Mary carrying?         none                    4  8  

Sentence Answer Sentence
needed

 

1 Mary moved to the bathroom.
2 John went to the hallway
3 Where is Mary?                                         bathroom             1
4 Daniel went back to the hallway.
5 Sandra moved to the garden.
6 Where is Daniel?                                       hallway                1
7 John moved to the office.
8 Sandra journeyed to the bathroom.
9 Where is Daniel?                                       hallway                1

Sentence Answer QAR
category

 

1 Mary moved to the bathroom.
2 Sandra journeyed to the bedroom.
3 John went to the kitchen.
4 Mary took the football there.
5 How many objects is Mary carrying?         one                      1
6 Sandra went back to the office.
7 How many objects is Mary carrying?         one                      1 
8 Mary dropped the football. 
9 How many objects is Mary carrying?         none                    2  

Sentence Answer
QAR
category

Figure 2: Example of bAbI annotations for the single supportive fact task (left) and the counting task (right).
Below, our proposed annotations with QAR category.

reading comprehension models, somewhat simi-
lar to PROTEST (Guillou and Hardmeier, 2016),
a test suite for the evaluation of pronoun transla-
tion by Machine Translation systems.

In the next section, we discuss how the QAR
strategy can be imported from the educational lit-
erature to the NLP domain by using existing read-
ing comprehension datasets to create a new re-
source for active reading comprehension evalua-
tion.

4 Research plan

4.1 Dataset

We propose to model QAR learning as a mul-
ticlass classification task with weak supervision.
The dataset would contain labels corresponding to
each one of the QAR categories and the annotation
process will depend on the two sources of infor-
mation Raphael (1982) defined.

In recent years, we have seen a lot of effort
from the NLP community in creating datasets to
test different aspects of RC, like bAbI (Weston
et al., 2015), SQuAD (Rajpurkar et al., 2016),
NarrativeQA (Kočiskỳ et al., 2018), QAngaroo
(Welbl et al., 2018), HotpotQA (Yang et al., 2018),
MCScript (Ostermann et al., 2018), MultiRC
(Khashabi et al., 2018) and CommonsenseQA
(Talmor et al., 2018). In the following sections,
we will briefly overview these datasets and explain
how they can be adapted for our proposed task.

4.1.1 In the text questions
For this type of questions, we can rely on the bAbI
dataset (Weston et al., 2015), a set of synthetically

generated, simple narratives for testing text under-
standing. The dataset has several tasks with 1000
questions each for training and 1000 for testing.
For our purposes, we will focus on the annotations
of Task 8 and 7. Task 8 is a “single supporting
fact” task that shows a small passage in which each
sentence describes the location of a character (e.g.
“Mary moved to the bathroom. John went to the
hallway.”). After some sentences, there is a ques-
tion asking where the character is (e.g. “Where is
Mary?”) and the goal is to give a single word an-
swer to it (e.g. “bathroom”). Task 7 is a “count-
ing” task describing the same situation, but it ag-
gregates a sentence where one of the characters ei-
ther takes (e.g. “Mary took the football there.”) or
drops (e.g. “Mary dropped the football.”) an ob-
ject. This time, the question asks how many ob-
jects is the character carrying and the answer is
also a single word (e.g. “none”). As shown in
Figure 2, bAbI annotations enumerate each one of
the sentences. The number next to the single word
answer is the number of the sentence needed to
answer the question. Instead of the number of the
sentence, we will use as label the number of the
QAR category. This can be done following this
rule:

QARcategory =

{
1, for n = 1
2, for n > 1

}
Where n is the number of sentences and the cat-
egories 1, 2 correspond to Right there and Think
and Search, respectively. The bottom of Figure 2
shows how the new annotations will look like.
This annotations can be generated automatically
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T It was time to prepare for the picnic that we had plans for the last
couple weeks. . . . I needed to set up the cooler, which included
bottles of water, soda and juice to keep every- one hydrated. Then
I needed to ensure that we had all the food we intended to bring or
cook. So at home, I prepared baked beans, green beans and
macaroni and cheese. . . . But in a cooler, I packed chicken,
hotdogs, hamburgers and rots that were to be cooked on the grill
once we were at the picnic location.
 
What type of food did they pack?
a. Meat, drinks and side dishes              b. Pasta salda only

Q1

 

T I wanted to plant a tree. I went to the home and
garden store and picked a nice oak. Afterwards, I
planted it in my garden.
 
What was used to dig the hole?
a. a shovel                        b. his bare hands
 
When did he plant the three?
a. after watering it             b. after taking it home

Q1

Q2

Figure 3: MCScript annotations for text-based questions (left) and common sense questions (right). In blue, key
words and phrases necessary to arrive at the correct answer.

using a script that implements the aforementioned
rule.

The same approach can be applied to HotpotQA
and MultiRC. HotpotQA is a dataset with 113k
Wikipedia-based question-answer pairs for which
reasoning over multiple documents is needed
to answer. Its annotations already identify the
sentence-level supporting facts required for rea-
soning, making this dataset a perfect match for
our subset of Think and search questions. SQuAD
(100,000+ questions) has a very similar design and
format, although questions are designed to be an-
swered by a single paragraph. Since the correct
answer is literally contained in one part of the text,
questions will fall under the Right there category.
The annotations only include the start-offset of the
answer in the text, but we can easily use this infor-
mation to identify the answer's position at a sen-
tence level. In the same line of multiple-sentence
reasoning, MultiRC presents ∼6k multiple-choice
questions from paragraphs across 7 different do-
mains. The additional challenge of this dataset is
that multiple correct answers are allowed. Since
the supporting sentences are already annotated,
this dataset can be used entirely as a Think and
search instance.

The multi-hop nature of QAngaroo and Narra-
tiveQA questions also match the Think and search
category. However, no span or sentence-level an-
notation is provided, making this datasets unsuit-
able for our approach.

4.1.2 In my head questions
For these questions we will use the MCScript
dataset (Ostermann et al., 2018). This dataset is
intended to be used in a machine reading com-
prehension task that requires reasoning over script
knowledge, sequences of events describing stereo-
typical human activities. MCScript contains 2,100
narrative texts annotated with two types of ques-

tions: Text-based questions and commonsense
questions with 10,160 and 3,827 questions each.
Text-based questions match Author and me cat-
egory since the answer is not directly contained
within the text; it is necessary to combine the text
information with background knowledge (script
knowledge). Commonsense questions, on the
other hand, depend only on background knowl-
edge. Thus, there is no need to read the text to
answer if the script activity is known.

Consider the example annotations shown in Fig-
ure 3. For the text on the left, the reader cannot
give an answer even if it has knowledge of types
of foods. It is necessary to read the text to identify
the types of food the characters in the text packed.
In contrast, the questions for the text on the right
can be answered if the reader is familiar with the
scenario of planting a tree.

The MCScript training annotations identify the
correct answer and whether this can be found in
the text or if commonsense knowledge is needed.
All questions where commonsense is required can
be assumed to be On my own questions. However,
there are some Text-based questions in which the
answer is explicitly contained in the text. It would
be necessary to review these questions to manu-
ally annotate the Author and me QAR type. This
could be achieved in a crowd-sourcing process, in-
structing the annotators on script knowledge and
asking them to label a question as Author and me
if they first are not able to answer without reading
the text.

With a major focus on background knowl-
edge, CommonsenseQA shifts from the common
text-question-answer candidates setting to only
question-answer candidates. This dataset could in
principle complement the On my own questions
type, but the absence of a passage makes Com-
monsenseQA inconsistent for a RC task.
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To ensure the integrity of our resulting dataset,
we will take a subset for manual inspection.

5 Summary

We introduced process-based evaluation as a new
setting to evaluate systems in reading comprehen-
sion. We propose to model QAR learning as a
weak supervision classification task and discussed
how existing RC datasets can be used to generate
new data for this purpose. Our work is inspired
by the findings of the educational assessment field
and we expect it to complement current work in
reading comprehension. We will leave the details
on how to use the QAR classification task for a RC
model’s evaluation performance to future work.
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