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ABSTRACT

Some Italian sentences related to linguistic
phenomena largely known and recently discussed by
many computational linguists are discussed in the
framework of ATN. They offer certain difficulties
which seem to suggest a substantial revision of
the ATN formalism. The theoretical assumptions and
an experimental implementation of such a revision

are presented, together with exanples. lany
related theoretical points such as some
psycholinguistic implications and the relationship
between deterministic and non-Jeterministic
hypothesis are also briefly discussed.
I. INTRODUCTION
Certain types of sentences seen to defy the

abilities of several parsers, and soue of them are
being now discussed by nany computational
linnuists, mostly within the deterministic
hypothesis.

An examination of their treatment within the
traditional AT paradigm seems to suggest that the
real discussion 1s about how to acces the 1left
context and what its foru should be.

I1. ACCESS TO THE LEFT CONTEXT

A. ATN Grammars

An ATN grammar is a set of networks formed by
labelled states and directe:d arcs connecting them.
The arcs can ricognize terninal (words) and
non-terminal (lexical catesories) symbols or
recursively call for a network identified by the
label of an initial state. tlhen such a call

(1) The ambiguity of this sentence is the sane as

occurs, the parsing algorithm suspends the current
computation and starts a new level of couputation.
Usually, each network recognizes some linguistic
unit such as Noun Phrase (LP), Prepositional
Phrase (PP), and Sentence (8) and any recursively
embedded call to one of them corresponds to a
level of computation.

The
stored
recognized.

parsed parts
(SETRed) into

of the input string are
regpisters as they are
At the end of tlie network these
registers are combined (BUILDLQed) into a parse
node and returned (POPed) to the calling net.
Appropriate functions can return the content of a
register (GETR) or transfer it to another register
(combination of SETR with a GETR). This last
operation is equivalent to i) the renaming of a
register, if the source register 1is successively
set to a different value, ii) the initialization
of a register at a lower or higher level, if SENDR
or LIFTR are used.

Initialization is commouly used to i) raise
lexical features to a higher 1level where they are
used for tests (ex.: subject-verb agreeument), ii)
pass possible antecedents to lower levels where a
gap may be detected in an embedded clause.

B Difficult access to registers
1. Filler-gap linking

The antecedent passing
theoretically unlimited increase

By the standard procedure, the
ambiguous sentence(l)

may cause a
in storage load.
analysis of the

(1) Giovanni disse che
John

__ aveva mentito
said that (he) had lied

“Giovanni” is always SENDRed as possible SUBJect
of a complement, as soon as “disse” is recognized
as an STRANS verb. As no subjcct NP is net after
“che”, an  interpretation is yielded with
“Giovanni® in  subject position. The second
interpretation is produced sinply by successively
setting the SURJ register to a duamy node, whicl

its CEnglish translation where “he” can be bound either
to “John” or to soueone else wmentioned in a previous sentence. Italian has a gap instead of a pronoun.
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remains unfilled. The same treatment is
recursively applied to sentences like

(2) Giovanni pensava che avrebbe raccontato

John thought that (he) would have told
a tutti che - aveva fatto una

to everybody that (he) had done a
scoperta .

discovery

where “Giovanni” must serve as subject of both the
first and the second (linearly) complement.

Instead, in the sentence

(3) Giovanni disse che i suoi colleghi avevano

John said that his colleagues had
mentito
lied
as the NP “i suoi colleghi” 1is analysed, it
replaces the SENDRed “Giovanni” in the SugJ

register and the correct interpretation is popped.

A more
sentence

couplex treatment is required for the

(4) Giovanni pensava che i suoi collephi avrebbero
John thought that his colleagues would

raccontato a tutti che ___ aveva fatto
iilave told to everybody that (he) had done
una scoperta
a discovery

where “Giovanni® mnust get through the first

complement and reappear in the second (embedded)
one. If SENDR is used, a transit register Rl with
the same content as the initialized SUBJ register
is to be passed down together with it. When the
subject of the first coamplement (“i  suoil
colleghi”) 1is found, it replaces “Giovanni” inm
SURJ but not in Rl. The new SUBJ “1 suoi
colleghi” and Rl “Giovanni” are again SENDRed to
the embedded coupleaent where the agreement with
the verb correctly selects, as subject, the
content of Rl. llow, as the nuaber of levels which
to “juup over” is in principle illimited and each
one way have 1its own subject to be SEitlDRed, a
transit register for each new subject 1is needed.
Thus, for the sentence

(5) Giovauni era sicuro che {1 suoi nemici
avrebbero rivelato alla staupa che sua moglie
aveva detto un siorno che l7aveva picchiata(2)

wvhen orocessing the last coiiplement three
recisters containing the three possible subjects
will be available an: shall be visited in order to
find the right one(3).

(2) “John was sure

that his cnnewmies would have disclosed

2. Lexical features raising

A storage overload wuay also be caused by the
need for raising lexical features. Morphological
features are necessary at the least in the test of
subject-verb agreement. This is done by LIFTRing
in ad hoc registers gender and number from the NP
level to the S level. If the P is popped in a
possible subject position the test for agreement
may take place by comparing the content of those
registers with the corresponding features of the
verb. However, there are cases such as ex.(l) in
which such information must be used again in the
course of the analysis for another (agreement)
test. Those features must be, therefore, copiled
in appropriately labelled registers in order to i)
flag their relation to the subject and ii) prevent
ther from being erased when the same features are
LIFTRed frou the following NP.

The same need for ad hoc storing nay be shown

for the object and few PP complements. For
example, in the sentence
(6) 11 capitano disse ai soldati che

The captain said to the soldiers that

___uwarciavano pietosanente

(they) were wmarching peatifully
as the MNP 7“1 soldati” embedded in the “a-PP” is
the subject of the complement, its gender and

number must travel up through PP and S and down to
the complenent, in order the subject-verb
agreement to be satisfied. This implies that at a
given inoment other registers containing
worphological features coexist at the S level with
those of the subject.

An obvious remedy to this proliferation of
registers consists in adding these features to the

NP or PP structure, POPing their, and extracting
them from those structures when needed. But
classical ATN does not provide a suitable
function, a form that should return only a part

of a stored tree after having searched through it.
Now, although such functions are not particularly
complex to design [5, 7], they are not perfectly
consistent with the ATN general formalism which
does not take into consideration the extraction of
pieces of already processed inforumation from the
structure they have been ianserted in.

C. A functional perspective
1. A generalized retrieviny action
If we look at the discussed exauples frou an

entirely functional viewpoint we can describe thew
as having in common the need for retrieving

to the press that his wife had once told that

(he) had beate:d her”. ile zive bhere, for clarity, the parenthesized form of this example:

(Glovanni era sicuro (che i
ziorno (che ___ 1%aveva picchiata))).
liotice that in this
this is not always the case.

suol nemici avrebbero rivelato

ecxanple the subject-verb agreement is sufficient to select

alla stampa (che sua noglie aveva detto un

the ripght antecedent, but

(3) A possible alternative, equally tricky,is the use of the HOLL-VIRT couple.
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information somewhere back in the already built
structures; the tricky solutions presented above
are, in fact, a way of accessing parts of the left
context. These sometimes correspond to the entire
content of a register and sometimes to a fragment
of it. ’

We will assume, then, that the left context is
stored in a space . of wmemory, equally accessible
from any level and that retrieving always concerns
fragments of it. At any point of the process this

structure contains the current hypothesis about
the analysis of the parsed sesment of the input
from the beginning; hence we will refer to it as

Current Global Uypothesis (CGH).

The retrieving action will have two participants,
a symbol that triggers the action (trigger) and
the information to be retrieved (the target of the
action).

In this frame all the different procedures
discussed above may be reduced to a single general
algorithm of three steps,

i) identification of a tri<per (a gap to be
filled, a verb which denands for the subject-verb
agrecment test)

ii) extraction of constraints which must guide the
search for the target, aud

iii) retrieving of the required inforuation.

the same
an anaphoric

On this functional pround,
description fits to the binding of
pronoun to its antecedent [7] as in

(7) a) Giovanni disse a lharia che voleva
Joln said to Mary that (FE) wanted
sposarl-la
marry her
as opposed to
b) Giovanni disse a liaria che __  voleva
John said to ary that (he) wanted
sposarsi
to marry
The function that searches back nay be
constrained by several types of restrictions,
including i) worphological features, 1i.e. the

gender and nunber of the pronoun or those required
for ayreement by the syntactic environment (e.g.

the verb), 1ii) syntactic idiosyncrasies of soue
lexical 1itew such as the STRAIS verbs that
determine which of their arjuaents 1is to be the

subject of the couplenert, iii) seunantic features

that uway be introduced in the process, and 1iv)
syntactic deternination of the scope of the
scarcli.
2. lanipulations of the left context

Letrievin: of the antecedent wnay actually

two different
the antecedent to be
the syubol it is

operations dcepending
bhound linearly
to be bound

correspond to
upon vhether
preceeds or follows

to.

In the <cases discussed above the gap or the
pronoun always follow there antecedent and it is
therefore possible to imiediately insert the

60

binding pointer. lioreover, in wany couon sentences
the antecedent linearly follows its dependent, as

in

(8) Quando __ si arrabbia, Giovanni diventa rosso
When (he) gets angry, John becoumes red

(9) se lo vedi, saluta Gicvanni

If (you) see him, say hallo to John
da parte mia
on ny behalf

In this case, the binding
two steps, the flagging of

should take place in
the need for a forward

binding and the moving of the pointer froum the
antecedent, once detected, to the flag. Notice

that this class of sentences entirely lies beyond
the abilities of the classicel ATt framework.

Relative pronouns also need to be bound to an
antecedent and, besides, are the surface signal of
an embedding. llo special processing difficulty is
proposed by sentences like

(10) Il ragazzo che corre

The boy who runs
where the relative pronoun occurs exactly vhere
the embedding besins. In this case a scope

restriction can liwit the searcn for an antecedent

to the immediately preceeding L.
But in the sentences
(11) Il ragazzo del quale ti.parlavo

The boy about whom I was talking to you
(12) I1 ragazzo del cui padre ti parlavo

The boy about whose father I was talking
to you
the relative clause boundery is set one word
before the relative pronoun, and in
(13) Il ragazzo del padre del quale

The boy about the father of whou
ti parlavo
1 was talking to you

where the phenowenon known as pied-piping occurs,

such a boundery may Le located scveral words
before the relative pronoun.
In an ATH these cases mect the initial set of

arcs which recoynize a PP ewbelded in an uP, as in

(14) il ra;azzo dell”ascensore
the boy of the 1ift

and the correct interpretation is obtained only bLy
backtracking (for 11 and 12) and apain using a sct
of transit registers (for 12). No solution is
known for seutence (13).

discussing, an
wodifies the 1left
should enbed the
a relative clause

In the framework we have been
action which structurally

context can be proposed. It
component(s) being processed in
as the relative proroun in xet.



A third type of access to the left context is
the relabelling of a processed component, already
used for the passive transformation.

ITI. P©CYXPAKINENTAL INPLEMENTATION

A+ General assunptions

ilost of the above discussion is based
own expericnce with an
also for other parsers.
phenounena we are trying to

on our
ATY parser, althougn valid
Some of the linguistic

functionally classify

have bcen recently discussed in the frame of the
deterministic parsing and sowe progress in the
treatment of those sentences has bLeen done.
liowever ve prefer to stick to the

non-deterninistic hypothesis, because no valuable
argunent seems to stand apainst the idea of AT as
a collection of alternative heuristic strategies
representing those wused in the human sentence
processing. OUn the contrary it is possible to
introduce in an ATN parser sowme nechanism for
selecting strategies in function of a tex or a
sublanguage {11].

Qur assumption is, then, that the possibility
of backtracking must be kept, but restricted by

i. introducing linpuistic constraints to yuide the
choice of alternatives;

ii. manipulating the left context in some cases in
which backtrackiny can bLe intuitively charged on
inadequacies of the parser rather than on points
of real linjuistic ambiguity.

A second assuaption aore related to the
current impleuwentation of the systew refers to the
pramnatical formalisa. A functional representation
a la l.{ay {14] is used. A detailed explanation
of this forwalisia is not necessary to the
understanding of this paper. It 1is enough to know
that its fasic unit is the attribute=value pair,
whcre an attribute is a symbol (label) and a value
is a symbol or another functional description. In
the sentence
(15) Hte killed her
a possible pair is s0iJ=he, or
torether with SURJ=CAT=PRON etc. Any
symbols is a path leadin; to
value of SULJ=UEAD is “he”.

The functions that access the
are specifically designed to
representation btut we think
easily generalized. The tern
used to identify the set of
the same labtel (radix).

5UBJ=lEAD=he
sequence of
a value; thus the

data structure
treat this type of
that they could be
“couponent” will be
raths starting fron

The reasons of this choice are as follows:
i. addressinr frapguwents of information is ore
casily done by followin; a path of labels than by
visiting a unlabelle:d tree;
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ii. functional granmar allows any depth of
linguistic representation through the left
adjunction of labels;

iii. functional syntactic repesentation and
lexical features (also expressed in teras of
attribute~ value ypairs) iiay be treated in a

uniform way.

L. The parser

used in
networic
kept,
whole set of
Also the use
nodified to

The basic features of the ATW parser

our previous experiuents [19], di.e. the
forwaliswm and the parsing aljoritiua, are
while the data structure and the
actions and forus have been nodified.
of the pusi—down mechanisw has been
soue extent.
The data structure 1is a 1list which 1is wainly
accessed with a typical LIFO stack policy. It
represents a unique mewmory space non splitted into
renisters. The state saviny nechanism necessary
for the treatment of non-dcterminisa is provided
by ND-LISP (2,17}, the dialect of LISP in which
the system is writtem. At any point in which
non-determiniswn is called, the previous context,
in particular the data, is saved and only the new
values are set in the current context. Therefore,
there 1s no difference between the wuse of the
traditional register table and this special list
since both of them are handled in the saue way.

This (LIFO) list contains at any point of the
process the CCli, 1i.e. the entire left context
literally represented in teras of attribute-value
pairs. a '

We nive hereafter a list in backus notation of the
functions which access the CGH.

l.Actions
a. <storing actions>::=
ADD pair location |
ASSIGN label path
{locationd::= UIL | <ford
<{label>::= any label
{pair>::= label value
<valued::= * | <(formd
b. <list manipulationd::=
PUSD |
popr |
INSERT data iten
{data>::= any data
<itemd::= <{fora>
2.Forus
FIND path test level dtype |
FINDVAL path test level dtype |
LOCATE path test level dtype
<path>::= <{label+>
{test>::= T | any test
<level>::= T | CL
Kdtyped::= T | ul | L
The basic storing action is
to store any incouiung picce
string

ADL which is used
of structure. The

(16) 11 cane
the dog

recoynized by the network



1 2

@ CAT ART v CAT N

is stored by the following actions

1. (ALD (DET *))
2. (ADD (BEAD *))

If location is NIL, the current component is
uieant, otherwise the form LOCATE specifics the
path leading to the radix to which the new pair is
to be ADDed.

Relabelling of a component is done by the action
ASSIGH. 1In the sentences

(16a) 11 cane wangia
the doy eats

(16b) Il cane e” mangiato
the dos is eaten

the NP “il cane” will be first labelled FOCUS or
FI1LSTWP. Then, after having rico-onized the verb,
the action

(ASSIG sUsJ (LOCATE FOCUS T CL T)) or
(ASSINC OBJ (LOCATE FOCUS T CL T))

will properly classify the !IP as

SLBJ or OBJ = FOCUS = DET = II,

=iiklAL = P = CANR

Extraction of inforuation is done Ly the forms
FINL, which returns a pair, and FIMDVAL, which
returns only the value of a pair. LOCATE works
exactly in the same way, bLut returns a pointer to
a iven radix. all tie three functions can work in
different mnodes. They can search cither only the
current level (CL) or throu;h the entire list (T).
In this latter case the current level is excluded
anl, 1if no further ortions are specified, the
lower (the nearest to the top) occurrence is
returned. Another option (dtype) returns all the
occurrences either appended in a list (L) or one
iy one, non=leterninistically (i2). & third option
evzluates conditions in order to sclect tie
couponent idfentified by the specifiel path.

In senteace  (4) the anteccdent retrieving is
qerfore! Ly the oo ' '

[

(FIMDVAL (SUBJ) (AWD  (LQ (FIEDVAL (SUsJ L) T T
D) .

(FINLVAL  (UFAL LUDT  CL

™)
(FQ (FINEVAL (8URJ GEL) T T
DY
FINDVAL (MEAD GEY) T CL
T))) T NB)

which searches for a subject through all the
levels non deterministically. Sucli an HP must
agree in number and jgender with the current level
head, i.e. the verb(4). If this expression is
embedded in the function

(ADD SUBJ )

the correct subject(s) 1is (are) copied in the
complenent (5).

The three last actions, FPUSH, POP, and INSERT,
nanipulate the items in the list. PUSH adds a new
(eupty) itew in front of the list. The eleuents of
the conponent being analysod (ruirases or
sentences) arc Abbed ir this top itew, which has
been therefore referred te as current level. PUP
reuoves the curreut top—itea and eateds it into
the new top~ite, possibly assining a label to
the correspgonding coiponernt. Finally LHSERT
inserts an iteu, corregpondin, to & nuew level,
soirewhere back Letveen “ites” an the front part
of the 1list, and fills it with “data”.

List manipulation talkes place independently from
the starting or the ending of the process
expressed in  a subnet. Thus a couponent can be
POPed after the end of its reco;nition procedure,
when also its function is clarified.

The arc recognizing an object, for ex., can be
expressed as follows

(START P T
(COND (FIND (SUBJ) T CL T)
(POP 05J))
(T0 qi))

which aeane that if there alrcady is a subject,
the current couponent wmust be popped with the
label OBJ.

The use of the INSEXT function 1is priwmarily
votivated Uy the treatument of certain relative
clauses. Felative pronouns are gurface sirnals
that trigser the enbeddin: into a relative clauce
of the currently processcd cowjonent(s).

In the sentence

(17)11 litro Jella trana del cuale parlaveno
The Looli atout the plot of whici we tal.cd

such an  esbedding takes  lace Liawdd
“1libro”, tlus producing

(%) An “anapboric” facility is  also iupleouented not to repeat an embedded fora  with the sane ariu.eut os

the eabeddin,, one.

(3) Ve do not intend to su;, st that the correct wechanisu of trace/antecedent bindin, is the copyin of
tl'e antecedent 1in the trace position. A sliphtly modified version of this fuaction nigint  produce tiwe
insertion of the antecedent path, as in the orthodox functional yraiwar. The procedure, houvever, does not

suopstantially chanpe.



(18) (il 1libro (RELCL
parlavamo))

(della trama (del quale))

The general rule may be formulated as follows:
a new level 1labelled RELATIVECLAUSE 1s to be
inserted immediately after the antecedent of the
relative pronoun”. Analysis of (17) will therefore
proceed as follous;
-  when the relative
encountered, the form

-

pronoun  “quale” is

(FIND (IIEAD) (ANE (EQ (FINDVAL (HEAD GEN) T T
(FIKDVAL (DET GEN) T CL
(FIUDVAL (MEAD NUH) T T
(FINDVAL (DET W) T CL

§D)
T))
D)
™)

(EQ
T T)

returns the lower head which
gender with the determiner of “quale” (“quale” is
both masculine and feminine), i.e. “1ibro”. This
is the antecedent.

- The function

agrees in number and

(LISERT RELCL (LOCATE...as for FIND))

inserts a new item with lakel 1BELCL.

- On the sane arc the function (POP DI=-ARG) eabeds
“del quale” in “della trama” and a second POP
embeds (della trama (del quale)) in the recently
inserted relative clause component.

- The recognition of a vrelative
continued Ly a (START 5....) arc. The control is
finally then returned to the NP process with the
couplex NP 711 libro...”as the current component.

clause 1is

Iv. ADVANTAGES

Al Lfficiency

The parser we have been presentinz is based on
the core algorithn of the ATMN. Our modifications
affect the set of forms and actions and the data
structure. The parsing alpgoritha, therefore, keeps
the efficiency of traditional ATN. Ve have already
shown that the storing of the data structure does
not present any special difference from the
tra:ditional rezisters systen, even in relation to
the treatwent of non=-determinism. The memory load
is, therefore, strictly a function of the length
of the parsed segment of the input and no overhead
determined by nanipulations of structures is added
as in the case of transit registers.

The actions and forns are equivalent to the
traditional ones, but for the fact that ost of
tihew aust visit the vhole left context for every
access. Anyuay tuls cffect hardly balances the
setting of trzosit recisters. In fact, it {is
vorthi notin_: that {n the uajority of coamon
sentences such accesses are very reduced, so that

(v) In this pararreph we refer to the ideas and
Jlaratsos [21].
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no substantial difference exists in comparison
with the traditional register access. In the
discussed complex cases the access to the CClU is a
known function of the length of the list, i.e. of
the depth of ewbedding of the current level.
Within any item search proceeds linearly as for
any ordinary pattern-matching.

The only substantially new fact is the
possibility of embeddinyg the current component;
this eliminates the need for backtracking, at
least for sowme sentences.

In conclusion, it seems that if tlere is a
difference from the traditional ATH it is in
favour of the version presented here.

B. Generalization and modularity

The set of actions and forms presented seem to

provide a functional description of aany
linguistic phenomena. They can be regarded as
linyuistic (procedural) gencralizations, at least

on the functional w«round.
that linguistic phicnosena can be Jescribed,
independently froo the formalisw that expresses
then (the grawuar), in terus of seneral
operations. This set of operations is open— ended
and can, therefore, be increased with functions
designed for the treatment of new plenomena, as
they are discussed and described. Furtheruore,
those actions can be taken to represent mnental
operations of the lanjuage user, thus providing a

This supports our claim

(£}

valuable frame for psycholinguistic experiments.

It is obvious that this view strongly inclines
tovards the idea of parser as a collection of
heuristic strategies and processes and also offers
a symmetric alternative to the HOLD hypothesis.
According to this hypothesis there are points in a
sentence in which comprehension needs a heavier
menory load; instead in our view an overhead of
operations is suggested. Anyway the distinguished
phenomena coincide, thus keeping the inteprity of
the experimental data(d).

C. Raturality

OQur hypothesis seems uore natural in two ways.
It embeds into a non-deterministic frame soue
operations very similar to sowme of those designed
and discussed in the deterninistic hypothesis [3,
4, 15, 16, 19). The result is a strony liuitation
of the effects of non-deterninism, at least for
those cases tiicy arc designed to trecat. It dis
interesting that starting from two opposed
viewpoints couparable results are ovtained.
llevertheless, as stated avove, we tuink tuat
iuposing, coustraints to a non-deterministic moidel
is uore natural than being inposed s:lotal
constraints by the assuaption of deteruinisu. In
the first hypothesis, in fact, a deteruinistic
beliaviour of tiie parser Ay be ultiiately

the experimente presented by Raplan [12, 13] and Vanner &



obtained, in some points, as a result of
observation of real 1linpuistic restrictions while
those phenomena such as ambiguity which can be
adequately treated only in a non-deterministic
frame, are not “a priori” ruled out. Then, a
model such as the non~deterministic one, in which
there is place for the study of human heuristic
constraints, seems more attractive and natural.

Our hypothesis seems intuitively natural also

in so mnuch as it tries to propose a “theory of
suess”., During the comprehension of a sentence
guesses (CGlI”s) are progressively enriched and

stored in a space of mewory. During this process
errors may bhe done. For some of them it is enough
to modify the previous guess while for others a
real backtracking and reanalysis 1is necessary.
Although the distinction between tlie two types of

errors is unclear, it provides a valuable frawe
for further research in the domain  of
computational linguistics as vell as
psycholinguistics. In particular it seems to
distinyuish in the activity of sentence

couprenension a phase of
of perception. Errors occurrin; in the former are
remedied by nodifying a guess, winile those
occurring in the latter need backtracking; and the
choice of another strategy.

structurin;, from a plase

V. PERSPIICTIVES

A nore serious systematization of the proposed
functions, as well as the extension of the model
to more and nore linguistic phenomena are obvious
extensions of the present project.

Another directioan where investijation seems to
be particularly fruitfull is the relation between
syntax and semrantics. On one hand, the fact that
the result of the analysis is progressively stored
in a unique spacec of weasory do not irpose special
constraints on the structure of the analyzed
string. On the other hand, uany of the presented
functions include parazeter slots for conditions
which may be filled with any kind of test. 7This
rodel scems, therefore, to avoid “physiological”
bounderies letveen syntax and senantics. The
stored structure can be 2a senantic one and the
tests can also incorporate senantic descriptions.
This seens to eventually lead to an easier
integration of the two levels. (e will present
shortly [10] a first approxiiation to a frame into
which such in intesration can be realized.

ARLOVLEEGE: CHTS
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