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Abstract

Existing natural language processing systems
have often been designed with standard texts
in mind. However, when these tools are used
on the substantially different texts from social
media, their performance drops dramatically.
One solution is to translate social media data
to standard language before processing, this
is also called normalization. It is well-known
that this improves performance for many nat-
ural language processing tasks on social me-
dia data. However, little is known about which
types of normalization replacements have the
most effect. Furthermore, it is unknown what
the weaknesses of existing lexical normaliza-
tion systems are in an extrinsic setting. In this
paper, we analyze the effect of manual as well
as automatic lexical normalization for depen-
dency parsing. After our analysis, we con-
clude that for most categories, automatic nor-
malization scores close to manually annotated
normalization and that small annotation differ-
ences are important to take into consideration
when exploiting normalization in a pipeline
setup.

1 Introduction

It is well known that many traditional natural lan-
guage processing systems are focused on standard
texts, and their performance drops when used on
another domain. This is also called the problem
of domain adaptation. Recently, much focus has
been on the notoriously noisy domain of social
media. The hasty and informal nature of com-
munication on social media results in highly non-
standard texts, including a variety of phenomena
not seen in standard texts, like phrasal abbrevi-
ations, slang, typos, lengthening, etc. One ap-
proach to adapt natural language processing tools
to the social media domain is to ‘translate’ in-
put to standard text before processing it, this is
also referred to as normalization. In this ap-

proach, the input data is made more similar to
the type of data the tool is expecting. Previous
work has shown that normalization improves per-
formance on social media data for tasks like POS
tagging, parsing, lemmatization and named en-
tity tagging (Baldwin and Li, 2015; Schulz et al.,
2016; Zhang et al., 2013), however, it often re-
mains unknown which types of replacements are
most influential and which type of replacements
still have potential to improve the usefulness of an
automatic normalization system.

Baldwin and Li (2015) already investigated this
effect in detail. They evaluate the effect of man-
ual normalization beyond the word-level (includ-
ing insertion and deletion of words). To the best of
our knowledge, no automatic systems are available
to obtain such a normalization, which is why Bald-
win and Li (2015) focused only on the theoretical
effect (i.e. manually annotated normalization). In
this work, we will instead focus on lexical normal-
ization, which is normalization on the word level.
For this task, publicly available datasets and au-
tomatic systems are available (Han and Baldwin,
2011; Baldwin et al., 2015).

Recently, multiple English social media tree-
banks were released (Blodgett et al., 2018; Liu
et al., 2018; van der Goot and van Noord, 2018) in
Universal Depencies format (Nivre et al., 2017), as
well as novel categorizations of phenomena occur-
ring in lexical normalization (van der Goot et al.,
2018). In this work, we combine both of these
tasks into one dataset, which allows us not only to
evaluate the theoretical effect of lexical normaliza-
tion for dependency parsing, but also a real-world
situation with automatic normalization.

The main contributions of this paper are:

• We add a layer of annotation to a social media
treebank to also include normalization cate-
gories.
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Orig. text Oo yeaa ii hear thunda ! Rainnn kum onnnnnn
POS INTJ INTJ PRON VERB NOUN PUNCT NOUN VERB ADP
Gold norm. Oh yeah I hear thunder ! rain come on
Aut. norm. Oo yeah i hear thunder ! Rainn kum on
Norm. cat. 11 12 7 0 11 0 7 12 7

DISCOURSE

DISCOURSE

NSUBJ

ROOT

OBJ

PUNCT

NSUBJ

PARATAXIS

COMPOUND:PRT

Figure 1: Example annotation for the sentence “Oo yeaa ii hear thunda ! Rainnn kum onnnnnn”

• We analyze the theoretical effect of lexical
normalization for dependency parsing by us-
ing manually annotated normalization.

• We analyze the effect of an automatic lexical
normalization model for dependency parsing,
thereby showing which type of replacements
still require attention.

2 Data

In this section we shortly discuss our choices for
datasets and annotation formats, starting with the
treebank data, followed by the lexical normaliza-
tion categories annotation and automatic normal-
ization. See Figure 1 for a fully annotated example
instance from our development data.

2.1 Treebank

In 2018, three research groups simultaneously an-
notated dependency trees in the Universal Depen-
dencies format on tweets: Liu et al. (2018) fo-
cussed on training a better parser by using an en-
semble strategy, Blodgett et al. (2018) improved
a dependency parser by using several adaptation
methods, whereas van der Goot and van Noord
(2018) focused on the use of normalization. Be-
cause the treebank created by van der Goot and
van Noord (2018) is already annotated for lexical
normalization, we will use this treebank.

The data from the treebank is taken from Li and
Liu (2015), where van der Goot and van Noord
(2018) only kept the tweets that were still avail-
able at the time of writing. The data from Li and
Liu (2015) was in turn taken from two different
sources: the LexNorm dataset (Han and Baldwin,
2011), originally annotated with lexical normal-
ization and the dataset by Owoputi et al. (2013),
originally annotated with POS tags. Li and Liu

(2015) complemented this annotation so that both
sets contain normalization as well as POS tags,
to which van der Goot and van Noord (2018)
added Universal Dependency structures. Simi-
lar to van der Goot and van Noord (2018) we
use the English Web Treebank treebank (Silveira
et al., 2014) for training, and Owoputi (develop-
ment data) for the analysis. The test split is not
used in this work, since our aim is not to improve
the parser.

2.2 Normalization Categories

We choose to use the taxonomy of van der Goot
et al. (2018) for three main reasons: 1) to the best
of our knowledge, this is the most detailed catego-
rization for lexical normalization 2) annotation for
the same source data as the treebanks is available
from Reijngoud (2019) 3) systems are available to
automatically perform this type of normalization,
as opposed to the taxonomy used by Baldwin and
Li (2015). The existing annotation is edited to fit
the treebank tokenization; if a word is split in the
treebank, the normalization is split accordingly,
and both resulting words are annotated in the same
category. (Reijngoud, 2019) added one category
to the taxonomy: informal contractions, which in-
cludes splitting of words like ‘gonna’ and ‘wanna’.
The frequencies of the categories in the devel-
opment data are shown in Table 1. The ‘split’,
‘merge’ and ‘phrasal abbreviations’ categories are
very infrequent, because the original annotation
only included 1-1 replacements, these categories
have been added when transforming the annota-
tion to treebank tokenization.

2.3 Automatic Lexical Normalization

We use the state-of-the-art model for lexical nor-
malization: MoNoise (van der Goot, 2019), which
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Figure 2: The effect of the categories when using manually annotated normalization. Isolation is the increase
in performance when using only one category compared to using no normalization. Ablation is the loss when
disabling only one category (higher is better).

Category Freq. % Category Freq. %

No norm. 3,743 81.76 Short. vow. 22 0.48
Typo 30 0.66 Short. end 64 1.40
Missing apo. 176 3.84 Short. other 35 0.76
Spelling err. 44 0.96 Reg. trans. 66 1.44
Split 0 0.0 Other trans. 18 4.06
Merge 10 0.22 Slang 42 0.92
Phrasal abbr. 2 0.04 Inf. Contr. 56 1.22
Repetition 90 1.97 Unk 12 0.26

Table 1: Distribution of the replacement categories
in the development data, ‘No norm.’ refers to words
which are not normalized. For a detailed description of
the categories we refer to (van der Goot et al., 2018).

is a modular normalization model, consisting of
two steps; candidate generation and candidate
ranking. For the generation, the most important
modules are a lookup list based on the training
data, the Aspell spell-checker1 and word embed-
dings. For the ranking of candidates, features
from the generation are complemented with n-
gram probabilities and used as input to a random
forest classifier, which predicts the confidence that
a candidate is the correct replacement.

We train MoNoise on data from (Li and Liu,
2014), because it is most similar in annotation
style to our development and test sets. Perfor-
mance on the normalization task is slightly lower
compared to the reported results (Error reduc-
tion rate (van der Goot, 2019) on the word level
dropped from 60.61 to 45.38), because of differ-

1http://aspell.net/

ences in tokenization required for Universal De-
pendencies annotation. Also, the model clearly
has issues with capitalization (see for example
Figure 1) because capitalization is not corrected
in the normalization training data.

3 Effect of Manual Normalization

We use the UUparser(de Lhoneux et al., 2017) for
our experiments, with similar settings as van der
Goot and van Noord (2018), including a heuris-
tic to correctly parse a sentence starting with a
retweet token or a username. All results reported
in this paper are obtained with the official UD
evaluation script2 and are the average of 10 runs
with different random seeds for the parser. For
both settings (manual/automatic) we inspected the
LAS graphs as well as the UAS graphs, but be-
cause the UAS scores showed very similar trends
they are not reported here. The parser scores 52.56
LAS on the original input data, which improves to
57.83 when using the full gold normalization.

To evaluate the effect of each category, we mea-
sure performance twofold: in isolation, and in an
ablation setting. For the isolation, we look at
the difference between the baseline parser (with-
out normalization) and a parser which only has
access to normalization replacements of one cat-
egory. For the ablation setting, we look at the loss
when removing one category from the full model.

2http://universaldependencies.org/
conll18/conll18_ud_eval.py

http://universaldependencies.org/conll18/conll18_ud_eval.py
http://universaldependencies.org/conll18/conll18_ud_eval.py
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Figure 3: The effect of the categories when using automatic normalization. On the right y-axis the performance of
the normalization model on this category is plotted (recall). The ‘Other’ category shows the effect of normalization
replacements that were not annotated (but are still replaced by MoNoise).

The results for each category with gold normal-
ization are shown in Figure 2. From these results,
it becomes clear that some categories have a much
larger effect compared to other categories. Not
surprisingly, there is a correlation visible with the
frequencies (Table 1). The categories going be-
yond the 1-1 normalization have only very little
effect since they are very rare in this dataset3. The
most important category is ‘other transformation’,
this is mainly due to very frequent short words
(e.g. 27→to, u7→you). Other important categories
are ‘shortening end’ and ‘regular transformations’.
This can be explained by the fact that they repair
the suffixes, which often contain important syntac-
tic clues.

It also becomes clear that differences in to-
kenization guidelines play a large role; one of
the most frequent categories ‘missing apostrophe’
seems to be not useful for parsing; a manual in-
spection showed that this is because these also
occur in the training data in their not-normalized
form (e.g. ’ll 7→ will), thereby normalizing them
creates more diversity. For the same reason, infor-
mal contractions (e.g. wanna, gonna) also have a
relatively small effect.

4 Effect of Automatic Normalization

When using the full normalization model, the
parser achieves a LAS of 56.32 when using all

3they were not annotated in their original releases, but
were added when used in the treebank

normalization categories, which is 72% of the gain
that can be achieved with gold normalization com-
pared to the baseline setting (52.56). Similar to
the previous section, we run an isolation as well
as an ablation experiment. In this setting, we only
allow the normalization to replace words that are
annotated as the category under evaluation (for the
ablation experiments the inverse).

The parser performance as well as the recall
of the normalization model on each category are
plotted in Figure 3. Results show that the ‘other
transformations’ and ‘slang’ category have the
most room for improvement in LAS compared to
gold normalization, even though they are not the
worst categories with respect to the normaliza-
tion performance. Furthermore, trends are rather
similar compared to the gold normalization, even
though there are differences in normalization per-
formance. As expected from the gold normaliza-
tion, the ‘missing apostrophe’ category is not help-
ful.

Interestingly, the ‘other’ category, which in-
cludes normalization replacements that were not
annotated in the gold normalization, shows a
small increase in performance. This category in-
cludes replacements like ‘supp’ 7→‘support’ and
‘da’7→‘the’, which were overlooked by the anno-
tator. This could also be due to differences in the
scope of annotation between the training data and
development data.
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5 Conclusion

We have introduced a novel annotation layer for
an existing treebank with normalization annota-
tion, which indicates which types of replacements
are made. This allowed us to evaluate the effect
of lexical normalization on the dependency pars-
ing of tweets, both with manual normalization an-
notation and automatically predicted normaliza-
tion. The automatic normalization obtained over
70% of the performance increase that could be ob-
tained with gold normalization. The most influen-
tial categories were ‘other transformation’, which
includes many replacements for very short words,
and the categories with a high frequency that re-
pair a words’ suffix: ‘shortening end’ and ‘regular
transformation’. The categories which have the
most potential for improvement in parser perfor-
mance are the ‘other transformation’ and ‘slang’
categories. Furthermore, we saw that some pre-
dicted normalization replacements which were not
annotated in the gold data also led to an increase in
performance. Our results suggest that care should
be taken when taking out-of-the-box annotation,
because differences in annotation and the scope of
the normalization task (i.e. tokenization, missed
normalization) could lead to sub-optimal perfor-
mance.

The dataset and code for the analysis is
available on: https://bitbucket.org/
robvanderg/taxeval/.

6 Acknowledgments

I would like to thank Wessel Reijngoud for pro-
viding the annotation of the normalization cate-
gories and Gertjan van Noord and the anonymous
reviewers for their feedback.

References
Timothy Baldwin, Marie-Catherine de Marneffe,

Bo Han, Young-Bum Kim, Alan Ritter, and Wei Xu.
2015. Shared tasks of the 2015 workshop on noisy
user-generated text: Twitter lexical normalization
and named entity recognition. In Proceedings of the
Workshop on Noisy User-generated Text, pages 126–
135, Beijing, China. Association for Computational
Linguistics.

Tyler Baldwin and Yunyao Li. 2015. An in-depth
analysis of the effect of text normalization in social
media. In Proceedings of the 2015 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-

nologies, pages 420–429, Denver, Colorado. Asso-
ciation for Computational Linguistics.

Su Lin Blodgett, Johnny Wei, and Brendan O’Connor.
2018. Twitter universal dependency parsing for
African-American and mainstream American En-
glish. In Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 1415–1425, Melbourne,
Australia. Association for Computational Linguis-
tics.

Rob van der Goot. 2019. MoNoise: A multi-lingual
and easy-to-use lexical normalization tool. In Pro-
ceedings of the 57th Annual Meeting of the Associa-
tion for Computational Linguistics: System Demon-
strations, pages 201–206, Florence, Italy. Associa-
tion for Computational Linguistics.

Rob van der Goot and Gertjan van Noord. 2018. Mod-
eling input uncertainty in neural network depen-
dency parsing. In Proceedings of the 2018 Con-
ference on Empirical Methods in Natural Language
Processing, pages 4984–4991, Brussels, Belgium.
Association for Computational Linguistics.

Rob van der Goot, Rik van Noord, and Gertjan van No-
ord. 2018. A taxonomy for in-depth evaluation of
normalization for user generated content. In Pro-
ceedings of the Eleventh International Conference
on Language Resources and Evaluation (LREC-
2018), Miyazaki, Japan. European Languages Re-
sources Association (ELRA).

Bo Han and Timothy Baldwin. 2011. Lexical normal-
isation of short text messages: Makn sens a #twit-
ter. In Proceedings of the 49th Annual Meeting of
the Association for Computational Linguistics: Hu-
man Language Technologies, pages 368–378, Port-
land, Oregon, USA. Association for Computational
Linguistics.

Miryam de Lhoneux, Sara Stymne, and Joakim Nivre.
2017. Arc-hybrid non-projective dependency pars-
ing with a static-dynamic oracle. In Proceedings of
the The 15th International Conference on Parsing
Technologies (IWPT)., Pisa, Italy.

Chen Li and Yang Liu. 2014. Improving text normal-
ization via unsupervised model and discriminative
reranking. In Proceedings of the ACL 2014 Student
Research Workshop, pages 86–93, Baltimore, Mary-
land, USA. Association for Computational Linguis-
tics.

Chen Li and Yang Liu. 2015. Joint POS tagging and
text normalization for informal text. In Proceedings
of the Twenty-Fourth International Joint Conference
on Artificial Intelligence, IJCAI 2015, Buenos Aires,
Argentina, July 25-31, 2015, pages 1263–1269.

Yijia Liu, Yi Zhu, Wanxiang Che, Bing Qin, Nathan
Schneider, and Noah A. Smith. 2018. Parsing tweets
into universal dependencies. In Proceedings of the
2018 Conference of the North American Chapter of

https://bitbucket.org/robvanderg/taxeval/
https://bitbucket.org/robvanderg/taxeval/


120

the Association for Computational Linguistics: Hu-
man Language Technologies, Volume 1 (Long Pa-
pers), pages 965–975, New Orleans, Louisiana. As-
sociation for Computational Linguistics.
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tins, Jan Mašek, Yuji Matsumoto, Ryan McDon-
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Šimková, Kiril Simov, Aaron Smith, Alane Suhr,
Umut Sulubacak, Zsolt Szántó, Dima Taji, Takaaki
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