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Abstract

Hallucination remains a major issue for Large
Language Models (LLMs). Textual entailment
(TE) methods check if the generated text aligns
with retrieved documents, but they fail to iden-
tify hallucinations effectively. For example,
an LLM might incorrectly state that “Barack
Obama says the U.S. will not put troops in
Ukraine” when Joe Biden was the president
during the Ukraine-Russia war. Conventional
TE methods cannot pinpoint the exact contra-
diction in such cases. To solve this, we in-
troduce “Factual Entailment (FE)”, which de-
tects factual inaccuracies and highlights the
specific contradictory segments. We present
the FACTOID benchmark for FE and propose
a multi-task learning framework with state-of-
the-art long text embeddings, improving ac-
curacy by 40% over TE methods. We also
introduce the Auto Hallucination Vulnerabil-
ity Index (HV Iauto) to rank LLMs based on
their hallucination likelihood. A sample of
FACTOID is available at: link.

1 Introduction

The Cambridge Dictionary (Cambridge, 2023) has
named hallucinate the word of the year for 2023,
highlighting it as the most challenging obstacle in
generative AI development. Consequently, hallu-
cination has recently garnered significant research
attention (Zhang et al., 2023b,a; Zhao et al., 2023;

* Corresponding author.
† Work does not relate to position at Amazon.

Fatahi Bayat et al., 2023; Chern et al., 2023; Choi
et al., 2023; Yehuda et al., 2024; Zhang et al.,
2023c; Yang et al., 2023; Mündler et al., 2023;
Liu et al., 2022; Dale et al., 2023).

Although automatic fact-checking is well-
studied (Lin et al., 2022; Min et al., 2023b; Man-
akul et al., 2023a; Thorne et al., 2018; Nakov et al.,
2021; Atanasova et al., 2019; Karadzhov et al.,
2017; Larraz et al., 2023), hallucination in LLM-
generated content presents new challenges. Detect-
ing these hallucinations has gained significant at-
tention, with common strategies breaking down AI-
generated text into atomic facts (Parikh et al., 2016;
Ilie et al., 2021; Liu et al., 2020; Chen et al., 2022;
Yadav et al., 2021; Nie et al., 2019; Atanasova
et al., 2020; Min et al., 2023a; Manakul et al.,
2023b; Wei et al., 2024). However, this method
is flawed as it loses entity dependency relations,
potentially validating individual facts but not the
overall claim (see Fig. 2. Other techniques, such as
using confidence scores and semantic-aware cross-
check consistency, have been proposed (Varshney
et al., 2023; Zhang et al., 2023b), but they do
not use external knowledge for validation, mak-
ing them less trustworthy.

A simple solution could be to adapt state-of-the-
art textual entailment (TE) techniques for hallu-
cination detection. TE methods have three out-
comes: (i) support, (ii) contradiction, and (iii) neu-
tral. However, our research shows that TE methods
struggle to detect factual errors in LLM-generated
text. Lack of entailment doesn’t necessarily indi-
cate hallucination; it could also mean insufficient
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from deploying troops in Ukraine. ... 

Web retrieved document: ... Joe Biden said we’d not send U.S.
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Figure 1: The limitation of traditional TE is that it struggles to identify a case as a refute when trained on standard
tasks like SNLI and MNLI (Bowman et al., 2015) and/or MNLI (Williams et al., 2018). In contrast, our proposed
FE uses a multitask learning approach to predict entailment scores, hallucination types, and spans, enabling better
hallucination detection. The retrieved document is a White House press release : here.

Please break down the following sentence
into independent facts: US President Barack
Obama declared that the US will refrain from
deploying troops in Ukraine

Subject: US President Barack
Obama

Action: declared

Statement: US will
refrain from deploying
troops in Ukraine

Web-retrieved document: ... Joe Biden
said we’d not send U.S. troops to fight Russian
troops in Ukraine, but we would provide robust
military assistance and try to unify the Western
world against Russia’s aggression...

!

Please break down the following sentence into
independent facts: The Obama administration shut down
the Amber Alert program because of the government
shutdown in October 2013

Subject: The Obama administration
shut down the Amber Alert program

Action: The shutdown of the Amber
Alert program was because of the
government shutdown

Subject: The government shutdown
occurred in October 2013 !

Figure 2: Each prompt is broken into three atomic facts; hence, their relationship is lost. (a) Left There is no way to
verify whether the US President is Obama or Joe Biden. (b) Right Similarly, it is unclear whether the Amber Alert
program shutdown caused the government shutdown or vice-versa.

information or differing aspects of the topic. There-
fore, a more refined approach is required, combin-
ing entailment, factual verification, and span detec-
tion to pinpoint contradictory sections. FACTOID
preserves factual relationships without breaking
claims into atomic facts, distinguishing it from
other methods, as illustrated in Fig. 2. .

In summary, our key contributions are:

• Introducing a new type of TE called “Factual
Entailment (FE)”, which aims to detect fac-
tual inaccuracies in content generated by LLMs
while also highlighting the specific text seg-
ment that contradicts reality. (cf. Sec. 1).

• Presenting FACTOID (FACTual enTAILment

for hallucInation Detection) dataset (cf. Sec. 4).

• We propose an MTL framework for FE, yield-
ing 40% improvement in accuracy on the
FACTOID benchmark compared to SoTA TE
methods (cf. Sec. 5).

• We assessed 15 modern LLMs and ranked them
using our proposed Auto Hallucination Vulner-
ability Index (HV Iauto) (cf. Sec. 6).

2 Types of Hallucination

Recent studies (Lee et al., 2022; Maynez et al.,
2020; Ladhak et al., 2023; Raunak et al., 2021)
have explored various types of hallucinations.
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Building upon the work of (Rawte et al., 2023),
we adopted their comprehensive categorization of
hallucination types. We further streamlined this
taxonomy, discarding a few rare categories. We
consider the following hallucination categories.

Bothersome Numbers (BN): This occurs when
an LLM generates fictional numerical values (such
as price, age, date, etc.).

Original: Patrick Mahomes, the Kansas City quarterback, daz-
zled in his team’s Super Bowl win over the Eagles...

AI-generated: He completed 26-of-38 passes for 286 yards and
two touchdowns ...

Fact: ...he added the second Super Bowl victory of his career,
throwing for 182 yards and...

Temporal Issue (TI): This problem involves
LLMs generating text that combines events from
different timelines.

Original: Jurgen Flimm, who led some of Europe 2019s most
important theaters, died on Feb. 4

AI-generated: In 1991, Jurgen Flimm was appointed artistic
director of the Salzburg Festival.

Fact: Gerard Mortier was appointed as Artistic Director on 1
September 1991.

Imaginary Figure (IF): This happens when
an LLM fabricates a fictional persona without con-
crete evidence.

Original: Russia pounded the front line in Ukraine’s east and
south with deadly artillery strikes...

AI-generated: The shelling is intense and non-stop, said local
resident Yevgeny Kondratyuk ...

Fact: Yevgeny Kondratyuk does not exist!

Place (P): This issue occurs when LLMs gener-
ate an incorrect location related to an event.

Original: ...Another powerful earthquake struck Turkey and
Syria on Monday, January 24, 2023...

AI-generated: 8 quake struck at 1:41 pm local time (1041 GMT)
near the city of Elazig in eastern Turkey...

Fact: The quake struck in Hatay, Turkey’s southernmost province,
and was measured at 6.4 magnitude...

3 Choice of LLMs

We have chosen 15 modern LLMs that consis-
tently perform excellently across various NLP
tasks, per the Open LLM Leaderboard (Beeching

et al., 2023). The list includes: (i) GPT-4 (OpenAI,
2023), (ii) GPT-3.5 (OpenAI, 2022), (iii) Falcon
(Almazrouei et al., 2023), (iv) GPT-2 (Radford
et al., 2019), (v) MPT (Wang et al., 2023), (vi)
OPT (Zhang et al., 2022), (vii) LLaMA (Touvron
et al., 2023), (viii) BLOOM (Scao et al., 2022),
(ix) Alpaca (Taori et al., 2023), (x) Vicuna (Chiang
et al., 2023), (xi) Dolly (databricks, 2023), (xii)
StableLM (Liu et al., 2023), (xiii) XLNet (Yang
et al., 2019), (xiv) T5 (Raffel et al., 2020), and (xv)
T0 (Deleu et al., 2022).

4 FACTOID: Factual Entailment
Dataset

We present FACTOID (FACTual enTAILment for
hallucInation Detection), a benchmark dataset for
FE containing total containing 2 million text pairs.
Details are given in Table 2. FACTOID is a syn-
thetic extension of HILT dataset introduced by
(Rawte et al., 2023). HILT comprises 492K sen-
tences, of which 129K are annotated for halluci-
nation, indicating that 364K sentences are factu-
ally correct. At this juncture, we aim to further
synthesize these 129K sentences for the factual
entailment task. In this study, we use a simpli-
fied method using the four distinct categories of
metaphorical nomenclature for hallucination as
proposed by (Rawte et al., 2023). To accomplish
this, we devise hallucination category-specific tech-
niques, as detailed below:

Original sentence The layoffs come after Twitter announced earlier this

month that it would be cutting its global workforce by 8% of people.

Para §1 The job cuts were implemented following Twitter’s an-
nouncement earlier this month that it would reduce its global
workforce by 10% .
Para §2 The layoffs were initiated subsequent to Twitter’s ear-

lier declaration this month regarding its plan to reduce its global
workforce by 4% .
Para §3 The staff reductions occurred subsequent to Twitter’s ear-

lier announcement this month about trimming its global workforce
by 2% .

Bothersome Numbers (BN): The HILT dataset
includes 7,275 sentences with number-related hal-
lucinations. To generate more negative samples for
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FE, we randomly adjusted numbers using regex
within a ±20% range. However, simple number
changes may not always ensure valid entailment
cases. To address this, we applied automatic para-
phrasing Appendix C, ensuring the modified sen-
tences effectively refute the originals.

Original sentence The Obama administration shut down the Amber Alert

program because of the government shutdown in October 2013.

Para §1 Due to the government shutdown in October 2013, the
Jefferson administration ceased the operation of the Amber Alert

program.
Para §2 During the government shutdown in October 2013, the
Bush administration made the decision to suspend operations of

the Amber Alert program.
Para §3 During the government shutdown in October 2013, under

the Trump administration, the Amber Alert program halted.

Temporal Issue (TI): The HILT dataset, with
7,500 sentences from Factual Mirage’s Time Wrap
category, focuses on time-related hallucinations.
To expand negative samples for FE, we randomly
altered entities from different time periods. In-
spired by research on LLMs’ handling of space
and time, we designed a semi-automatic experi-
ment requiring human intervention. For example,
after asking an LLM about the Amber Alert start
date and receiving “1996”, we subtracted a ran-
dom value (e.g., 1806) and asked about the U.S.
President for that year, replacing “Obama” with
“Jefferson” in paraphrases. The process was man-
aged by two student annotators over two weeks.

Original sentence One rescuer, Hasan Cetin , said he was motivated by thr

thought of the survivors he helped save.

Para §1 Kader Hairat , a courageous rescuer, shared his heartfelt
sentiments regarding his noble actions.
Para §2 Safiq Masin expressed that the primary driving force be-

hind his heroic endeavors was the well-being of the survivors
Para §3 With compassion and determination, Shifaq Zaman tire-

lessly worked to ensure the safety and comfort of those in need,
drawing inspiration from their resilience and strength in the face

Imaginary Figure (IF): The HILT dataset in-
cludes 15K sentences focusing on person-related
hallucinations from Factual Mirage’s Generated
Golem category. To expand negative samples
for FE, we randomly alter individual names us-

ing an automatic paraphrasing technique (see Ap-
pendix C). Named Entity Recognition (NER) iden-
tifies names within prompts, and a pre-trained
word2vec-based (Mikolov et al., 2013) Euclidean
distance measure selects alternative names within
a proximity threshold.

Place (P): The HILT dataset contains around
13K sentences on location-related hallucinations
from the Geographic Erratum category of the Fac-
tual Mirage dataset. To expand negative samples
for FE, we modify location names using techniques
similar to those used for person names. First, NER
(Bowman et al., 2015; Williams et al., 2018) identi-
fies location names in prompts. Then, a pre-trained
word2vec-based Euclidean distance measure finds
distant location names within vector space using
an experimental threshold.

Original sentence Five people were killed, including a patient and a

family member, after a medical airplane crashed in Nevada on Friday night,

the company Care Flight said.

Para §1 Five individuals, including a patient and a family member,
lost their lives in a medical airplane crash in Tokyo on Friday night,
as reported by Care Flight.
Para §2 According to a statement by Care Flight, a medical air-

craft crash in Oslo on Friday night resulted in the deaths of five
individuals, among them a patient and a family member.
Para §3 Care Flight, the company responsible for emergency

medical services, reported that a total of five individuals tragically
lost their lives in a plane crash in Melbourne on Friday night.

Span marks: During the synthetic data expan-
sion process, we retained all replacement markers
and marked the original sentences where certain en-
tities were replaced. FE exclusively provides span
output for the refute case. Additionally, FE marks
only the original sentence in instances where no
other person’s name is available in the retrieved
documents for the IF scenario.

4.1 Automatic Paraphrasing

When choosing automatic paraphrasing, we eval-
uated three dimensions: (i) Coverage: number of
generated paraphrases, (ii) Correctness: accuracy
of the paraphrases, and (iii) Diversity: linguistic
variety. Experiments with Pegasus, Llama3, and
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Figure 3: Process to generate FACTOID (synthetic) data.

GPT-4 showed that GPT-4 outperformed the oth-
ers Table 1. Algorithm 1 and Fig. 3 illustrate the
algorithm for creating our synthetic dataset. More
details (cf. Appendix C).

Model Coverage Correctness Diversity

Llama 3 32.46 94.38% 3.76
Pegasus 30.26 83.84% 3.17
GPT-4 35.51 88.16% 7.72

Table 1: Experimental results of automatic paraphras-
ing models based on three factors: (i) coverage, (ii)
correctness, and (iii) diversity; GPT-4 is the most per-
formant considering all three aspects.

4.2 Human Validation

Following the automatic data generation, we had
an independent human annotator assess whether
pairs of sentences contradicted each other. Upon
review, we found that 20% of the pairs were dis-
carded as they were deemed unacceptable. Below
are two examples of poor paraphrasing.

Example 1

Original: Mark ate an apple.

Paraphrase: An apple was eaten by Mark.

Example 2

Original: Alice is reading a book.

Paraphrase: Alice is engaged in the act of reading a book.

We utilized Amazon Mechanical Turk (AMT)
to identify pairs categorized as either good or
bad. Furthermore, we conducted an inter-annotator
agreement procedure involving two annotators in-
dependently assessing the samples. The result-
ing Kappa score (Wikipedia_Fleiss’s_Kappa) was
0.8 based on 1000 samples. To aggregate from
crowdsourced annotation, we have used the MACE
(Hovy et al., 2013) tool (see Fig. 9).

4.3 FACTOID: Statistics

FACTOID extends the HILT dataset synthetically.
HILT contains 492K sentences, with 129K anno-
tated for hallucination and 364K deemed factually
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correct. We also expanded the factually correct
ones to avoid class imbalance from expanding only
hallucinated sentences. Table 2 provides a statis-
tical overview. This extension supports positive-
negative samples and span annotation for training
our MTL approach.

HILT Synthesized HILT Synthesized

Hallucination Type # Positive Pairs # Negative Pairs
Imaginary Figure 120800 507360 14800 62160
Place 116770 513788 13050 56115
Bothersome Number 68570 281137 7275 40740
Temporal Issue 57860 271942 6600 29700
Total 1938227 230440

Table 2: FACTOID dataset statistics.

Algorithm 1 Creating positive-negative samples

for each factually correct prompt f do
find the named entities causing hallucination
find top-5 similar entities in the vector space

using word2vec {s1, s2, s3, s4, s5}
for each similar entity s do

replace the original entity with a similar
entity

generate 5 paraphrases
{p1, p2, p3, p4, p5}

end for
end for

5 Factual Entailment - MTL approach

Multi-task learning is a widely-used approach in
NLP to create end-to-end architectures that achieve
multiple objectives simultaneously (Deep et al.,
2019; Mamta et al., 2022a; Akhtar et al., 2019;
Chauhan et al., 2020a; Mamta et al., 2022b; Yadav
et al., 2019; Mamta et al., 2022b; Kumar et al.,
2021; Chauhan et al., 2020b). In our work, we
present key design choices, including using differ-
ent LLMs for specific tasks, incorporating long-
text embedding, SpanBERT, RoFormer, and apply-
ing task-specific loss functions.

5.1 Long-Text High-Dimensional
Embeddings

Fig. 4 and Table 3 illustrate the benefits and mod-
els of long-text embeddings. Since entailment is
a classification task, we chose jina embedding
based on its top classification performance re-
ported on the MTEB Leaderboard (Muennighoff
et al., 2022). Fig. 4 illustrates the merits of us-
ing long-text embeddings for extended sentences
compared to vanilla sentence embeddings. Table 3
offers a summary of long-text embedding models
that were considered based on their classification
performance on the MTEB Leaderboard.

5.2 Introducing Span-based Textual
Entailment

In the example from Fig. 5, an LLM incorrectly
identifies Barack Obama as the U.S. President dur-
ing the Russia-Ukraine war, instead of Joe Biden.
Despite being labeled as ‘supportive‘ in textual
entailment, this is a ‘hallucination.’ This high-
lights the need to refine text analysis by focusing
on specific spans for better factual accuracy. Span-
BERT (Joshi et al., 2020) enhances BERT’s ca-
pabilities by understanding text spans in context,
while RoFormer (Su et al., 2022) improves se-
quence flexibility and relative position encoding.
We use Llama3 (AI@Meta, 2024) for processing
long text embeddings. For tasks like hallucina-
tion classification and textual entailment, we use
cross-entropy loss for spam detection and halluci-
nation type and dice loss for entailment due to its
effectiveness with imbalanced datasets.

5.3 Performance of FE

Our findings in Fig. 6 show that the proposed FE
outperforms TE methods.

6 Automating Hallucination
Vulnerability Index (HVI)

The Hallucination Vulnerability Index (HVI) was
initially proposed by (Rawte et al., 2023). How-
ever, their approach relied entirely on manual anno-
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sent1: The sun sets behind the mountains,
casting a warm glow across the landscape.

The sky transforms into a canvas of vibrant
hues, from fiery oranges to soft purples.

The air becomes cooler as twilight descends
upon the earth. Nature’s evening symphony
begins, with the chirping of crickets and the

rustle of leaves in the gentle breeze. As
night falls, the world settles into a peaceful
slumber, awaiting the dawn of a new day.

sent5: Behind the rugged peaks, the sun gracefully retreats, suffusing the landscape
with a radiant warmth that caresses every contour of the earth. Across the vast expanse,
the heavens burst into an array of vibrant colors, from the fiery embrace of oranges to

the tranquil embrace of purples, painting a captivating tableau above. As daylight
wanes, a gentle chill creeps into the air, heralding the arrival of twilight, a transitional

phase where the world pauses to catch its breath. Nature, in its evening chorus,
serenades the fading light with the rhythmic chirping of crickets and the soft whispers
of leaves dancing in the breeze. And so, with the advent of night, the world succumbs
to a tranquil slumber, embracing the promise of renewal with each passing moment

until the dawn of a new day breaks upon the horizon.
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Figure 4: Utilizing longer embeddings for extended sentences is advantageous. The cosine similarities are more
prominent in Jina embeddings (Günther et al., 2023) compared to MiniLLM (Gu et al., 2023). Consequently, the
cosine similarity for the pair (sent1, sent2) increases from 0.76 to 0.93, as indicated by the green dashed line.
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Joe Biden said we’d not
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Russian troops in Ukraine,
but we would provide robust
military assistance and try to
unify the Western world
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Joe Biden said we’d not send U.S. troops
to fight Russian troops in Ukraine, but we
would provide robust military assistance
and try to unify the Western world against
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U.S. President Barack Obama declared
that the U.S. will refrain from deploying
troops in Ukraine
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Figure 5: A summary of the overall multi-task learning framework for Factual Entailment. The framework
encompasses three tasks: i) entailment, ii) span detection, and iii) hallucination classification.
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Figure 6: FE performs better than TE at detecting hal-
lucination in four categories.

Figure 7: HV Iauto for four different hallucination cat-
egories across various 15 LLMs.

tation for HVI assessment. In this study, we intro-
duce an automated hallucination metric, HV Iauto
(Eq. (1)). Automating the detection and classifi-
cation of hallucinations makes it feasible to cal-
culate HVI automatically. To compute HV Iauto
(see Fig. 7) for the LLMs discussed in Section 3,
we leveraged 2,500 prompts from the HILT dataset
(Rawte et al., 2023). These prompts were used to
generate text from LLMs, and then FE was applied
to the generated text to detect hallucinations and
classify them into different types. When defining
HV Iauto, we consider several factors. We think
of U as the total number of sentences in the cor-
pus. For instance, if LLM1 produces significantly
more time-related hallucinations than LLM2, we
cannot rank the same. This comparative measure
is achieved using multiplicative damping factors,
δBN , δTI , δIF and δP which are calculated based
on µ± rankx × σ. Initially, we calculate the HVI
for all the LLMs, considering δBN , δTI , δIF and
δP as one. With these initial HVIs, we obtain the

mean (µ) and standard deviation (σ), allowing us
to recalculate the HVIs for all the LLMs Fig. 8.

HV Iauto =
100
U [

∑U
x=1(δBN ∗HBN + δTI ∗HTI+

δIF ∗HIF + δP ∗HP ]
(1)

LLM Size HVIauto (0-100)

Falcon 7B 80 -
GPT-2 1.5B 78 -
Dolly 12B 77 -
StableLM 7B 73 -
LLaMA 65B 65 -
GPT-3.5 175B 65 -
Vicuna 13B 55 -
OPT 175B 53 -
BLOOM 176B 52 -
MPT 7B 49 -
GPT-4 1.7T 46 -
XLNet 340M 45 -
Alpaca 65B 44 -
T5 11B 33 -
T0 11B 32 -

Figure 8: The HV Iauto scale shows halluci-
nation tendencies LLMs.

 

higher  
hallucination 

lower 
hallucination 

Implications derived from HVIauto are:
• Larger LLMs without RLHF (Ziegler et al.,

2019) are prone to hallucination (see Fig. 8).
• Number-related issues are widespread across

most LLMs, although they appear notably
lower in specific models such as XLNet and
StableLM. The reasons behind this discrepancy
remain unclear and warrant further investiga-
tion.

• Hallucination categories such as Imaginary Fig-
ures and Temporal issues tend to increase with
the size of LLMs.

7 Conclusion

LLMs’ growing adoption and success have been
remarkable, yet they face a critical challenge: hal-
lucination. While recent works have explored hal-
lucination mitigation, automatic detection remains
under-explored. To bridge this gap, we present
FACTOID, a dataset and benchmark for auto-
matic hallucination detection. Our Factual Entail-
ment technique has shown promising performance.
We are committed to sharing all resources devel-
oped openly for further research.
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8 Limitations

Limitations: The empirical findings indicate that
classifying temporal issues poses the greatest chal-
lenge, as shown in Figure 6. (Gurnee and Tegmark,
2023) claimed that LLMs acquire linear represen-
tations of space and time across various scales, it
is expected that LLMs hold such information inter-
nally and can classify accordingly. Performance
on temporal issue 66% is not bad but could be seen
as a future direction to improve.

9 Ethical Considerations

Through our experiments, we have uncovered the
susceptibility of LLMs to hallucination. While
emphasizing the vulnerabilities of LLMs, our goal
is to underscore their current limitations. However,
it’s crucial to address the potential misuse of our
findings by malicious entities who might exploit
AI-generated text for nefarious purposes, such as
designing new adversarial attacks or creating fake
news that is indistinguishable from human-written
content. We strongly discourage such misuse and
strongly advise against it.
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10 Frequently Asked Questions (FAQs)

✽ This study explores the unintended, neg-
ative aspects of hallucination; how about
the useful effects that arise as a result of
hallucination?
➠ While hallucinating has beneficiary effects
in some computer vision use cases, where
a generative vision model could perform in-
painting of an occluded content in an image or
generate an image of a scenario it hasn’t seen
in its training set (for example, a generated
image corresponding to the prompt, “water on
Mars”), but it is usually undesirable in the con-
text of the text. The downstream impact as a
result of the model’s is exacerbated by the fact
that there is a lack of a programmatic method
in the research community to distinguish the
hallucinated vs. factually correct output. For
this reason, this study focuses on characteriz-
ing the problem of hallucination particularly
in the context of text.

✽ Why do you select those 15 large lan-
guage models?
➠ We want to select several language models
with varying parameter sizes for our experi-
ments - ranging from large to small. Hence,
the above chosen 14 models consist of large
models like GPT-3 and smaller ones like T5
and T0.

✽ Why would HVI be a better hallucination
evaluation metric for the LLMs (as com-
pared to the existing ones like accuracy,
precision, recall, F1, etc.)?
➠ Although the commonly used evaluation
metrics like accuracy, precision, etc. can be
used for downstream tasks, HVI can be more
specifically used to determine the LLMs’ hal-
lucination tendency. HVI will serve as a uni-
form hallucination score for all the present and
future LLMs.
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Figure 9: Heatmap of MOS scores with 100 manually
assessed samples for each category by 5 annotators.

B Annotation Process, and agreement

In the initial in-house annotation phase, crowd-
sourcing platforms are acknowledged for their
speed and cost-effectiveness in annotation tasks.
Nevertheless, it’s crucial to acknowledge that they
may introduce noise or inaccuracies. To address
this, prior to engaging crowdsourcing services, we
conducted an in-house annotation process involv-
ing 1,000 samples.

C Paraphrasing

Coverage - Quantity of Significant Paraphrase
Generations: Our aim is to create up to 5 para-
phrases for each claim. Following the generation
of claims, we employ the Minimum Edit Distance
(MED) (Wagner and Fischer, 1974)—measured in
words, not alphabets. If the MED exceeds ±2 for
any paraphrase candidate (e.g., c − pc1) with the
claim, we include that paraphrase; otherwise, we
discard it. We assess all three models based on
their ability to generate a substantial number of
paraphrases.

Correctness - Accuracy in Paraphrase Gener-
ations: Post the initial filtration, we conduct pair-
wise entailment, retaining paraphrase candidates
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Figure 10: This figure shows the various parameters for
generating paraphrases.

marked as entailed by (Liu et al., 2019) (Roberta
Large), a state-of-the-art model trained on SNLI
(Bowman et al., 2015).

Diversity - Linguistic Variety in Paraphrase
Generations: Our focus is on selecting a model
capable of producing linguistically diverse para-
phrases. We assess dissimilarities among gen-
erated paraphrase claims—for instance, c − pcn,
pc1−pcn, pc2−pcn, and so on. This process is repeated
for all paraphrases, averaging out the dissimilarity
score. Lacking a specific dissimilarity metric, we
use the inverse of the BLEU score (Papineni et al.,
2002). This provides insight into how linguistic
diversity is achieved by a given model. Our ex-
periments reveal that gpt-4 performs the best, as
reported in the table. Additionally, we prioritize
a model that maximizes linguistic variations, and
gpt-4 excels in this aspect. A plot illustrating di-
versity versus all chosen models is presented in
Fig. 10.

D Dataset

The steps for creating positive-negative samples
and the pipeline are shown in Algorithm 1 and
Fig. 3.
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Figure 11: Similar person names.

E Longer embedding

Long-text embeddings are crafted to represent tex-
tual content and grasp the semantic essence of
lengthy passages. In contrast to conventional em-
beddings for shorter texts that might face chal-
lenges in preserving context, longer text embed-
dings shine in capturing information from detailed
articles, expansive books, or extensive documents.
Defined by higher dimensions, usually spanning
from 768 to 4096, they enable a nuanced under-
standing and the capture of relationships within
extended textual contexts.

Model Length

SFR-Embedding-Mistral 4096-dimensional embeddings over 32K tokens
e5-mistral-7b-instruct 4096-dimensional embeddings over 32K tokens
nomic-embed-text-v1 768-dimensional embeddings over 8K tokens
text-embedding-3-large 3072-dimensional embeddings over 8K tokens
jina-embeddings-v2-base 8192-dimensional embeddings over 8K tokens

Table 3: Examples of long-text embedding models.

E.1 Long-Text High-Dimensional
Embeddings

In the realm of NLP, the advent of long-text embed-
dings marks a pivotal evolution from traditional,
shorter embeddings, addressing critical limitations
and broadening the application spectrum. Long-
text embeddings, typically high dimensional rang-

ing from 768 to 4096 dimensions, have emerged
as a crucial innovation, primarily for their adept-
ness at encapsulating the semantics of extensive
texts, ranging from detailed articles to comprehen-
sive books. This capability significantly enhances
document-level understanding, allowing for a more
nuanced grasp of themes, narrative structures, ar-
gumentative patterns, etc. Moreover, the ability to
process and analyze texts in their entirety without
truncation reduces information loss, ensuring that
vital context and intricate details are preserved.
Long-text embeddings excel in capturing long-
distance relationships and dependencies within
texts, a feature that is instrumental for tasks requir-
ing deep contextual interpretation such as question
answering and textual entailment. Furthermore,
these embeddings facilitate complex analyses, in-
cluding thematic development, stylistic evolution,
and sentiment tracking across lengthy documents,
opening new avenues in literary analysis, histori-
cal research, and more. The shift towards longer
text embeddings thus represents a significant leap
forward in NLP, enabling more accurate, compre-
hensive, and sophisticated text processing and anal-
ysis, thereby overcoming the constraints posed by
shorter embeddings and unlocking new potentials
in understanding and leveraging large-scale textual
data. This deep-rooted understanding offered by
long-text embeddings is particularly beneficial for
tasks that require a holistic understanding of the
broader context, coupled with a nuanced under-
standing of the immediate topic at hand, to infer
factual irregularities and thus detect hallucinations.
Using the MTEB Leaderboard (Muennighoff et al.,
2022), we identified the top-performing long-text
embedding models as of this writing, with a max-
token limit ranging from 8K to 32K.

The list of sentences is below:

sent1: “The sun sets behind the mountains, cast-
ing a warm glow across the landscape. The sky
transforms into a canvas of vibrant hues, from fiery
oranges to soft purples. The air becomes cooler as
twilight descends upon the earth. Nature’s evening
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symphony begins, with the chirping of crickets
and the rustle of leaves in the gentle breeze. As
night falls, the world settles into a peaceful slum-
ber, awaiting the dawn of a new day.”

sent2: “As the sun dips beneath the silhouette of
the mountains, its departing rays blanket the land
with a comforting warmth, creating a picturesque
scene. Gradually, the sky undergoes a breathtaking
transformation, transitioning from the blazing bril-
liance of oranges to the soothing tones of purples,
creating a mesmerizing spectacle overhead. With
the fading light, a gentle coolness pervades the at-
mosphere, signaling the onset of twilight, a time
when the earth enters a state of tranquil transition.
Nature, in its evening rituals, orchestrates a harmo-
nious symphony, with the melodious chirping of
crickets and the gentle rustling of leaves accompa-
nying the fading daylight. And so, as the darkness
of night descends, the world surrenders to a serene
slumber, patiently awaiting the emergence of a new
dawn, heralding the promise of another day.”

sent3: “Behind the rugged peaks, the sun grace-
fully retreats, suffusing the landscape with a ra-
diant warmth that caresses every contour of the
earth. Across the vast expanse, the heavens burst
into an array of vibrant colors, from the fiery em-
brace of oranges to the tranquil embrace of purples,
painting a captivating tableau above. As daylight
wanes, a gentle chill creeps into the air, heralding
the arrival of twilight, a transitional phase where
the world pauses to catch its breath. Nature, in its
evening chorus, serenades the fading light with the
rhythmic chirping of crickets and the soft whispers
of leaves dancing in the breeze. And so, with the
advent of night, the world succumbs to a tranquil
slumber, embracing the promise of renewal with
each passing moment until the dawn of a new day
breaks upon the horizon.”

sent4: “The descent of the sun beyond the jagged
peaks casts a golden glow upon the land, envelop-
ing it in a serene embrace. Across the vast expanse
of the sky, a kaleidoscope of colors emerges, tran-

sitioning from the fiery intensity of oranges to the
gentle hues of purples and pinks, creating a breath-
taking panorama. With the fading light, a sense of
calmness descends, as the air grows cooler and the
world prepares for the arrival of twilight. Nature,
in its evening symphony, orchestrates a melodi-
ous chorus, with the chirping of crickets and the
rustling of leaves providing the soundtrack to the
fading day. And so, as night falls, the world set-
tles into a tranquil slumber, eagerly anticipating
the promise of a new beginning with the break of
dawn.”

sent5: “Behind the majestic peaks, the sun bids
adieu, casting a warm glow that envelops the land-
scape in a comforting embrace. The sky trans-
forms into a canvas of breathtaking beauty, with
hues ranging from the fiery brilliance of oranges
to the soft pastels of purples and pinks, creating a
mesmerizing display. As daylight fades, a gentle
coolness fills the air, signaling the arrival of twi-
light, a magical time when the earth transitions into
a state of serene tranquility. Nature, in its nightly
ritual, comes alive with the chirping of crickets and
the gentle rustling of leaves, as if bidding farewell
to the departing day. And so, as darkness descends,
the world settles into a peaceful slumber, eagerly
awaiting the dawn of a new day and the promise it
brings.”

sent6: “As the sun dips below the horizon, its fad-
ing rays cast a golden glow upon the land, imbuing
it with a sense of warmth and serenity. Above,
the sky transforms into a breathtaking tapestry of
colors, with vibrant oranges giving way to soft pur-
ples and pinks, painting a scene of unparalleled
beauty. With the onset of twilight, the air grows
cooler, enveloping the world in a gentle embrace
as it prepares for the night ahead. Nature, in its
nightly symphony, fills the air with the soothing
sounds of crickets chirping and leaves rustling, a
melodic accompaniment to the fading light. And
so, as night falls, the world settles into a peaceful
slumber, eagerly anticipating the dawn of a new
day and the endless possibilities it brings.”
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F Details of performance of FE

Entailment technique/ Imaginary Place Bothersome Temporal Avg.
Hallucination Type Figure Number Issue

Traditional entailment 0.44 0.49 0.23 0.12 0.32
Factual entailment 0.69 0.71 0.67 0.59 0.665

Table 4: Average overall performance improvement of
FE across all four hallucination categories.
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