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Abstract
Given the widespread use of LLM-powered
conversational agents such as ChatGPT, analyz-
ing the ways people interact with them could
provide valuable insights into human behav-
ior. Prior work has shown that these agents are
sometimes used in sexual contexts, such as to
obtain advice, to role-play as sexual compan-
ions, or to generate erotica. While LGBTQ+
acceptance has increased in recent years, dehu-
manizing practices against minorities continue
to prevail. In this paper, we hone in on this
and perform an analysis of dehumanizing ten-
dencies toward LGBTQ+ individuals by human
users in their sexual interactions with ChatGPT.
Through a series of experiments that model var-
ious concept vectors associated with distinct
shades of dehumanization, we find evidence of
the reproduction of harmful stereotypes. How-
ever, many user prompts lack indications of de-
humanization, suggesting that the use of these
agents is a complex and nuanced issue which
warrants further investigation.

1 Introduction

Large Language Models (LLMs) have undoubtedly
changed the way people interact with their comput-
ing hardware and software. These tools have seen
widespread adoption in recent months to help write
research papers (Liang et al., 2024), improve the
individual journaling experience for better mental
health (Nepal et al., 2024) and help with creative
writing tasks (Grigis and Angeli, 2024), among
other activities. Therefore, examining human inter-
actions with LLM-powered conversational agents
such as ChatGPT may provide valuable insights
into human behavior (Zhou et al., 2024).

Sometimes the use cases of LLM-powered con-
versational agents are sexual. For example, they
are used to obtain sexual information and advice,
as romantic or sexual companions, and to gener-
ate erotica and pornography (Döring et al., 2024).
As evidence of this, Mireshghallah et al. (2024)

labeled a sample of 5k user-generated ChatGPT
prompts, reporting that 6.3% of the inputs con-
tained sexual and erotic content.

Past work has analyzed porn consumption as a
means to study sexual behavior (Hald, 2006; Har-
vey, 2020). Doing so can evade the limitations
of more traditional sexual studies such as experi-
mentation, which demands time-consuming plan-
ning to comply with ethical guidelines (Pearson
and Curtis, 2025). Like studying porn, analyzing
sexual conversations between users and conversa-
tional agents may be a viable way to study sexual
behavior. Because this type of study doesn’t re-
quire deploying surveys–the traditional method for
studying porn consumption–it may surpass the ad-
vantages of studying porn in terms of scalability
and ease of study. It also has the added advantage
of rich textual data exemplifying the ways people
think and talk about sex. This type of sexual expe-
rience will be more tailored to the user’s particular
wants than porn, and therefore potentially more
informative to study.

It has long been recognized that, though porn
can serve as a safe space for the queer community
(Flory, 2024), the representation of LGBTQ+ peo-
ple in mainstream porn can be problematic (Harvey,
2020). For example, transgender people may be
dehumanized by being overly-objectified (Anzani
et al., 2021). Lesbian representation in mainstream
porn largely caters to the male gaze, leading to
fetishization (Smyth, 1990; Collins, 1998; Webber,
2013). Though generally thought of as less prob-
lematic, male gay porn has been critiqued for rein-
forcing homophobia (Corneau and van der Meulen,
2014).

Like porn, erotic conversational agents have their
advantages for queer populations, such as provid-
ing emotional support (Lissak et al., 2024). How-
ever, we seek to understand whether–in spite of
these positive effects–problematic representations
of LGBTQ+ people observed in porn can also be
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found in user prompts with conversational agents.
To this end, the main contributions of this work
include: (1) an analysis of the way users represent
LGBTQ+ people in sexual interactions with Chat-
GPT using an extended version of Mendelsohn et al.
(2020)’s pre-existing framework for identifying de-
humanizing language and (2) a discussion of our
findings that motivates further exploration of sex-
ual interactions with LLM-powered conversational
agents.

2 Related Work

In this section we cover the background on LLMs
and sexuality, discuss NLP for queer sociolinguis-
tics and cover prior dehumanization work.

2.1 LLMs and Sexuality
Erotic conversational agents are increasing in popu-
larity; male and queer audiences are common early
adopters (Gesselman et al., 2023). Döring et al.
(2024) identified several sexual use-cases for these
agents, such as for sexual education and therapy.
Other work in this vein has evaluated LLMs’ un-
derstanding of sexual consent (Marcantonio et al.,
2023), sexual medical information (Seyam et al.,
2024; Caglar et al., 2023), their ability to act as
therapists (D’Souza et al., 2023; Vowels, 2024) and
their biases (Organization, 2022; Dhingra et al.,
2023; Wan et al., 2023; Kotek et al., 2023). Though
many studies focus on the LLM component of these
interactions, few have examined the phenomena as
a way to understand human sexuality. As Pear-
son and Curtis (2025) argue, this could be a rich
research opportunity (Hald, 2006).

2.2 NLP for Queer Sociolinguistics
Several works have used NLP techniques to ana-
lyze linguistic phenomena related to the LGBTQ+
population. Andersen et al. (2024) analyzed the
Twitter discourse around the Mexican Spanish-
speaking LGBTQ+ community over ten years. By
mapping how the polarity of some nouns related to
the LGBTQ+ community has evolved in conversa-
tional settings, the authors found that, on average,
the analyzed tweets had a negative polarity. Further-
more, the authors revealed that the nouns related
to the trans community have seen the greatest in-
crease in usage for the time range and subgroups
represented in their corpus. Locatelli et al. (2023)
performed a cross-lingual analysis of LGBTQ+ dis-
course on Twitter across seven languages during
the 2022 Pride month. Their results indicate that

homotransphobia is a global problem that takes on
distinct cultural expressions. In line with the pa-
per presented by Andersen et al. (2024), Locatelli
et al. (2023) found that derogatory language toward
LGBTQ+ people is present in the seven languages
they studied while being especially prevalent in
Italian and French.

2.3 Dehumanization and Language

Haslam (2006) presents two types of dehumaniza-
tion explored in prior work: animalistic (likening a
target group to animals) or mechanistic (treating a
target group as machines or inanimate objects). For
example, Tutsis in Rwanda were explicitly com-
pared to cockroaches in propaganda leading up to
the 1994 genocide (Harris and Fiske, 2011). They
propose that these types of dehumanization can
also occur in subtler cases in which groups are not
sufficiently attributed human qualities. For exam-
ple, feminist work has discussed dehumanization in
porn through the sexual objectification of women
(Zhou et al., 2021); these women are stripped of
human qualities such as emotionality. Cascalheira
and Choi (2023), in their study of dehumanization
of transgender people, echo that sexual objectifica-
tion is an important element of dehumanization and
can have negative impact on mental health (Anzani
et al., 2021).

Mendelsohn et al. (2020) built on Haslam (2006)
to present a computational framework for identify-
ing dehumanizing language. They analyzed men-
tions of LGBTQ+ individuals in the New York
Times over 30 years (1986 to 2015), finding de-
creasing association of LGBTQ+ groups with de-
humanizing elements such as vermin metaphors
and moral disgust. Giorgi et al. (2023) used this
framework for their analysis of the dehumanization
of those who use substances in U.S. news media.
Burovova and Romanyshyn (2024) take another
approach in their analysis of the dehumanization
of Ukrainians on Russian Social Media, using a
sentence-level binary classifier to identify dehu-
manization. To our knowledge, this work is the
first to leverage this type of computational frame-
work to examine dehumanization in erotic content.

3 Data

We conduct our analysis on a filtered portion of
the WildChat-1M-Full dataset (Zhao et al., 2024),1

1https://huggingface.co/datasets/allenai/
WildChat-1M-Full?not-for-all-audiences=true
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which contains 1 million conversations between
users and OpenAI’s GPT-3.5 and 4. We filter the
dataset to only include conversations in English
which have been marked by the included OpenAI
Moderation results as containing sexual content.
Because we are interested in studying how humans
characterize those from LGBTQ+ communities
(rather than how LLMs do), we remove all sys-
tem responses from the set. The resulting dataset
contains approximately 38 thousand unique user
turns from sexual conversations.

To identify mentions of various groups, we build
a lexicon based on the Textual Identity Detection
and Augmentation Lexicon (TIDAL),2 a dataset
formed to enable automatic detection of identity la-
bels (Klu and Sethi, 2023). It has coverage for iden-
tity groups including race, nationality, ethnicity,
sexual orientation, gender identity, gender expres-
sion, sex characteristics and religion; it includes
slurs. Because our vector approaches (discussed
in Section 4) rely on word embeddings, we only
consider single-word nouns. Based on these words,
we formed lexicons to identify mentions for seven
groups: LGBTQ+, LGB, Transgender, Gay Men,
Lesbian, Bisexual, and Heterosexual. Word lists
for each group are included in Appendix A.1.

4 Measuring Dehumanization

Mendelsohn et al. (2020) present a structure for
analyzing dehumanization in media. They outline
several elements of dehumanization from prior so-
cial psychology literature including: a) negative
evaluation of a target group, b) moral disgust, and
c) vermin as a dehumanizing metaphor. We follow
their framework for analyzing each element and
add an additional component: d) objectification.

(a) Negative Evaluation of a Target Group
Prior work shows that negative evaluations of a
target group contribute to the dehumanization of
the group (Haslam, 2006). To quantify this, we
complete a simple per-sentence sentiment analysis
with the SiEBERT model (Hartmann et al., 2023).3

To obtain a sentiment score for each group label,
we average over the scores for every sentence con-
taining a term associated with the group.

(b) Moral Disgust To identify moral disgust
associated with each group–another indicator of

2https://github.com/google-research-datasets/
TIDAL

3https://huggingface.co/siebert/
sentiment-roberta-large-english

dehumanization–we lean on lexicons created by
Graham et al. (2009) for each dimension from
Moral Foundations theory (Haidt and Graham,
2007). Specifically, we use all words from the
“moral disgust lexicon”, which includes about 80
words such as obscene, sin, and sick (see full lexi-
con in Appendix A.1). We train a word2vec skip-
gram model4 on our dataset to create a moral dis-
gust “concept vector” by averaging the embeddings
for all moral disgust words (Mikolov et al., 2013).
Then, we measure the cosine distance between this
concept vector and concept vectors for all groups.
We compare these distances to a “neutral” concept
vector, constructed by averaging the embeddings
for the words person, people, individual, and indi-
viduals.

(c) Vermin Metaphor Another way people are
dehumanized is when they are robbed of human
traits and attributed those of animals such as vermin
(Haslam, 2006). To measure the association of
different groups with vermin in the dataset, we
repeat our method for measuring moral disgust–
we create a vermin concept vector by averaging
the word embeddings for vermin words (vermin,
rodent(s), rat(s), mice, cockroach(es)) and measure
cosine distance between this vector and the concept
vectors for the group labels.

(d) Objectification Haslam (2006) discusses
mechanistic dehumanization, or treating a target as
an inanimate object. This is related to sexual ob-
jectification, and thus pertinent to our analysis. We
measure the association of different groups with
objects in the dataset. We repeat our method for
measuring vermin metaphor and moral disgust–we
create an object concept vector by averaging the
word embeddings for “object” words including it,
that, this, thing, things, object, objects, item, items,
machine, and machines. Then we measure the co-
sine distance between this and the group concept
vectors.

5 Dehumanization of LGBTQ+ People in
Wildchat

In our analysis of the dehumanization of LGBTQ+
people in user prompts in the sexual subset of the
Wildchat dataset, we unveil a number of interest-
ing insights which point to diverse portrayals of

4https://radimrehurek.com/gensim/models/
word2vec.html
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LGBTQ+ groups in human interactions with LLM-
powered agents.

LGBTQ+ people are objectified less than “neu-
tral” terms. In Figure 1, we find evidence that
LGBTQ+ terms are used in less similar contexts
to object words than the predetermined “neutral”
terms. The Vermin Metaphor results (shown in Fig-
ure 6), show that all LGBTQ+ word groupsw are,
on average, used in less similar context to vermin
words than the “neutral” terms. In Figure 7, we
find that some of the group vectors have a smaller
cosine distance to the “Moral Disgust” concept vec-
tor, while others (including “Bisexual” and “Gay
Men”) have slightly longer distances. Collectively,
these results seem to indicate that these groups are
characterized with similar levels of, or less, dehu-
manizing language than the terms person, people,
individual, and individuals.

Dehumanization is relatively similar across
groups. The “vermin”, “object”, and “moral dis-
gust” vectors exhibit similar cosine distances to
the vectors associated with each subgroup in the
LGBTQ+ acronym. While some groups may be de-
humanized more, the differences are not stark. This
indicates that on average, when people ask Chat-
GPT to generate text with LGBTQ+-related erotic
content, they tend to dehumanize every subgroup
in a similar measure.

However, some terms, such as “twink” and “fag-
got”, exhibit the longest cosine distance from the
moral disgust concept vector when compared to all
the other terms in the LGBTQ+ category, indicat-
ing a semantic shift in these terms. One possible
reason for this is that societal acceptance of gay
men has led some ChatGPT users to view them in
a more positive and sexually desirable way. The
same cannot be said for other LGBTQ+ groups.

Transgender and lesbian populations are dehu-
manized more than other groups. In line with
patterns in mainstream porn, we find that lesbian
and transgender people are stripped of human qual-
ities more often than other groups. In Figure 7
we observe that the “Transgender” group vector is
more closely related to the moral disgust concept
vector than any other group vector. The “Lesbian”
group vector is also situated nearer the “moral
disgust” concept vector than the “neutral” vector.
These groups also face more negative evaluations,
as shown in Figure 2.

Figure 1: Cosine distance from Object Concept Vector
to each subgroup. An average distance over all terms in
the category is shown.

Figure 2: Distribution of sentiment scores for each
group. Mean score is calculated over the sentiment
labels for sentences containing a term in the group.

Outdated terms are used in more dehumanizing
contexts. In line with Mendelsohn et al. (2020)’s
findings in their analysis of dehumanization in U.S.
news media, outdated terms used to refer to people
from the LGBTQ+ community are used in more de-
humanizing ways than other terms, such. For exam-
ple, the terms “homosexual” and “hermaphrodite”
are generally considered to be outdated and offen-
sive.5. These words are more closely associated
with the vermin, object, and moral disgust concept
vectors than other LGBTQ+ terms (Figures 3, 4,
and 8).

Some interactions represent LGBTQ+ people
in more positive ways. Finally, we remark that
the various concept vectors we model here–which

5https://glaad.org/reference/terms/
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Term(s) User Prompt Dehumanization

Twinks
The twinks and Shrek are relaxing in bed au naturel and snacking on roasted fish (that died from Shrek
farting in a pond during his morning bath with the twinks, and he later cooked up for them) as they chat
while Shrek couples with one of them (describe Shrek’s physique and butt).

Some

Lesbian

She very slowly begins to realize she is attracted to girls, at first denying it, but very slowly accepting
that she is a lesbian and eventually finds a girlfriend named Lola who is just like her, physically and
mentally, and they begin dating, and after months of dating, on a date while walking through the park,
she got on one knee and proposed, to which her girlfriend immedietly responded with a yes.

No

Lesbian,
Hetero

Write a chapter of 1000 words about a hot lesbian couple that love to do lesbian acts in front of hetero
men.

Yes

Table 1: Selected examples of terms in user prompts.

Figure 3: Cosine distance from the Moral Disgust vector
to the vector of terms in the LGBTQ+ category.

reveal dehumanizing language targeted at the
LGBTQ+ population–indicate that not all interac-
tions are dehumanizing LGBTQ+ people. This is
further evidenced by some of the selected examples
included in Table 1.

As a result, our analysis does not yield one sin-
gle, binary conclusion about the ways in which
LGBTQ+ are being characterized by users in in-
teractions with AI-powered agents. Rather, it re-
inforces that the conversation around sexual inter-
actions with these agents, much like around porn,
must remain complex and nuanced. Though we
find evidence of dehumanizing language in our
quantitative and qualitative analysis–which seems
to mirror the demand for this type of content in
mainstream porn (Anzani et al., 2021; Webber,
2013)–we also find content that is more uplifting.
We suggest that this could be further evidence that
these agents are helpful tools actively being used
by those who cannot find proper representation
of their desires in mainstream media (Gesselman
et al., 2023).

Figure 4: Cosine distance from the Vermin vector to the
vector of terms in the LGBTQ+ category.

6 Conclusion

Motivated by our findings, we call attention to fur-
ther studying how conversational agents facilitate
or hinder marginalized groups’ representation in
sexual contexts. We propose extending this work
to explore representation across lines of race and
gender. Our findings also suggest that it may be
informative to expand our focus past dehumanizing
language to study other possible modes of repre-
sentation.

By understanding how people reproduce harm-
ful stereotypes–or not–in their prompting practices
of erotic text, we could develop safeguards to mini-
mize the dehumanization of the LGBTQ+ commu-
nity, while promoting the use of these tools among
LGBTQ+ individuals who cannot find proper rep-
resentation of their desires in traditional media.

7 Limitations

The findings reported in this paper are based on
a subset of human-generated ChatGPT prompts.
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Therefore, claiming that these can be generalized
to every interaction with every commercial LLM
is inaccurate. Further analyses with data gathered
from a longer timespan and multiple LLMs could
support or refute the claims we report here. Further-
more, given the time and computational constraints,
we limit our studies to only a subset of the original
WildChat-1M-Full dataset.

Another noteworthy limitation of this work is
the language diversity in our data. We limited our
experiments to prompts written in English, ignoring
the existing epistemic diversity in human-agent
interactions.

We also acknowledge the tendency of automatic
sentiment analysis to ignore in-group mentions of
slurs. Therefore, the sentiment scores may be neg-
atively biased when slurs are present.
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A Appendix

A.1 Lexicons

Vermin vermin, rodent, rodents, rat, rats, mice,
cockroach, cockroaches, termite, termites, bedbug,
bedbugs, fleas

Moral Disgust disgust*, deprav*, disease*, un-
clean*, contagio*, indecen*, sin, sinful*, sinner*,
sins, sinned, sinning, slut*, whore, dirt*, impiety,
impious, profan*, gross, repuls*, sick*, promiscu*,
lewd*, adulter*, debauche* , defile*, tramp, pros-
titut*, unchaste, intemperate, wanton, profligate,
filth* , trashy, obscen*, lax, taint*, stain*, tarnish*,
debase*, desecrat*, wicked*, blemish, exploitat*,
pervert, wretched*

Neutral person, people, individual, individuals

Object it, that, this, thing, things, object, objects,
item, items, machine, machines

Groups

LGBTQ+ lgbt, lgbtq, lgbtqs, lgbts, bisex-
ual, bisexuals, gay, gays, homosexual, homosex-
uals, lesbian, lesbians, ftm, ftms, mtf, mtfs, trans,
transes, transgender, transgenders, hermaphrodite,
hermaphrodites, trannies, tranny, transexual,
transexuals, transman, transmen, transwoman,
transwomen, transsexual, transsexuals, pansexual,
pansexuals, nonbinaries, nonbinary, bi, bis, butch,
butches, dyke, dykes, faggot, faggots, homo, homos,
lesbo, lesbos, lgbtqia, lgbtqias, poly, polys, twink,
twinks

LGB bisexual, bisexuals, gay, gays, faggot,
faggots, homo, homos, twink, twinks, homosex-
ual, homosexuals, lesbian, lesbians, butch, butches,
dyke, dykes, lesbo, lesbos

Transgender ftm, ftms, mtf, mtfs, trans,
transes, transgender, transgenders, hermaphrodite,
hermaphrodites, trannies, tranny, transman, trans-
men, transwoman, transwomen

Gay Men gay, gays, faggot, faggots, homo,
homos, twink, twinks

Lesbian lesbian, lesbians, butch, butches,
dyke, dykes, lesbo, lesbos

Bisexual bi, bis, bisexual, bisexuals

Heterosexual hetero, heteros, heterosexual,
heterosexuals

Figure 5: Sentiment score for each group. The score is
calculated by taking an average over the sentiment labels
(-1 for negative and 1 for positive) for all sentences
containing a term in the group category.

Figure 6: Cosine distance from Vermin Concept Vector
to each subgroup. Subgroup distance is calculated by
averaging over the distance of each term in the subgroup
to the concept vector.
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Figure 7: Cosine distance from Moral Disgust Concept
Vector to each subgroup. Subgroup distance is calcu-
lated by averaging over the distance of each term in the
subgroup to the concept vector.

Figure 8: Cosine distance from Object Concept Vector
to each term in the LGBTQ+ category. An average
distance over all terms in the category is shown.
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