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Abstract

Training large language models requires
vast amounts of data, posing a challenge
for less widely spoken languages like Nor-
wegian and even more so for truly low-
resource languages like Northern Sámi. To
address this issue, we present a novel three-
stage continual training approach that sub-
stantially improves the downstream per-
formance together with the inference ef-
ficiency for the target languages. Based
on our findings, we train, evaluate, and
openly release a new generative language
model for Norwegian Bokmål, Nynorsk,
and Northern Sámi with 11.4 billion pa-
rameters: NorMistral-11B.

1 Introduction

The development of large language models typi-
cally requires massive amounts of training data,
which benefits wide-spread languages such as En-
glish, but poses a significant challenge for less
widely spoken languages. Norwegian, with its two
written standards Bokmål and Nynorsk,1 currently
has approximately 24B words available in our fil-
tered text collection – about three orders of magni-
tude less than English (Penedo et al., 2024). The
situation is even more challenging for Northern
Sámi with only 40 million words available.2

1While Bokmål is the main variety, roughly 15% of the
Norwegian population uses Nynorsk. The two varieties are so
closely related that they may be regarded as ‘written dialects’,
but the lexical differences can be relatively large.

2The Sámi languages are a group of Uralic languages, of
which Northern Sámi is the most widely used variant. With
the number of speakers estimated to be between 15,000 and
25,000 in total across Norway, Sweden and Finland, it is still
considered to be an endangered language. As the Sámi people
are recognized as an Indigenous people in Norway, Sámi has
status as an official language along with Norwegian.

To address this data scarcity, we propose a novel
approach combining three key elements: knowl-
edge transfer from existing models, data augmen-
tation with related languages, and targeted upsam-
pling. This method enables us to train an 11.4B-
parameter model that achieves state-of-the-art per-
formance across Norwegian language tasks while
obtaining strong capabilities in Northern Sámi. The
three main research contributions of this paper can
be summarized as follows:

1. Novel training method for data-constrained
language models We propose a three-stage
training method for efficient adaptation of ex-
isting language models to lower-resource lan-
guages. Our results demonstrate that this ap-
proach works well for adapting a Mistral model
to Bokmål, Nynorsk and Northern Sámi. Our
model achieves the state-of-the-art performance
on tasks requiring deep linguistic understanding
and world knowledge in Norwegian contexts –
while being more than 30% faster than the origi-
nal Mistral model on Norwegian inputs.

2. Flexible masked-causal model We train a
general language model that can act as a causal
generative model as well as a fully-bidirectional
embedding model. This approach allows it to
be used as any other generative model while
allowing future usage as a finetuned encoder
model.

3. Truly open source We openly release
NorMistral-11B under a permissive Apache 2.0
license – https://hf.co/norallm/normistral-11b-

warm – as well as three smaller 7B-parameter
models and a new corpus for Northern Sámi.
The model is trained on fully transparent cor-
pora and evaluated on a robust set of prompts
that are included in the paper. The training
and evaluation scripts are available at https:

//github.com/ltgoslo/norallm.
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Figure 1: Language composition of training corpus The left figure shows the proportions of languages
in the final corpus mixture, with the target languages of Norway in blue, related languages in red, and other
data sources in gray. The right figure then displays the upsampling factors used to get the aforementioned
proportions.

In the following sections, we first describe the train-
ing corpus of NorMistral-11B in Section 2; then
the training and evaluation methodology of this
model in Section 3. In Section 4, we then evaluate
this model and compare it against other existing
models. The following Section 5 then goes into
more detail by testing the training choices in our
methodology.Section 6 describes previous works
that inspired this paper. Additional appendices then
offer further analyses and a detailed description of
the evaluation setup.

2 Training corpus

Our goal is to train a model for the official lan-
guages of Norway. However, this task is made dif-
ficult by the uneven distribution of these languages
and the fact that there is only about 24 billion words
in these languages available in the publicly accessi-
ble high-quality corpora (see below).

2.1 Combating the data constraints
24B words is about three orders of magnitude less
than what is currently available for English lan-
guage models (Penedo et al., 2024). Assuming the
Chinchilla scaling laws (Hoffmann et al., 2022), we
could ‘optimally’ train only a 1-billion-parameter
model on such a small dataset. However, we are
able to train a much larger model due to: 1 trans-
ferring knowledge from a model already trained
on a large English-centric corpus; 2 augment-
ing the corpus with other related Scandinavian lan-
guages (Danish, Swedish, Icelandic, and Faroese),

as well as English and programming code (Luukko-
nen et al., 2024); 3 further increasing the size
by repeating the data in target languages – this
follows the data-constrained scaling laws by Muen-
nighoff et al. (2023), which showed that four repe-
titions do not have any noticeable negative effects
on the regular scaling laws. The resulting corpus of
250B non-unique tokens is then ‘compute-optimal’
for the 11.4B parameters of our model (Hoffmann
et al., 2022). In the previous work, the NorGPT-
23B LLM trained on the available Norwegian data
by Liu et al. (2024a) did not outperform smaller
3B models. Similarly, for Finnish, Luukkonen et al.
(2023) reported a decrease in performance when
moving from 8B to 13B parameters on a similarly
sized corpus. These observations support our deci-
sion not to move beyond the 11B size.

2.2 Combating the uneven distribution

We target Norwegian and Sámi, the two official
languages of Norway. Specifically, we target the
Bokmål written variant of Norwegian with 24 bil-
lion words in our corpus, the Nynorsk variant with
0.5 billion words, and Northern Sámi, which has
only 40 million words in our corpus collection. To
mitigate the large size differences, we further up-
sample the two lower-resource languages (Conneau
et al., 2020). To avoid overfitting on many repeti-
tions of the same data, we follow the experimental
results in Muennighoff et al. (2023) and repeat the
data at most 16 times. This approach yields the
final language proportions shown in Figure 1.
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Figure 2: Three-stage continual pretraining We propose a novel continual pretraining pipeline
consisting of 1 creating a new tokenizer optimized for the training corpus, 2 realigning the embedding
weights to the new tokens, and 3 training the full language model. Arrows symbolize changes between
stages, while double-lines represent no changes.

2.3 Data sources

Existing corpora We source most of the data
from existing publicly available corpora: 1 Bok-
mål and Nynorsk filtered from the public sources
with permissive licenses from the Mímir Core cor-
pus from de la Rosa et al. (2025), which itself
consists of the Norwegian Colossal Corpus (NCC;
Kummervold et al., 2022), CulturaX (Nguyen et al.,
2023), and the HPLT corpus v1.2 (de Gibert et al.,
2024); 2 Bokmål, Nynorsk, Swedish, Danish, and
Icelandic from CulturaX (Nguyen et al., 2023); 3

high-quality English from FineWeb-edu (Penedo
et al., 2024); 4 code from the high-quality part
of Stack v2 (Lozhkov et al., 2024); 5 Faroese and
Northern Sámi from Glot500 (ImaniGooghari et al.,
2023); and 6 Northern Sámi from the SIKOR free
corpus (Giellatekno and Divvun, 2016).

Web crawl for Sámi The only exception to us-
ing existing resources is a part of the Sámi cor-
pus. To obtain more texts for this low-resource
language, we conducted a web crawl through ad-
missible web pages in Northern Sámi. The crawl
was seeded from the external links of the Sámi
Wikipedia and continued with a breadth-first search
through webpages that were identified as Northern
Sámi using GlotLID (Kargaran et al., 2023) and
that allowed crawling according to their Robots Ex-
clusion Protocol. The raw HTML documents were
converted into natural text using Trafilatura (Bar-
baresi, 2021). We have published the web-crawled
texts (fuzzy deduplicated at the document level)
online at https://hf.co/datasets/ltg/saami-web. In
total, it contains about 13 million whitespace-
separated words.

3 Training and evaluation of NorMistral

This section describes the training and evaluation
pipeline of NorMistral-11B; a continually trained
Mistral-Nemo-Base-2407 language model.3 The
presented methods are evaluated later in Section 5.

3.1 Three-stage continual pretraining
Our aim is to model three lower-resource languages.
To achieve this, we rely on models initially trained
on more resource-rich languages and continually
train them on our corpus. In order to get a model
that works efficiently for the target language, we
propose a novel three-stage training process, which
consists of tokenizer change, embedding update,
and full training (Figure 2).

Stage 1: Tokenizer change Before training the
language model, we create a new subword tok-
enizer optimized for the target distribution of lan-
guages. While keeping the original tokenizer might
not necessarily worsen performance, the main goal
of this step is to improve the efficiency of training
and inference. As evident from Table 1, the new
tokenizer produces 30% shorter sequences on av-
erage, which translates to more than 30% faster
inference time; while requiring 800 million less
parameters due to the smaller vocabulary size. We
measure the inference speed-up on a downstream
task in Appendix A, confirming the theoretical ben-
efits.

The tokenizer is optimized for the entire training
corpus via the greedy byte-pair encoding algorithm
(BPE; Gage, 1994). We use the same tokenizer

3Available on HuggingFace at hf.co/mistralai/
Mistral-Nemo-Base-2407
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definition as the original Mistral-Nemo-12B: byte-
level BPE tokenizer without any Unicode normal-
ization and with a fairly complex pretokenizer reg-
ular expression. The pretokenizer splits numbers
into individual digits as in Chowdhery et al. (2024).
Note that the tokenization is completely lossless
and reversible as out-of-vocabulary characters can
be split into individual UTF-8 bytes that are always
in-vocabulary as atomic tokens.

Stage 2: Embedding update Since all tokens
are changed in the previous stage, we need to up-
date the input and output embedding weights next.
While it is possible to skip this stage and simply
continue training the full model, misaligned embed-
dings lead to a large initial loss spike, to large (es-
sentially random) gradients for the non-embedding
parameters, and thus to catastrophic forgetting (Mc-
Closkey and Cohen, 1989). Instead, we follow the
tokenizer adaptation method by de Vries and Nis-
sim (2021), aligning the embedding parameters by
continually training the language model for 1 000
steps with frozen non-embedding parameters.

The initial token embeddings are transferred
from the original embedding matrix (Gu et al.,
2018; Wang et al., 2019). Since we use the same
tokenizer type as the original Mistral model, many
tokens are present in both vocabularies; the embed-
dings for these are initialized by as direct copies
of the original vectors. Tokens not present in the
original vocabulary are tokenized (with the original
tokenizer) to obtain sub-tokens within the vocabu-
lary; the embedding vectors are then initialized by
taking the average of the sub-token embeddings.

Stage 3: Full training After realigning the em-
bedding vectors, we continue by unfreezing the
remaining parameters and training the full model.

The transformer architecture is inherited from
the original Mistral model (Jiang et al., 2023),
which is based on the improved Llama architec-
ture (Touvron et al., 2023). This mainly entails: 1

pre-normalization with the RMSNorm function for
improved training stability (Nguyen and Salazar,
2019; Zhang and Sennrich, 2019), 2 SwiGLU ac-
tivation function for improved expressive power
of the feed-forward modules (Shazeer, 2020), 3

rotary positional embeddings for their ability to
generalize to longer sequences (Liu et al., 2024b;
Su et al., 2021), and 4 grouped-query attention for
improved inference efficiency (Ainslie et al., 2023).
The remaining architectural details are based on

Tokenizer # tokens NOB NNO SME

Mistral-Nemo-12B 131 072 1.79 1.87 2.63
NorMistral-11B 51 200 1.22 1.28 1.82

Table 1: Tokenizer statistics The vocabulary
size and subword-to-word split ratios of different
tokenizers for Bokmål (NOB), Nynorsk (NNO) and
Northern Sámi (SME). Lower split ratios result
in shorter subword sequences and thus in faster
training and inference.

the original transformer design by Vaswani et al.
(2017). The hidden dimension is set to 5 120, the
intermediate one to 14 336, and there are 40 layers
in total. The attention modules have 32 query heads
and 8 key & value heads, each of dimension 128.
There are 51 200 tokens in the subword vocabulary.

We trained the model on 250 billion tokens,
which equates to 60 000 steps of 1 024 × 4 096 to-
kens (number of samples × sequence length). We
used the trapezoidal learning-rate schedule with a
peak learning rate of 1 · 10−4, 1 000 warm-up steps
and 10 000 decay steps; this schedule allows for
further pretraining of this model on more tokens in
the future (Hägele et al., 2024). The optimization
was performed using AdamW (Loshchilov and Hut-
ter, 2019), with β1 = 0.9, β2 = 0.95, ϵ = 10−8,
and weight decay of 0.1. No dropout was applied.

The computations were conducted on 256 AMD
MI250X GPUs and used 55 000 GPU hours in to-
tal – which equals to 8.5 days of runtime on the
distributed setup. The model was trained with a
reduced bfloat16 precision and the parameters
were sharded with model parallelism – pipeline
parallelism of 2, tensor parallelism of 2, and a zero-
redundancy optimizer (Rajbhandari et al., 2020;
Rasley et al., 2020; Shoeybi et al., 2020). The over-
all theoretical computation cost of the training was
1.7 · 1022 FLOPs, with an average of 38% model
FLOP/s utilization (MFU) on the actual hardware.

3.2 Hybrid masked-causal language modeling

While causal LMs have recently become very popu-
lar, the limited unidirectional text processing limits
their learning abilities (Lv et al., 2023) and ex-
pressive power (Ewer et al., 2024); especially for
finetuning (Devlin et al., 2019; Raffel et al., 2020).
Furthermore, it has been recently demonstrated
that fully-bidirectional masked models share the
same generative abilities, but without limitations
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Figure 3: Inference modes of NorMistral-11B The hybrid masked-causal pretraining allows the model
to be more flexible during inference. It can not only serve as a unidirectional causal language model (left),
but also as a fully bidirectional masked language model (middle), or as a partially bidirectional prefix
language model (right). The diagrams illustrate possible attention connections.

of causal models (Samuel, 2024). Following this
observation, we train a model that can be flexibly
used as a masked or causal language model.

Training objective We combine two training ob-
jectives during pretraining : the standard causal lan-
guage modeling one as well as masked next-token
prediction (MNTP; BehnamGhader et al., 2024;
Lv et al., 2023), a variation of masked language
modeling where the next token is predicted rather
than the current one (see Masked LM (shifted) in
Figure 3). This has been used by Charpentier and
Samuel (2024), with evidence of providing better
causal modeling quality and increased finetuning
performance. We trained with 90% causal LM and
10% MNTP. This ratio is rather conservative – to
teach the model bidirectional processing without
drifting too much from its original training objec-
tive.

3.3 Experimental Setup
We compare the performance of NorMistral-11B
with publicly available LMs using NorEval,4 an
open-source framework for evaluating Norwegian
generative LMs built on lm-evaluation-harness
(Gao et al., 2024). The evaluation is run in k-shot
scenarios with k ∈ {0, 1, 16} on ten benchmarks.
We report the maximum k for each benchmark
across a set of prompts, which depends on the avail-
ability of a training/development set for demonstra-
tion examples and on the average length of these
examples.

Baselines We use seven pretrained LMs of com-
parable size accessed via the Transformers li-

4github.com/ltgoslo/noreval

brary (Wolf et al., 2020) as our baselines: NorwAI-
-Mistral-7B, NorwAI-Llama2-7B, normistral-
-7b-warm, NorGPT-3B (Liu et al., 2024a), Viking-
-7B, Viking-13B, and Mistral-Nemo-12B.

Benchmarks The models are evaluated only on
datasets created by native speakers. We consider
the following language understanding and genera-
tion tasks: 1 reading comprehension (NorQuAD;
Ivanova et al., 2023 & Belebele; Bandarkar et al.,
2024), 2 sentiment analysis (NoReC; Velldal
et al., 2018), 3 commonsense reasoning (NorCom-
monsenseQA; Mikhailov et al., 2025), 4 world
knowledge (NRK-Quiz-QA & NorOpenBookQA;
Mikhailov et al., 2025), 5 summarization (Nor-
Summ; Touileb et al., 2025), 6 grammatical error
correction (ASK-GEC; Jentoft, 2023), 7 language
identification (SLIDE; https://github.com/ltgoslo/
slide), and 8 translation (Tatoeba; Tiedemann,
2020). NorEval provides a set of task-specific 4–
6 prompts written by Norwegian native speakers,
which allows to account for prompt sensitivity (Lu
et al., 2024). More details about each task with a
complete list of prompts are given in Appendix B.

4 Results

We report the aggregated evaluation results in Ta-
ble 2 and fine-grained evaluation results in Ap-
pendix B. Overall, we see a positive indication of
NorMistral-11B being a strong Norwegian model
as it outperforms other evaluated systems on the
majority of tasks.

Comparison to the base model Even though
Mistral-Nemo-12B is an English-centric model, it

577

https://github.com/ltgoslo/noreval
https://github.com/ltgoslo/slide
https://github.com/ltgoslo/slide


Benchmark Language N
or

M
is

tr
al

-1
1B

N
or

w
A

I-
M

is
tr

al
-7

B

N
or

w
A

I-
L

la
m

a2
-7

B

N
or

M
is

tr
al

-7
b-

w
ar

m

N
or

G
PT

-3
B

V
ik

in
g-

7B

V
ik

in
g-

13
B

M
is

tr
al

-N
em

o-
12

B

READING COMPREHENSION

Belebele (0-shot) Bokmål 56.7 33.4 38.0 37.4 26.8 27.6 28.2 62.8
NorQuAD (1-shot) Bokmål 76.7 63.0 39.2 64.8 3.0 48.4 57.1 76.5

SENTIMENT ANALYSIS

NoReC (sentence-level; 16-shot) Bokmål 90.5 88.6 86.0 84.9 49.7 77.9 79.2 86.9

NoReC (document-level; 1-shot) Bokmål 91.2 81.2 79.2 82.9 51.5 80.4 86.8 89.2

COMMONSENSE REASONING

NorCommonsenseQA (0-shot) Bokmål 61.0 54.2 49.7 51.3 34.7 44.9 51.1 46.9

NorCommonsenseQA (0-shot) Nynorsk 51.6 43.2 37.9 43.2 29.5 39.0 40.0 33.7

WORLD KNOWLEDGE

NRK-Quiz-QA (0-shot) Bokmål 63.7 55.2 52.3 57.9 33.1 44.2 51.0 47.4

NRK-Quiz-QA (0-shot) Nynorsk 71.9 65.2 64.3 65.9 37.3 51.1 54.8 47.2

NorOpenBookQA (16-shot) Bokmål 77.9 52.3 52.3 49.0 29.5 48.7 47.0 86.9
NorOpenBookQA (16-shot) Nynorsk 77.8 45.6 38.9 41.1 34.4 27.8 36.7 86.7

SUMMARIZATION

NorSumm (0-shot) Bokmål 45.0 12.2 10.7 16.5 33.8 31.9 36.3 44.9

NorSumm (0-shot) Nynorsk 32.6 10.3 10.4 8.6 24.3 25.7 28.8 30.9

GRAMMATICAL ERROR CORRECTION

ASK-GEC (16-shot) Bokmål 52.6 53.2 51.4 48.7 1.8 51.1 52.4 43.9

LANGUAGE IDENTIFICATION

SLIDE (16-shot)
Bokmål, Nynorsk,
Danish, Swedish 98.2 95.7 93.5 98.1 40.3 77.2 84.4 87.3

TRANSLATION

Tatoeba (from English; 16-shot) Bokmål 58.8 58.7 57.9 57.2 1.8 59.7 60.0 49.6

Tatoeba (from English; 16-shot) Nynorsk 48.0 47.4 47.4 44.7 2.6 45.6 45.6 35.7

Tatoeba (from English; 16-shot) Northern Sámi 50.4 27.5 28.5 18.5 0.0 7.8 11.6 6.5

Table 2: Performance of NorMistral-11B This table compares the performance of NorMistral-11B
to the performance of other dense generative models that support Norwegian. All models are evaluated
with the same fully-causal in-context-learning setup without any parameter updates. The best results
are in bold; higher values are always better. The performance is evaluated by accuracy (Belebele,
NorCommonsenseQA, NorOpenbookQA & NRK-Quiz-QA), F1 score (NorQuAD & NoReC), ROUGE-L
(Lin, 2004; NorSumm), ERRANT F0.5 (Bryant et al., 2017; ASK-GEC), accuracy (SLIDE), and BLEU
(Papineni et al., 2002; Tatoeba). We report the maximum performance score across all prompts. The
random guessing baselines are 20% for NorCommonSenseQA, 25% for Belebele and NorOpenBookQA,
28% / 27% for NRK-Quiz-QA NOB / NNO, and 48.5% / 48.4% for NoReC sentence-level / document-level.
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performs well on the Norwegian benchmarks even
before any continual pretraining. While we see a
clear increase in performance after further training
when evaluated on native Norwegian datasets, there
is a notable decrease in performance on Belebele
(a well-known multilingual dataset) and NorOpen-
BookQ (an adaptation of a popular English bench-
mark). This aspect requires a further study, but
overall, we believe that the results clearly show the
benefit of three-stage continual pretraining.

Bokmål, Nynorsk and Sámi performance We
evaluate the models on all target languages: Bok-
mål, Nynorsk and Northern Sámi. Relative to other
models, the performance gains of NorMistral-11B
stay consistent across these three languages.

It is possible to estimate the difference in per-
formance on Nynorsk compared to Bokmål when
focusing on NorSumm, a dataset that is perfectly
balanced and parallel for the two variants of Nor-
wegian. The substantially higher score for Bokmål
indicates that the much smaller amount of Nynorsk
in the training corpus (even after upsampling) lim-
its the downstream performance on this language
variant.

The results on the English-to-Sámi translation
suggest that our model was able to learn aspects of
this language even though it made only 0.5% of the
training corpus. However, any stronger claim about
the level of understanding of Sámi would require a
substantially more robust benchmarking suite than
what is currently available.

4.1 Using NorMistral in practice
Large language models can be utilized in many dif-
ferent ways. We used the most direct and straight-
forward one for comparing Norwegian models – in-
context learning – but there is a broader spectrum of
methods with varying complexity-to-performance
trade-offs. We evaluate the most common methods
in Table 3 using NorQuAD:

In-context learning This is the most popular
method of using large language models, mostly
because it does not require any further training
(Brown et al., 2020). Using just one sample from
the training set as a demonstration can substantially
improve the output quality on NorQuAD. More
demonstrations can improve the performance fur-
ther, but at the cost of reduced inference speed.

Quantization In order to reduce the large mem-
ory cost of large language models, a popular

Method F1 EM Runtime
train / eval

0-shot (causal) 59.7 33.5 0 / 6 min

1-shot (causal) 76.7 55.3 0 / 8 min

8-shot (causal) 79.6 60.8 0 / 23 min

0-shot (4-bit, causal) 59.2 33.5 0 / 6 min

0-shot (8-bit, causal) 59.1 33.7 0 / 6 min

Full finetuning (causal) 90.4 79.2 57 / 6 min

Full finetuning (prefix) 92.2 80.3 57 / 6 min

LoRA finetuning (causal) 89.9 77.1 18 / 6 min

LoRA finetuning (prefix) 91.3 79.0 18 / 6 min

Table 3: Evaluation methods NorMistral-11B
can be flexibly used in many different ways for
solving downstream tasks. We compare them on
NorQuAD, a dataset for extractive question answer-
ing. NorMistral can be finetuned as a standard
causal language model and also as a partially bidi-
rectional prefix language model. We also show the
total training and evaluation time for each method
(run on AMD MI250X GPUs). We use the two
standard metrics for extractive question answering:
F1 score and exact-match accuracy (EM).

method is reducing the precision of their parame-
ters. Specifically, we test 8-bit and 4-bit quantiza-
tion (Dettmers et al., 2022; Dettmers and Zettle-
moyer, 2023). There is no noticeable decrease of
performance on NorQuAD when lowering the pre-
cision from the original 16 bits. Note that some
GPUs can also increase their throughput at the low-
ered precision.

Full finetuning The best-performing strategy is
to do supervised finetuning of all learnable param-
eters. This method is also the most difficult to
set up, the large memory requirements necessi-
tate distributed training with some model shard-
ing. However, after finetuning, this method clearly
outperforms all other ones without any additional
cost. Interestingly, when finetuned with partially-
bidirectional attention masks (as a prefix LM), the
model even exceeds the estimated human perfor-
mance on NorQuAD – 91.1 F1 score and 78.1 EM
accuracy (Ivanova et al., 2023).

LoRA finetuning Further training NorMistral on
a downstream task is more demanding, but it is
the preferred way for achieving the best perfor-
mance – as long as there is a sizeable training set
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available. Low-rank adaptation (LoRA) reduces
the computational cost of finetuning by freezing all
original model parameters and training only small
low-rank adaptors (Hu et al., 2022). The resulting
model is 10 F1 percentage points better than the
best few-shot prompt while running almost 4 times
faster because of shorter context lengths. Because
of its hybrid pretraining (Section 3.2), NorMistral
can also be finetuned as a partially-bidirectional
prefix language model, which further improves its
performance by 1.4 points without any additional
computational cost.

5 Methodological comparisons

We have conducted an initial comparative study
of different training methods before settling on
the pretraining process from Section 3 and train-
ing NorMistral-11B. The results are presented in
Table 4, where different models are evaluated on
a representative subset of available Norwegian
benchmarks: extractive question answering (1-shot
NorQuAD), binary sentence-level polarity classifi-
cation (16-shot NoReC), world knowledge (0-shot
NRK-Quiz-QA) and machine translation (16-shot
English-to-Bokmål Tatoeba).

Architectural choice There are many promising
improvements of the original GPT neural architec-
ture (Radford et al., 2018) – we considered two
recent and well-studied architectures: BLOOM
(Scao et al., 2023) and Llama (Touvron et al., 2023),
which is also used for training the Mistral models
(Jiang et al., 2023). We adopted the training hy-
perparameters suggested by the respective papers
and trained two models with 7 billion parameters
on the same Norwegian corpus and with the same
Norwegian tokenizer. Table 4 clearly shows that
the Llama architecture is preferred for our training
corpus and Norwegian benchmarks.

From scratch vs. warm-starting The central
research question of this paper is how to train a
good large language model for relatively small lan-
guages. Here we test our proposed three-stage con-
tinual pretraining and compare it against a model
trained from scratch. For a fair comparison, we
train two 7-billion-parameter models on the same
Norwegian corpus (the Norwegian Colossal Cor-
pus by Kummervold et al., 2021), and with the
same architecture and tokenizer. Note that we do
not consider existing methods that do not adapt the

Training method NorQuAD
1-shot

NoReC
16-shot

NRK
0-shot

Tatoeba
16-shot

TRANSFORMER ARCHITECTURE

BLOOM 43.6 67.6 44.6 52.2

Llama / Mistral 43.7 80.3 48.2 53.4

CONTINUAL TRAINING

init. from scratch 43.7 80.3 48.2 53.4

three-stage continual 64.8 84.9 57.9 57.2

HYBRID TRAINING OBJECTIVE

causal-only 67.0 86.0 59.0 58.8
hybrid masked-causal 69.3 87.5 55.4 58.2

TRAINING STEPS

0 steps (base model) 76.5 86.9 47.4 49.6

0 steps (adapted tokenizer) 73.5 89.4 44.2 51.4

10,000 steps 69.3 87.5 55.4 58.2

20,000 steps 70.5 89.2 57.7 58.8

30,000 steps 66.2 82.3 59.0 58.5

40,000 steps 68.5 87.0 61.1 58.9
50,000 steps 70.4 88.7 60.2 58.7

60,000 steps 76.7 90.5 63.7 58.8

Table 4: Comparison of training methods The
methods are compared on NorQuAD with F1 score,
sentence-level Bokmål NoReC with F1 score, Bok-
mål NRK-Quiz-QA with accuracy, and on English-
to-Bokmål Tatoeba with BLEU.

subword vocabulary – like simple continual train-
ing or adapter tuning (Yong et al., 2023) – because
they necessarily lead to inefficient inference (Ta-
ble 1). The results in Table 4 demonstrate that the
knowledge transfer from an English-centric model
works and the model is able to be adapted to new
languages.

Hybrid masked-causal modeling Interestingly,
we do not observe an overall increase in perfor-
mance after training with the ‘dual’ training objec-
tive, as opposed to the observations by Charpentier
and Samuel (2024). However, we believe that this
can be explained by continued training – the hy-
brid masked-causal training is used for a negligable
number of steps compared to the fully-causal pre-
training of the base Mistral model.

Number of training steps Finally, we compare
the performance of model checkpoints saved at dif-
ferent points of training. We can make several
observations from the results: 1 they confirm
the data-scaling laws by Muennighoff et al. (2023)
as the model continues to improve even after (at
least) four repetitions of the Norwegian data; 2
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tokenizer adaptation (the first two stages of our
training method) is a simple and efficient way of
adapting a model to a new language without losing
performance; 3 the three-stage continual pretrain-
ing does not affect all downstream tasks equally –
while it usually leads to monotonical improvement,
there are some tasks (NorQuAD) that experience an
initial decrease in performance. Further investiga-
tion is needed to determine if this drop is significant
and if it can be avoided by a more careful switch to
a new language distribution at the start of training.

6 Related work

Norwegian language models There have been
several prior efforts on creating language models
for Norwegian. When it comes to creating openly
available generative decoder-only models for Nor-
wegian, most of the main efforts are listed in Sec-
tion 3.3 and used in our experiments. However, one
other notable mention is NB-GPT-J-6B – a fine-
tuned version of the English GPT-J-6B model.5 Re-
leased by the National Library of Norway in 2022,
it was the first large generative language model
trained for Norwegian.

There have also been several efforts on develop-
ing smaller transformer models, e.g., based on the
BERT encoder architecture (Devlin et al., 2019)
and the T5 encoder-decoder architecture (Raffel
et al., 2020). The NorBERT family of models were
first released by Kutuzov et al. (2021) and have
by now reached their third iteration of releases
(Samuel et al., 2023) and come in several differ-
ent sizes; ranging fron 15M parameters for the XS
model to 323M for NorBERT3 Large. Samuel et al.
(2023) also introduced the NorT5 family of mod-
els, ranging 32M to 808M parameters. Whereas
the above-mentioned models where all trained from
scratch for Norwegian, Kummervold et al. (2021)
trained NB-BERT (base and large) by fine-tuning
the pre-trained mBERT model on Norwegian data,
also reusing the tokenizer. A similar approach was
followed for the North-T5 models.6

Language models for Northern Sámi As for
Northern Sámi, Paul et al. (2024) has recently ex-
perimented with targeting this language. However,
their models have not been published nor did they
evaluate them on any downstream tasks; we are
thus not able to compare them to our model.

5https://huggingface.co/NbAiLab/nb-gpt-j-6B
6https://huggingface.co/north

Continual training techniques Adaptation of
pretrained language models to new domains by
continual training has a long history (Gururangan
et al., 2020). Our three-stage continual pretraining
is designed specifically for adapting language mod-
els to a new language – by entirely replacing the
original tokenizer, we can get an efficient model
(by compressing the textual input into a short se-
quence of tokens) without the need of any extra
parameters. Simple continual pretraining works
well performance-wise but the training and infer-
ence computation cost is high (Ibrahim et al., 2024).
A substantially more efficient approach is to intro-
duce a new tokenizer and replace the embedding
layers (first two stages of our approach), as pro-
posed by (Marchisio et al., 2023; de Vries and
Nissim, 2021). Similarly, Csaki et al. (2023) only
use the first and last stage of our method – they ex-
tend the vocabulary by 5 000 new tokens and then
train the full model. On the other hand, Kim et al.
(2024) pursue a more careful approach, the most
similar to our training method. They first extend
the subword vocabulary with extra tokens and then
meticulously train the new and old parameters in
eight subsequent stages.

7 Conclusion

We presented NorMistral-11B, a new large lan-
guage model for Norwegian Bokmål, Nynorsk,
and Northern Sámi. We proposed a novel three-
stage continual pretraining approach that efficiently
adapts existing models to other languages while
maintaining high performance and increasing their
inference speed. This approach involves training
a new tokenizer, realigning embedding weights,
and then training the full model. We also demon-
strated the benefits of hybrid masked-causal pre-
training, which allows the model to be used flexi-
bly as either a causal or bidirectional model. Our
extensive evaluation shows that NorMistral-11B
achieves the state-of-the-art performance across a
wide range of Norwegian tasks, while also show-
ing promising results for Northern Sámi. This
suggests that our approach could be beneficial
for developing large language models for other
smaller languages. To facilitate further research
and development, we have released NorMistral-
11B, the three 7B models trained for Section 5,
training code, and a new Northern Sámi corpus at
https://github.com/ltgoslo/norallm.
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Limitations

Limitations of the base language model Since
NorMistral-11B is continually pretrained on the ex-
isting Mistral-Nemo-12B weights, the model is par-
tially dependent on the training data of the original
Mistral model. The exact composition of this train-
ing data is not known, which to some extent limits
more detailed studies of this model. Specifically,
the original model might have been trained on con-
taminated data, which could explain its high-scores
on well-known evaluation tasks such as Belebele.

Computational cost As mentioned in Section 3,
training NorMistral-11B took more than 55 000
GPU/hours. This is a significant amount. We have
not yet estimated the CO2 footprint of the full train-
ing, but it was conducted on the LUMI supercom-
puter which is powered exclusively with renewable
electricity and deployed in one of the most eco-
efficient data centers in the world.7

Evaluation of Northern Sámi knowledge Fi-
nally, our evaluation for Northern Sámi is limited
to English-Sámi translation, which is obviously in-
sufficient. Unfortunately, we lack more advanced
or diverse benchmarks for low-resource languages
like this one. We hope to see further development
in this direction by the NLP community.
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A Inference efficiency of three-stage continual pretraining

In order to provide evidence for our claim that three-stage continual pretraining is necessary to increase the
inference efficiency, we measure the actual inference speed on downstream tasks. Note that we specifically
focus on the first stage of our pretraining recipe – creating a brand new tokenizer for the target domain.
Since in-context-lerning evaluation can be done in two modes – classification or generation – we measure
the inference speed on both of them. Since the model quality might influence the number of generated
tokens, we constrain the generation to only output tokens from the gold answers.

Speedup due to a new tokenizer We compare the speed of the original language model, Mistral-Nemo-
12B, with the speed of our model that was initialized from it, NorMistral 11B. The results in Table 5 show
that completely changing the tokenizer results in a noticeable speed up in both tests.

Other evaluated models For completeness, the inference speed of other models used in this paper
are included as well; even though they have different number of non-embedding parameters or even
completely different architectures. These additional measurements also show the benefit of replacing the
entire vocabulary instead of only extending it with additional tokens.

SENTENCE-LEVEL NOREC (16-SHOT)

Model Vocabulary Note Average length Time / sample Slowdown

NorMistral-11B 51 200 our new Norwegian tokenizer 522 tokens 0.23 s 1×
Mistral-Nemo-12B 131 072 original English-centric tokenizer 640 tokens 0.30 s 1.30×

NorwAI-Mistral-7B 67 993 extends an English tokenizer 591 tokens 0.18 s 0.78×
NorwAI-Llama2-7B 67 993 extends an English tokenizer 591 tokens 0.15 s 0.65×
NorMistral-7B-warm 32 768 new Norwegian tokenizer 569 tokens 0.17 s 0.74×
NorGPT-3B 64 000 new Norwegian tokenizer 552 tokens 0.08 s 0.35×
Viking-7B 131 072 new Nordic tokenizer 512 tokens 0.14 s 0.61×
Viking-13B 131 072 new Nordic tokenizer 512 tokens 0.26 s 1.13×

NORQUAD (8-SHOT)

Model Vocabulary Note Average length Time / sample Slowdown

NorMistral-11B 51 200 our new Norwegian tokenizer 4 909 tokens 3.10 s 1×
Mistral-Nemo-12B 131 072 original English-centric tokenizer 6 171 tokens 4.13 s 1.33×

NorwAI-Mistral-7B 67 993 extends an English tokenizer 5 206 tokens 2.28 s 0.73×
NorwAI-Llama2-7B 67 993 extends an English tokenizer 5 206 tokens 2.10 s 0.68×
NorMistral-7B-warm 32 768 new Norwegian tokenizer 5 012 tokens 2.22 s 0.71×
NorGPT-3B 64 000 new Norwegian tokenizer 4 604 tokens — —

Viking-7B 131 072 new Nordic tokenizer 4 810 tokens 1.93 s 0.62×
Viking-13B 131 072 new Nordic tokenizer 4 810 tokens — —

Table 5: Inference speed with different tokenization strategies We measure the average sequence
length that a model needs to precess per sample, as well as the average processing time per sample. These
statistics are measured on a classification task (NoReC) as well as on a generative task (NorQuAD). Some
models were not able to process the dataset, either because of not supporting long-enough input sequences
or because of out-of-memory errors.
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B Evaluation details

We provide a complete description of the evaluation design in this appendix. We provide inference
details and prompts as well as full non-aggregated results here. Further information can be found at
https://github.com/ltgoslo/noreval and https://github.com/ltgoslo/norallm.

B.1 Belebele
Belebele is a reading comprehension benchmark for evaluating the natural language understanding of
language models (Bandarkar et al., 2024).

Inference setup The model is given a test example formatted according to a prompt template and ranks
the answer candidates based on their probabilities. The most probable answer candidate is selected as the
resulting answer.

Performance metric There are four possible answers for each passage-question pair. We measure the
performance with a simple accuracy.

Prompt templates We used the following five prompt templates from NorEval.

Prompt A:

1 Tekst: {$passage}

2 Spørsmål: {$question}

3 A: {$answer_1}

4 B: {$answer_2}

5 C: {$answer_3}

6 D: {$answer_4}

7 Svar: {$prediction:A/B/C/D}

Prompt B:

1 Bakgrunn: {$passage}

2 Spørsmål: {$question}

3 Svaralternativer:

4 - {$answer_1}

5 - {$answer_2}

6 - {$answer_3}

7 - {$answer_4}

8 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt C:

1 {$question}

2 Hvilket av følgende mulige svar er det riktige?

3 A: {$answer_1}

4 B: {$answer_2}

5 C: {$answer_3}

6 D: {$answer_4}

7 Svar: {$prediction:A/B/C/D}

Prompt D:

1 Svar på følgende spørsmål: {$question}

2 Svaret skal baseres på følgende tekst:

3 {$passage}

4 Velg et svar fra denne listen:

5 - {$answer_1}

6 - {$answer_2}

7 - {$answer_3}

8 - {$answer_4}

9 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}
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Prompt E:

1 {$passage}

2

3 {$question}

4

5 A: {$answer_1}

6 B: {$answer_2}

7 C: {$answer_3}

8 D: {$answer_4}

9

10 Er det riktige svaret A, B, C, eller D? {$prediction:A/B/C/D}

Full results The complete evaluation results on Belebele (Bokmål) are given in Table 6. Note that the
random-guessing baseline on this task achieves accuracy of 25%.

0-shot
Prompt template A B C D E

NorMistral-11B 45.2 56.7 32.6 31.1 22.8

NorwAI-Mistral-7B 29.6 33.4 27.2 24.8 22.9
NorwAI-Llama2-7B 29.6 38.0 26.4 25.9 21.2
NorMistral-7B-warm 22.9 37.4 23.2 27.0 23.0
NorGPT-3B 22.2 26.8 22.9 25.7 22.9
Viking-7B 23.8 27.6 25.4 26.1 22.8
Viking-13B 27.3 27.3 28.2 25.1 22.8
Mistral-Nemo-12B 60.6 62.8 38.1 28.4 27.0

Table 6: Complete results on Belebele question answering (Bokmål) We show the detailed results for
each evaluated model and prompt template. The best results for each column are boldfaced, the overall
best result is highlighted in blue.

B.2 NorQuAD
The second benchmark for reading comprehension, NorQuAD by Ivanova et al. (2023), follows the
scheme of extractive question-answering from SQuAD (Rajpurkar et al., 2016).

Inference setup The model is given a test example formatted according to a prompt template and
generates an answer via the greedy-search decoding strategy.

Performance metrics The performance metrics are exact match (the percentage of predictions that
exactly match the gold answer) and F1-score (the average N-gram overlap between the prediction and the
gold answer treated as bag-of-words).

Prompt templates We used the following five prompt templates from NorEval.

Prompt A:

1 Tittel: {$title}

2

3 Tekst: {$passage}

4

5 Spørsmål: {$question}

6

7 Svar: {$prediction}
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Prompt B:

1 Tittel: {$title}

2

3 Tekst: {$passage}

4

5 Gitt teksten over, hva er svaret på følgende spørsmål? "{$question}"

6

7 Svar: {$prediction}

Prompt C:

1 Tittel: {$title}

2

3 Tekst: {$passage}

4

5 Svar på følgende: {$question}

6

7 Svar: {$prediction}

Prompt D:

1 Tittel: {$title}

2

3 Tekst: {$passage}

4

5 Hvordan kan man svare på spørsmålet "{$question}", gitt teksten over?

6

7 Svar: {$prediction}

Prompt E:

1 Tittel: {$title}

2

3 Tekst: {$passage}

4

5 Gitt teksten over, besvar følgende spørsmål: "{$question}"

6

7 Svar: {$prediction}

Full results The complete evaluation results on NorQuAD (Bokmål) can be found in Table 7, both F1
scores and exact-match accuracies.

B.3 Sentiment analysis
Sentiment analysis can serve as a good indicator of language understanding when evaluating language
models. We use NoReC as a source of manually-annotated data for sentiment analysis (Velldal et al.,
2018). While it offers fine-grained 6-class sentiment labels, we simplify the task to binary sentiment
analysis, which works more reliably for in-context learning (Mæhlum et al., 2024).

Inference setup The model is given a test example formatted according to a prompt template and ranks
the answer candidates based on their probabilities. The most probable answer candidate is selected as the
resulting answer.

Performance metrics The dataset is slightly unbalanced and so we use the macro-average F1-score to
assess the performance.
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F1 SCORE

0-shot 1-shot
Prompt template A B C D E A B C D E

NorMistral-11B 35.4 32.8 37.9 16.5 31.8 54.4 55.3 53.0 50.6 52.8

NorwAI-Mistral-7B 28.4 22.0 28.6 8.5 21.6 41.3 40.7 41.5 37.7 42.6
NorwAI-Llama2-7B 23.1 18.0 24.2 7.4 16.7 34.5 39.2 36.4 35.2 37.7
NorMistral-7B-warm 24.8 21.0 23.7 3.2 17.6 37.1 41.9 40.7 36.0 41.3
NorGPT-3B 1.1 1.1 0.2 0.4 0.6 0.0 0.0 0.0 0.0 0.0
Viking-7B 15.0 20.3 16.9 7.6 20.3 28.8 29.9 27.3 26.3 29.7
Viking-13B 19.1 22.5 20.8 11.9 22.5 35.8 35.8 35.8 33.1 35.6
Mistral-Nemo-12B 27.3 34.3 29.2 17.2 31.6 49.4 56.4 49.4 53.8 53.4

EXACT MATCH

0-shot 1-shot
Prompt template A B C D E A B C D E

NorMistral-11B 35.4 32.8 37.9 16.5 31.8 54.4 55.3 53.0 50.6 52.8

NorwAI-Mistral-7B 28.4 22.0 28.6 8.5 21.6 41.3 40.7 41.5 37.7 42.6
NorwAI-Llama2-7B 23.1 18.0 24.2 7.4 16.7 34.5 39.2 36.4 35.2 37.7
NorMistral-7B-warm 24.8 21.0 23.7 3.2 17.6 37.1 41.9 40.7 36.0 41.3
NorGPT-3B 1.1 1.1 0.2 0.4 0.6 0.0 0.0 0.0 0.0 0.0
Viking-7B 15.0 20.3 16.9 7.6 20.3 28.8 29.9 27.3 26.3 29.7
Viking-13B 19.1 22.5 20.8 11.9 22.5 35.8 35.8 35.8 33.1 35.6
Mistral-Nemo-12B 27.3 34.3 29.2 17.2 31.6 49.4 56.4 49.4 53.8 53.4

Table 7: Complete results on extractive question answering with NorQuAD We show the detailed
results for each evaluated model, few-shot setting and prompt template. The best results for each column
are boldfaced, the overall best result for each few-shot setting is highlighted in blue.

B.3.1 Sentence-level NoReC
The converted dataset with binary sentiment labels can be found at https://huggingface.co/datasets/ltg/
norec_sentence.

Prompt templates We used the following five prompt templates from NorEval.

Prompt A:

1 Tekst: {$text}

2 Sentiment: {$prediction:positiv/negativ}

Prompt B:

1 {$text}

2 Er denne setningen "positiv" eller "negativ"? {$prediction:positiv/negativ}

Prompt C:

1 {$text}

2 Hva slags sentiment uttrykker anmelderen? {$prediction:positiv/negativ}

Prompt D:

1 {$text}

2 Er anmeldelsen "positiv" eller "negativ"? {$prediction:positiv/negativ}
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Prompt E:

1 {$text}

2 Er denne setningen positiv eller negativ? {$prediction:positiv/negativ}

Full results The complete evaluation results on sentence-level NoReC are given in Table 8. The
random-guessing baseline achieves 48.5% on this task.

0-shot 1-shot 16-shot

Prompt template A B C D E A B C D E A B C D E

NorMistral-11B 73.9 68.8 68.8 69.1 68.8 88.5±1.3 65.4±2.0 79.8±1.7 76.3±1.8 72.4±1.9 90.2±1.2 91.8±1.1 90.2±1.2 91.1±1.2 91.6±1.2

NorwAI-Mistral-7B 69.8 55.7 72.7 53.3 63.0 76.0±1.8 55.1±2.1 81.1±1.6 77.2±1.7 56.1±2.1 89.0±1.3 86.4±1.4 90.4±1.2 87.3±1.4 87.8±1.4

NorwAI-Llama2-7B 67.2 54.9 69.1 36.7 58.5 72.0±1.9 64.3±2.0 65.9±2.0 63.6±2.0 65.5±2.0 88.2±1.3 83.5±1.5 88.9±1.3 82.8±1.6 87.5±1.4

NorMistral-7B-warm 75.0 68.4 61.9 54.7 69.0 81.6±1.6 69.1±1.9 74.6±1.8 71.5±1.9 69.3±1.9 86.6±1.4 72.4±1.9 85.9±1.4 77.2±1.7 72.6±1.8

NorGPT-3B 72.4 41.2 47.3 71.4 67.9 66.0±2.0 61.2±2.0 61.9±2.0 64.3±2.0 59.3±2.0 58.0±2.0 48.9±2.1 65.2±2.0 48.7±2.1 51.1±2.1

Viking-7B 70.5 69.0 70.8 59.0 67.4 79.4±1.7 70.8±1.9 74.4±1.8 73.6±1.8 55.6±2.1 81.8±1.6 77.4±1.7 73.8±1.8 76.2±1.8 82.5±1.6

Viking-13B 69.1 69.1 68.1 50.8 68.1 78.9±1.7 69.0±1.9 79.9±1.7 71.5±1.9 69.0±1.9 84.0±1.5 77.4±1.7 83.0±1.6 80.4±1.6 79.2±1.7

Mistral-Nemo-12B 71.9 68.4 68.8 68.4 69.0 84.4±1.5 77.4±1.7 84.6±1.5 82.0±1.6 80.3±1.6 87.0±1.4 89.0±1.3 88.2±1.3 87.5±1.4 88.9±1.3

Table 8: Complete results on sentence-level sentiment analysis with NoReC We show the detailed
results for each evaluated model, few-shot setting and prompt template. As the few-shot demonstrations
are sampled randomly, we repeat them five times and show the mean accuracy as well as the standard
deviation (rendered as superscript). The best results for each column are boldfaced, the overall best result
for each few-shot setting is highlighted in blue.

B.3.2 Document-level NoReC
The converted dataset with binary sentiment labels can be found at https://huggingface.co/datasets/ltg/
norec_document.

Prompt templates We used the following five prompt templates from NorEval for testing all language
models on document-level sentiment analysis:

Prompt A:

1 Tekst: {$text}

2 Sentiment: {$prediction:positiv/negativ}

Prompt B:

1 Tekst: {$text}

2 Er anmeldelsen "positiv" eller "negativ"? {$prediction:positiv/negativ}

Prompt C:

1 Er polariteten til følgende anmeldelse positiv eller negativ?

2 Anmeldelse: {$text}

3 Anmeldelsen er {$prediction:positiv/negativ}

Prompt D:

1 Anmeldelse: {$text}

2 Er anmelderen positiv eller negativ? {$prediction:positiv/negativ}

Prompt E:

1 Anmeldelse: {$text}

2 Vil du oppsummere anmeldelsen som "bra" eller "dårlig"? {$prediction:bra/dårlig}
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Full results The complete evaluation results on document-level NoReC are provided in Table 9. The
random-guessing baseline achieves 48.4% on this task.

0-shot 1-shot
Prompt template A B C D E A B C D E

NorMistral-11B 69.4 67.0 66.6 68.9 67.0 88.4±0.6 92.5±0.5 86.0±0.6 92.5±0.5 87.7±0.6

NorwAI-Mistral-7B 69.1 66.1 67.0 66.5 63.8 82.8±0.7 70.4±0.8 84.6±0.7 77.1±0.8 84.6±0.7

NorwAI-Llama2-7B 71.9 39.8 67.0 65.2 65.2 76.2±0.8 73.2±0.8 78.7±0.8 83.8±0.7 80.1±0.7

NorMistral-7B-warm 74.8 55.6 67.2 67.4 67.6 84.3±0.7 73.9±0.8 84.3±0.7 75.7±0.8 73.4±0.8

NorGPT-3B 67.7 52.4 67.0 67.7 67.0 58.1±0.9 54.0±0.9 55.5±0.9 54.8±0.9 55.0±0.9

Viking-7B 75.3 56.6 68.3 65.9 67.0 84.5±0.7 78.4±0.8 73.9±0.8 74.5±0.8 73.4±0.8

Viking-13B 69.0 66.8 67.3 68.3 65.0 83.2±0.7 72.5±0.8 89.2±0.6 84.5±0.7 83.2±0.7

Mistral-Nemo-12B 78.5 68.0 67.0 67.1 67.0 91.2±0.5 89.8±0.6 90.5±0.5 89.8±0.6 89.3±0.6

Table 9: Complete results on document-level sentiment analysis with NoReC We show the detailed
results for each evaluated model, few-shot setting and prompt template. As the few-shot demonstrations
are sampled randomly, we repeat them five times and show the mean accuracy as well as the standard
deviation (rendered as superscript). The best results for each column are boldfaced, the overall best result
for each few-shot setting is highlighted in blue.

B.4 NorCommonsenseQA
Accurately predicting the correct answers on this datasets requires different types of commonsense
knowledge. The creating of the Norwegian NorCommonsenseQA has been inspired by the English
CommonsenseQA dataset (Talmor et al., 2019). The data can be found at https://huggingface.co/datasets/
ltg/norcommonsenseqa.

Inference setup The model is given a test example formatted according to a prompt template and ranks
the answer candidates based on their probabilities. The most probable answer candidate is selected as the
resulting answer.

Performance metric There are five possible answers for each question. We measure the performance
with a simple accuracy.

Prompt templates We used the following five prompt templates from NorEval. The templates are
adapted to the Bokmål and Nynorsk versions of this dataset.

Prompt A (Bokmål and Nynorsk):

1 Spørsmål: {$question}

2

3 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}/{$answer_5}}

Prompt B (Bokmål):

1 {$question}

2 Hvilket av følgende mulige svar er det riktige?

3 A: {$answer_1}

4 B: {$answer_2}

5 C: {$answer_3}

6 D: {$answer_4}

7 E: {$answer_5}

8 Svar: {$prediction:A/B/C/D/E}
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Prompt B (Nynorsk):

1 {$question}

2 Kva av følgande moglege svar er det rette?

3 A: {$answer_1}

4 B: {$answer_2}

5 C: {$answer_3}

6 D: {$answer_4}

7 E: {$answer_5}

8 Svar: {$prediction:A/B/C/D/E}

Prompt C (Bokmål):

1 Gitt alternativene under, hva er svaret på følgende spørsmål: {$question}

2

3 Alternativer:

4 - {$answer_1}

5 - {$answer_2}

6 - {$answer_3}

7 - {$answer_4}

8 - {$answer_5}

9

10 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}/{$answer_5}}

Prompt C (Nynorsk):

1 Gitt alternativa under, kva er svaret på følgande spørsmål: {$question}

2

3 Alternativ:

4 - {$answer_1}

5 - {$answer_2}

6 - {$answer_3}

7 - {$answer_4}

8 - {$answer_5}

9

10 Svar: {$prediction:A/B/C/D/E}

Prompt D (Bokmål):

1 {$question}

2 Velg riktig svar blant disse alternativene:

3 - {$answer_1}

4 - {$answer_2}

5 - {$answer_3}

6 - {$answer_4}

7 - {$answer_5}

8

9 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}/{$answer_5}}

Prompt D (Nynorsk):

1 {$question}

2 Vel rett svar blant desse alternativa:

3 - {$answer_1}

4 - {$answer_2}

5 - {$answer_3}

6 - {$answer_4}

7 - {$answer_5}

8

9 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}/{$answer_5}}

595



Prompt E (Bokmål):

1 {$question}

2 A: {$answer_1}

3 B: {$answer_2}

4 C: {$answer_3}

5 D: {$answer_4}

6 E: {$answer_5}

7

8 Er det riktige svaret A, B, C, D, eller E?

9

10 Svar: {$prediction:A/B/C/D/E}

Prompt E (Nynorsk):

1 {$question}

2 A: {$answer_1}

3 B: {$answer_2}

4 C: {$answer_3}

5 D: {$answer_4}

6 E: {$answer_5}

7

8 Er det rette svaret A, B, C, D, eller E?

9

10 Svar: {$prediction:A/B/C/D/E}

Full results The complete evaluation results on NorCommonsenseQA (Bokmål and Nynorsk) are
provided in Table 10. For reference, the random-guessing baseline achieves 20% on this task (for both
language variants).

Bokmål (0-shot) Nynorsk (0-shot)

Prompt template A B C D E A B C D E

NorMistral-11B 61.0 56.9 23.1 51.8 45.3 44.2 51.6 36.8 46.3 30.5

NorwAI-Mistral-7B 30.8 49.7 20.3 22.3 28.5 43.2 20.0 23.2 27.4 23.2
NorwAI-Llama2-7B 37.2 54.2 23.2 25.8 33.6 37.9 18.9 17.9 27.4 18.9
NorMistral-7B-warm 30.4 51.3 20.5 21.4 29.2 43.2 18.9 15.8 30.5 20.0
NorGPT-3B 26.4 34.7 22.1 20.1 23.5 29.5 20.0 16.8 25.3 25.3
Viking-7B 26.1 44.9 19.1 20.5 23.2 38.9 21.1 25.3 23.2 23.2
Viking-13B 24.7 51.1 18.1 19.1 24.0 40.0 13.7 24.2 20.0 16.8
Mistral-Nemo-12B 43.4 44.1 43.7 38.9 31.7 33.7 33.7 25.3 27.4 25.3

Table 10: Complete results on commonsense reasoning evaluated on NorCommonsenseQA (Bokmål
and Nynorsk) We show the detailed results for each evaluated model and prompt template. The best
results for each column are boldfaced, the overall best result is highlighted in blue.

B.5 NRK-Quiz-QA
This question-answering dataset focuses on knowledge about Norway and its culture. The data can be
found at https://huggingface.co/datasets/ltg/nrk_quiz_qa.

Inference setup The model is given a test example formatted according to a Prompt template and
ranks the answer candidates based on their probabilities. The most probable answer candidate is selected
as the resulting answer.

Performance metric There is a limited number of possible answers for each question. We measure the
performance with a simple accuracy.
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Prompt templates We used the following five prompt templates from NorEval for testing all language
models on question answering with NRK-Quiz-QA. Note that the examples in this dataset have a variable
number of answer options, we show the prompt templates for four options as an example. The templates
are adapted to the Bokmål and Nynorsk versions of this dataset.

Prompt A (Bokmål and Nynorsk):

1 Spørsmål: {$question}

2

3 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt B (Bokmål):

1 {$question}

2

3 Svaralternativer:

4 - {$answer_1}

5 - {$answer_2}

6 - {$answer_3}

7 - {$answer_4}

8

9 Hva er riktig svar?

10

11 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt B (Nynorsk):

1 {$question}

2 {$question}

3

4 Svaralternativer:

5 - {$answer_1}

6 - {$answer_2}

7 - {$answer_3}

8 - {$answer_4}

9

10 Kva er rett svar?

11

12 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt C (Bokmål):

1 {$question}

2 A: {$answer_1}

3 B: {$answer_2}

4 C: {$answer_3}

5 D: {$answer_4}

6

7 Er det riktige svaret A, B, C, eller D?

8

9 Svar: {$prediction:A/B/C/D}

Prompt C (Nynorsk):

1 {$question}

2 A: {$answer_1}

3 B: {$answer_2}

4 C: {$answer_3}

5 D: {$answer_4}

6

7 Er det rette svare A, B, C, eller D?
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8

9 Svar: {$prediction:A/B/C/D}

Prompt D (Bokmål and Nynorsk):

1 Spørsmål: {$question}

2 A: {$answer_1}

3 B: {$answer_2}

4 C: {$answer_3}

5 D: {$answer_4}

6

7 Svar: {$prediction:A/B/C/D}

Prompt E (Bokmål):

1 {$question}

2 Velg riktig svar blant disse alternativene:

3 - {$answer_1}

4 - {$answer_2}

5 - {$answer_3}

6 - {$answer_4}

7

8 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt E (Nynorsk):

1 {$question}

2 Vel rett svar blant desse alternativa:

3 - {$answer_1}

4 - {$answer_2}

5 - {$answer_3}

6 - {$answer_4}

7

8 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Full results The complete evaluation results on NRK-Quiz-QA (Bokmål and Nynorsk) are in Table 11.
The random-guessing baseline achieves 28% accuracy on the Bokmål version of this task and 27% on the
Nynorsk version.

Bokmål (0-shot) Nynorsk (0-shot)

Prompt template A B C D E A B C D E

NorMistral-11B 63.7 50.5 38.6 41.1 50.6 71.9 56.5 46.4 41.9 57.1

NorwAI-Mistral-7B 55.2 43.4 34.6 34.8 46.6 65.2 50.6 35.8 35.6 53.2
NorwAI-Llama2-7B 52.3 39.2 26.0 30.1 40.3 64.3 44.1 25.3 31.8 44.1
NorMistral-7B-warm 57.9 39.8 27.7 32.5 40.7 65.9 41.3 28.8 32.7 41.1
NorGPT-3B 33.1 28.2 26.3 26.1 27.9 37.3 29.6 25.0 24.7 30.5
Viking-7B 44.3 29.9 26.1 28.8 31.9 51.1 31.2 26.8 30.8 34.7
Viking-13B 51.0 31.8 27.8 30.2 31.6 54.8 34.5 28.0 30.2 31.9
Mistral-Nemo-12B 47.0 46.1 41.8 47.4 46.6 47.2 43.6 41.4 45.7 42.8

Table 11: Complete results on Norwegian-specific and world knowledge evaluated on NRK-Quiz-QA
(Bokmål and Nynorsk) We show the detailed results for each evaluated model and prompt template.
The best results for each column are boldfaced, the overall best result is highlighted in blue.
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B.6 NorOpenBookQA
Inspired by the English OpenBookQA (Mihaylov et al., 2018), this task follows the open book exams
for testing human understanding of a subject. Correctly answering a question should require multi-step
reasoning, common and commonsense knowledge, and rich text comprehension. The data can be found at
https://huggingface.co/datasets/ltg/noropenbookqa.

Inference setup The model is given a test example formatted according to a prompt template and ranks
the answer candidates based on their probabilities. The most probable answer candidate is selected as the
resulting answer.

Performance metric There are four possible for answers for each passage-question pair. We measure
the performance with a simple accuracy.

Prompt templates We used the following five prompt templates from NorEval for testing all language
models on question answering with NorOpenBookQA: The templates are adapted to the Bokmål and
Nynorsk versions of this dataset.

Prompt A (Bokmål and Nynorsk):

1 {$fact}

2 {$question} {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt B (Bokmål):

1 Faktatekst: {$fact}

2 Spørsmål til teksten: {$question}

3

4 Svaralternativer:

5 - {$answer_1}

6 - {$answer_2}

7 - {$answer_3}

8 - {$answer_4}

9

10 Hva er riktig svar? {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt B (Nynorsk):

1 Faktatekst: {$fact}

2 Spørsmål til teksten: {$question}

3

4 Svaralternativer:

5 - {$answer_1}

6 - {$answer_2}

7 - {$answer_3}

8 - {$answer_4}

9

10 Kva er rett svar? {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt C (Bokmål):

1 {$fact}

2 {$question}

3 A: {$answer_1}

4 B: {$answer_2}

5 C: {$answer_3}

6 D: {$answer_4}

7

8 Er det riktige svaret A, B, C, eller D?

9

10 Svar: {$prediction:A/B/C/D}
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Prompt C (Nynorsk):

1 {$fact}

2 {$question}

3 A: {$answer_1}

4 B: {$answer_2}

5 C: {$answer_3}

6 D: {$answer_4}

7

8 Er det rette svare A, B, C, eller D?

9

10 Svar: {$prediction:A/B/C/D}

Prompt D (Bokmål and Nynorsk):

1 Bakgrunn: {$fact}

2

3 Spørsmål: {$question}

4 A: {$answer_1}

5 B: {$answer_2}

6 C: {$answer_3}

7 D: {$answer_4}

8

9 Svar: {$prediction:A/B/C/D}

Prompt E (Bokmål):

1 Ta utgangspunkt i følgende fakta når du svarer på spørsmålet: {$fact}

2

3 {$question}

4 Velg riktig svar blant disse alternativene:

5 - {$answer_1}

6 - {$answer_2}

7 - {$answer_3}

8 - {$answer_4}

9

10 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Prompt E (Nynorsk):

1 Ta utgangspunkt i følgande fakta når du svarar på spørsmålet: {$fact}

2

3 {$question}

4 Vel rett svar blant desse alternativa:

5 - {$answer_1}

6 - {$answer_2}

7 - {$answer_3}

8 - {$answer_4}

9

10 Svar: {$prediction:{$answer_1}/{$answer_2}/{$answer_3}/{$answer_4}}

Full results The complete evaluation on NorOpenBookQA (Bokmål and Nynorsk) is in Table 12. Note
that randomly guessing the answers achieves 25% on this task.

B.7 Summarization (NorSumm)

NorSumm by Touileb et al. (2025) is a benchmark for abstractive summarization of Norwegian news
articles. It offers another perspective on the level of Norwegian language understanding of different
language models. An important feature of this dataset is that its Bokmål and Nynorsk variants are parallel.
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BOKMÅL

0-shot 1-shot 16-shot

Prompt template A B C D E A B C D E A B C D E

NorMistral-11B 44.6 55.7 54.0 67.8 65.8 45.6±2.9 74.5±2.5 68.8±2.7 76.2±2.5 70.1±2.7 51.3±2.9 75.8±2.5 77.9±2.4 75.8±2.5 76.5±2.5

NorwAI-Mistral-7B 47.7 35.6 34.6 35.9 43.3 46.3±2.9 51.7±2.9 34.9±2.8 35.2±2.8 50.0±2.9 50.0±2.9 52.3±2.9 40.9±2.9 44.3±2.9 51.7±2.9

NorwAI-Llama2-7B 45.6 32.6 25.8 32.6 43.3 45.0±2.9 51.7±2.9 33.2±2.7 37.6±2.8 46.3±2.9 45.0±2.9 52.3±2.9 32.2±2.7 34.2±2.8 49.7±2.9

NorMistral-7B-warm 46.6 35.6 28.9 32.6 44.3 46.6±2.9 51.7±2.9 32.9±2.7 34.2±2.8 46.6±2.9 48.3±2.9 49.0±2.9 42.3±2.9 40.3±2.8 45.0±2.9

NorGPT-3B 32.6 31.2 24.2 22.5 33.2 28.5±2.6 28.2±2.6 23.8±2.5 24.2±2.5 28.5±2.6 29.5±2.6 27.9±2.6 26.5±2.6 26.8±2.6 28.2±2.6

Viking-7B 41.9 26.5 20.8 28.5 27.9 45.3±2.9 25.8±2.5 26.8±2.6 24.5±2.5 30.9±2.7 48.7±2.9 26.5±2.6 28.2±2.6 23.8±2.5 31.9±2.7

Viking-13B 44.6 27.5 21.1 25.5 31.9 45.6±2.9 33.2±2.7 25.2±2.5 27.2±2.6 38.6±2.8 47.0±2.9 38.9±2.8 29.9±2.7 26.2±2.6 36.9±2.8

Mistral-Nemo-12B 43.6 60.7 58.1 71.5 68.5 44.0±2.9 82.6±2.2 82.2±2.2 82.9±2.2 76.2±2.5 49.7±2.9 82.9±2.2 82.2±2.2 85.9±2.0 80.9±2.3

NYNORSK

0-shot 1-shot 16-shot

Prompt template A B C D E A B C D E A B C D E

NorMistral-11B 33.3 56.7 56.7 56.7 65.6 28.9±4.8 70.0±4.9 68.9±4.9 71.1±4.8 68.9±4.9 40.0±5.2 72.2±4.7 76.7±4.5 77.8±4.4 77.8±4.4

NorwAI-Mistral-7B 30.0 37.8 32.2 27.8 38.9 31.1±4.9 34.4±5.0 28.9±4.8 27.8±4.7 36.7±5.1 37.8±5.1 45.6±5.3 41.1±5.2 44.4±5.3 42.2±5.2

NorwAI-Llama2-7B 25.6 30.0 32.2 27.8 28.9 28.9±4.8 37.8±5.1 32.2±5.0 32.2±5.0 36.7±5.1 27.8±4.7 37.8±5.1 32.2±5.0 32.2±5.0 38.9±5.2

NorMistral-7B-warm 26.7 28.9 34.4 40.0 36.7 27.8±4.7 32.2±5.0 40.0±5.2 38.9±5.2 43.3±5.3 30.0±4.9 38.9±5.2 41.1±5.2 40.0±5.2 41.1±5.2

NorGPT-3B 20.0 27.8 34.4 30.0 25.6 20.0±4.2 25.6±4.6 24.4±4.6 23.3±4.5 20.0±4.2 18.9±4.1 23.3±4.5 34.4±5.0 26.7±4.7 23.3±4.5

Viking-7B 22.2 20.0 18.9 27.8 15.6 30.0±4.9 22.2±4.4 32.2±5.0 25.6±4.6 27.8±4.7 27.8±4.7 22.2±4.4 27.8±4.7 23.3±4.5 27.8±4.7

Viking-13B 30.0 34.4 17.8 23.3 31.1 32.2±5.0 27.8±4.7 17.8±4.1 33.3±5.0 33.3±5.0 36.7±5.1 26.7±4.7 22.2±4.4 18.9±4.1 26.7±4.7

Mistral-Nemo-12B 30.0 52.2 52.2 58.9 60.0 35.6±5.1 71.1±4.8 77.8±4.4 78.9±4.3 71.1±4.8 33.3±5.0 82.2±4.1 82.2±4.1 86.7±3.6 81.1±4.1

Table 12: Complete results on world knowledge evaluated on NorOpenBookQA (Bokmål and
Nynorsk) We show the detailed results for each evaluated model, few-shot setting and prompt template.
The best results for each column are boldfaced, the overall best result for each few-shot setting is
highlighted in blue.

Inference setup The model is given a test example formatted according to a Prompt template and
generates the answer via a greedy search decoding strategy.

Performance metric We use Rouge-L as the standard metric for summarization (Lin, 2004). ROUGE-L
uses longest common subsequence matching, allowing it to identify matching content even when ordered
differently in generated and reference summaries.

Prompt templates We used the following six prompt templates from NorEval for testing all language
models on summarization with NorSumm. The templates are adapted to the Bokmål and Nynorsk versions
of this dataset.

Prompt A (Bokmål):

1 Skriv en oppsummering av følgende artikkel med kun noen få punkter: {$article}

2 Oppsummering: {$prediction}

Prompt A (Nynorsk):

1 Skriv ei oppsummering av følgande artikkel med berre nokre få punkt: {$article}

2 Oppsummering: {$prediction}
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Prompt B (Bokmål):

1 Oppsummer følgende artikkel med noen få setninger: {$article}

2 Oppsummering: {$prediction}

Prompt B (Nynorsk):

1 Oppsummer følgande artikkel med nokre få setningar: {$article}

2 Oppsummering: {$prediction}

Prompt C (Bokmål):

1 {$article}

2 Skriv en kort og presis oppsummering av teksten over. Språket må være klart og lett å forstå.

Sørg for å ikke introdusere feil. Oppsummeringen må dekke følgende spørsmål: hvem, hva,

hvor, når, og hvorfor er denne saken viktig å vite om. Oppsummeringen må være engasjerende

og fremheve nøkkelinformasjon fra artikkelen. Oppsummeringen skal inneholde maksimalt 700

tegn, inkludert mellomrom. {$prediction}

↪→

↪→

↪→

↪→

Prompt C (Nynorsk):

1 {$article}

2 Skriv ein kort og presis oppsummering av teksten over. Språket må vere klart og lett å forstå.

Sørg for å ikkje introdusere feil. Oppsummeringa må dekkje følgande spørsmål: kven, kva,

kor, når, og kvifor er denne saka viktig å vite om. Oppsummeringa må vere engasjerande og

framheve nøkkelinformasjon frå artikkelen. Oppsummeringa skal innehalde maksimalt 700 tegn,

inkludert mellomrom. {$prediction}

↪→

↪→

↪→

↪→

Prompt D (Bokmål):

1 Gi et kortfattet sammendrag av følgende tekst: {$article} {$prediction}

Prompt D (Nynorsk):

1 Gje eit kortfatta samandrag av følgande tekst: {$article} {$prediction}

Prompt E (Bokmål):

1 Lag en kort oppsummering som sammenfatter den følgende teksten i noen få punkter:

2 {$article}

3

4 Oppsummering: {$prediction}

Prompt E (Nynorsk):

1 Lag ein kort oppsummering som samanfattar den følgande teksten i nokre få punkt:

2 {$article}

3

4 Oppsummering: {$prediction}

Prompt F (Bokmål):

1 Hele artikkelen:

2 {$article}

3

4 Hovedpunkter: {$prediction}

Prompt F (Nynorsk):

1 Heile artikkelen:

2 {$article}

3

4 Hovudpunkt: {$prediction}
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Bokmål (0-shot) Nynorsk (0-shot)

Prompt template A B C D E F A B C D E F

NorMistral-11B 17.6 20.5 34.9 45.0 42.5 5.7 15.4 17.9 25.4 32.4 32.6 6.8

NorwAI-Mistral-7B 12.2 0.0 0.0 2.6 0.0 0.0 10.3 0.0 0.0 3.5 0.0 0.0

NorwAI-Llama2-7B 10.7 0.0 0.0 7.8 3.5 0.0 10.4 0.0 0.0 4.4 5.9 0.0

NorMistral-7B-warm 7.8 0.0 0.0 16.5 9.0 0.0 8.6 0.0 0.0 6.9 4.1 0.0

NorGPT-3B 8.8 8.5 31.6 33.8 25.2 2.8 7.4 10.9 21.6 24.3 20.0 4.0

Viking-7B 11.2 5.5 16.5 29.8 31.9 0.0 10.5 3.0 16.4 25.7 24.2 0.0

Viking-13B 11.1 1.7 6.0 23.7 36.3 0.0 9.8 0.0 4.3 19.6 28.8 0.4

Mistral-Nemo-12B 13.4 26.4 41.5 35.6 44.9 2.9 12.4 18.2 30.0 30.3 30.9 3.6

Table 13: Complete results on NorSumm summarization (Bokmål and Nynorsk versions) We show
the detailed results for each evaluated model and prompt template. The best results for each column are
boldfaced, the overall best result is highlighted in blue.

Full results The complete evaluation on NorSumm (both Bokmål and Nynorsk variants) is provided in
Table 13.

B.8 Grammatical error correction (ASK-GEC)

This tasks tests how do language models understand more low-level features of the Norwegian language.
We use the ASK-GEC dataset from Jentoft (2023) that is based on corrected essays of Norwegian language
learners.

Inference setup The model is given a test example formatted according to a prompt template; given this
input, it then generates the answer via a greedy-search decoding strategy.

Performance metric We use the F0.5-score to measure the amount of successfully fixed correction-spans.
These spans are heuristically identified by the ERRANT system (Bryant et al., 2017). More details about
using this metric for Norwegian grammatical error corrections can be found in Jentoft (2023).

Prompt templates We used the following five prompt templates for grammatical error correction:

Prompt A:

1 Tekst: {$text}

2 Korreksjon: {$prediction}

Prompt B:

1 Tekst: {$text}

2 Rettet versjon: {$prediction}

Prompt C:

1 Skriv om følgende tekst slik at den blir grammatisk korrekt: {$text}

2 Korreksjon: {$prediction}

Prompt D:

1 Original versjon: {$text}

2 Korrekturlest og rettet versjon: {$prediction}

Prompt E:

1 Rett opp grammatiske feil i denne teksten: {$text}

2 Korreksjon: {$prediction}
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0-shot 1-shot 16-shot

Prompt template A B C D E A B C D E A B C D E

NorMistral-11B 2.8 16.6 39.9 26.8 38.8 38.6 41.8 43.3 45.2 44.7 52.6 52.3 50.4 51.5 51.4

NorwAI-Mistral-7B 0.0 0.0 22.2 0.0 0.0 37.2 39.1 45.3 42.8 46.1 51.9 52.4 52.5 53.2 52.7

NorwAI-Llama2-7B 0.0 0.2 13.3 0.0 27.1 38.5 40.5 46.2 44.2 45.0 51.1 51.3 51.2 51.4 51.1

NorMistral-7B-warm 2.1 0.0 11.1 33.6 18.7 34.4 38.0 42.8 41.2 41.1 48.0 48.2 48.7 48.2 48.5

NorGPT-3B 0.2 0.0 0.2 1.4 0.3 0.4 0.4 0.4 0.4 0.4 0.9 1.3 1.8 1.2 1.5

Viking-7B 2.8 1.2 23.1 0.0 11.4 29.9 37.0 40.6 39.9 38.9 50.7 51.0 50.4 51.2 50.1

Viking-13B 3.1 0.0 37.8 25.1 34.8 42.6 43.5 45.7 44.8 46.0 52.4 52.0 51.9 52.4 51.8

Mistral-Nemo-12B 14.7 18.6 36.5 16.9 12.3 38.8 36.8 37.5 38.6 39.6 43.9 43.7 42.7 43.7 43.1

Table 14: Complete results on grammatical error correction We show the detailed results for each
evaluated model, few-shot setting and prompt template. The best results for each column are boldfaced,
the overall best result for each few-shot setting is highlighted in blue.

Full results The complete evaluation on ASK-GEC is provided in Table 15.

B.9 Language identification (SLIDE)
We use the Scandinavian language identification and evaluation (SLIDE) from https://github.com/ltgoslo/

slide. This dataset consists of sentences manually annotated with the language they are written in:
Norwegian Bokmål, Nynorsk, Danish or Swedish (we filtered out the examples that are not written in any
Scandinavian language). The sentences can be annotated with multiple language labels if applicable.

Inference setup This task is solved as classification – the label with the highest probability given the
prompt (estimated by the evaluated language model) is chosen as the predicted label. The few-shot
demonstrations are randomly sampled from the SLIDE validation set.

Performance metric We test whether a language model is able to correctly predict one of the (potentially
multiple) languages a sentence is written in. We thus adopt the loose accuracy metric from SLIDE, where
a single-label prediction is considered to be correct if is in the set of gold language labels.

Prompt templates We used the following five prompt templates for testing all language models on
grammatical error correction. The few-shot demonstrations are separated by double newlines \n\n.

Prompt A:

1 Tekst: {$text}

2 Korreksjon: {$prediction}

Prompt B:

1 Tekst: {$text}

2 Rettet versjon: {$prediction}

Prompt C:

1 Skriv om følgende tekst slik at den blir grammatisk korrekt: {$text}

2 Korreksjon: {$prediction}

Prompt D:

1 Original versjon: {$text}

2 Korrekturlest og rettet versjon: {$prediction}
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Prompt E:

1 Rett opp grammatiske feil i denne teksten: {$text}

2 Korreksjon: {$prediction}

Full results The complete evaluation on language identification is given in ??. Note that the majority
baseline on this task is 40.3% loose accuracy and the random baseline is 28.2%.

0-shot 1-shot 16-shot

Prompt template A B C D E A B C D E A B C D E

NorMistral-11B 74.0 41.5 55.7 62.6 53.1 78.8 60.8±0.7 80.6±0.2 80.6±0.4 58.7 97.9 95.6±0.2 94.6 97.0±0.3 98.2±0.1

NorwAI-Mistral-7B 65.8 54.0 38.8 69.6 66.9 74.8 39.2 47.9 76.9 64.5 95.1 69.9 90.4 92.0 95.7

NorwAI-Llama2-7B 69.8 37.4 42.9 49.4 59.0 65.4 33.0 40.8 54.5 43.1 93.5 74.1 67.0 77.4 87.5

NorMistral-7B-warm 87.5 47.7 42.2 65.4 61.6 85.7±0.4 40.3 63.5 72.2 73.2±0.4 98.1±0.1 92.2 96.2±0.3 92.1 97.3

NorGPT-3B 36.6 24.0 49.9 43.9 42.6 37.7 35.6 32.4 32.4 32.4 39.0 27.9 40.0 40.3 40.2

Viking-7B 74.4 42.7 41.0 34.7 32.8 46.2 37.1 35.2 39.5 36.0 77.2 47.4 44.3 58.5 52.6

Viking-13B 71.5 59.5 41.0 41.9 32.4 55.1 36.4 37.8 43.8 34.1 84.4 62.0 56.8 79.1 65.3

Mistral-Nemo-12B 68.3 41.7 50.3 48.5 40.7 63.8 56.0 74.3 58.6 45.8 85.9 84.6 86.6 87.3 86.1

Table 15: Complete results on Scandinavian language identification We show the detailed results for
each evaluated model, few-shot setting and prompt template. As the few-shot demonstrations are sampled
randomly, we repeat them five times and show the mean accuracy as well as the standard deviation
(rendered as superscript). The best results for each column are boldfaced, the overall best result for each
few-shot setting is highlighted in blue.

B.10 Translation
Inference setup This task is solved as generation via prefix prompting – the model is given a prompt
without the $prediction suffix and then it autoregressively generates a prediction until outputting a newline.
We use simple greedy search to generate the output.

Performance metric We measure the translation quality with SacreBLEU scores (Post, 2018) with
signature BLEU+case.mixed+numrefs.1+smooth.exp+tok.intl+version.1.2.20 as the main metric.
We also provide chrF++ scores as an additional metric (Popović, 2017).

B.10.1 English to Bokmål translation
Prompt templates We used the following four prompt templates for testing all language models on
translation to Northern Sámi.

Prompt A:

1 Engelsk: {$text}

2 Bokmål: {$prediction}

Prompt B:

1 Oversett følgende setning til Bokmål: {$text}

2 Bokmål: {$prediction}

Prompt C:

1 Gi en oversettelse til Bokmål for denne setningen: {$text}

2 Bokmål: {$prediction}

Prompt D:

1 Hva blir "{$text}" på Bokmål?

2 Bokmål: {$prediction}
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Full results The complete evaluation on translation to Bokmål is given in Table 18 (BLEU scores in the
top sub-table and chrF++ scores below).

BLEU SCORES

0-shot 1-shot 16-shot

Prompt template A B C D A B C D A B C D

NorMistral-11B 54.9 51.6 43.1 44.5 58.2±0.6 58.5±0.6 58.2±0.6 58.1±0.6 58.6±0.6 58.8±0.6 58.3±0.6 58.5±0.6

NorwAI-Mistral-7B 56.1 31.0 52.8 50.9 58.2±0.6 58.1±0.6 58.1±0.6 57.7±0.7 58.4±0.6 58.7±0.6 58.5±0.6 58.2±0.6

NorwAI-Llama2-7B 35.5 23.9 23.6 44.8 55.8±0.7 57.0±0.6 57.3±0.6 56.1±0.7 57.8±0.6 57.9±0.6 57.8±0.6 57.5±0.6

NorMistral-7B-warm 54.7 53.1 0.0 51.6 55.9±0.7 56.5±0.6 56.6±0.6 56.2±0.7 57.0±0.7 57.0±0.6 57.2±0.7 56.4±0.6

NorGPT-3B 0.1 0.1 0.1 0.2 0.0±0.0 0.2±0.0 0.1±0.0 0.4±0.0 0.2±0.0 1.8±0.1 0.7±0.0 0.9±0.0

Viking-7B 53.4 35.0 42.1 1.4 54.2±0.6 58.3±0.7 57.2±0.7 56.7±0.7 58.7±0.7 59.6±0.6 59.7±0.6 59.4±0.7

Viking-13B 24.2 58.2 14.9 1.9 58.6±0.7 58.3±0.7 58.7±0.8 57.5±0.7 59.5±0.6 60.0±0.6 59.9±0.6 59.9±0.7

Mistral-Nemo-12B 44.3 46.1 44.3 45.5 48.5±0.6 48.9±0.6 48.9±0.6 48.9±0.6 49.3±0.6 49.5±0.6 49.2±0.6 49.5±0.6

CHRF++ SCORES

0-shot 1-shot 16-shot

Prompt template A B C D A B C D A B C D

NorMistral-11B 71.7 71.4 67.2 69.3 73.6±0.4 73.8±0.4 73.8±0.4 73.4±0.4 73.8±0.4 74.0±0.4 73.8±0.4 73.7±0.4

NorwAI-Mistral-7B 71.1 55.5 68.8 70.8 73.0±0.4 73.2±0.4 73.2±0.4 72.6±0.5 73.4±0.4 73.7±0.4 73.6±0.4 73.4±0.4

NorwAI-Llama2-7B 59.3 40.8 39.9 64.1 71.3±0.4 72.1±0.4 72.4±0.4 71.2±0.5 72.7±0.4 72.9±0.4 72.9±0.4 72.6±0.4

NorMistral-7B-warm 69.6 67.5 9.6 66.3 70.9±0.4 71.6±0.4 71.6±0.4 71.3±0.4 72.0±0.4 72.3±0.4 72.2±0.4 72.0±0.4

NorGPT-3B 9.8 8.1 9.7 9.5 4.4±0.1 4.8±0.1 4.4±0.1 6.4±0.1 4.4±0.1 12.3±0.3 7.9±0.1 8.9±0.1

Viking-7B 70.8 51.8 63.6 12.5 70.6±0.4 72.9±0.7 72.3±0.5 71.9±0.5 73.3±0.5 74.3±0.4 74.4±0.4 74.1±0.5

Viking-13B 59.4 72.8 46.8 15.5 73.3±0.5 74.0±0.4 73.6±0.5 72.6±0.5 74.2±0.4 74.6±0.4 74.5±0.4 74.5±0.4

Mistral-Nemo-12B 61.4 64.2 61.7 63.4 65.8±0.5 66.5±0.4 66.4±0.4 66.6±0.4 66.8±0.4 67.0±0.4 66.9±0.4 67.0±0.4

Table 16: Complete results on translation from English to Norwegian Bokmål We show the detailed
results for each evaluated model, few-shot setting and prompt template. As the few-shot demonstrations
are sampled randomly, we repeat them five times and show the mean accuracy as well as the standard
deviation (rendered as superscript). The best results for each column are boldfaced, the overall best result
for each few-shot setting is highlighted in blue.

B.10.2 English to Nynorsk translation
Prompt templates We used the following five prompt templates for testing all language models on
translation to Nynorsk.

Prompt A:

1 Engelsk: {$text}

2 Nynorsk: {$prediction}

Prompt B:

1 Omsett følgande setning til Nynorsk: {$text}

2 Nynorsk: {$prediction}

Prompt C:

1 Gje ei Nynorsk omsetjing av denne setninga: {$text}

2 Nynorsk: {$prediction}
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Prompt D:

1 Kva blir "{$text}" på Nynorsk?

2 Nynorsk: {$prediction}

Full results The complete evaluation on translation to Nynorsk is given in Table 18 (BLEU scores in
the top sub-table and chrF++ scores below).

BLEU SCORES

0-shot 1-shot 16-shot

Prompt template A B C D A B C D A B C D

NorMistral-11B 36.2 6.9 20.1 39.3 46.3±1.6 45.4±1.5 45.2±1.4 44.7±1.5 46.5±1.6 48.0±1.6 46.1±1.6 47.3±1.6

NorwAI-Mistral-7B 46.0 44.7 42.3 40.0 46.7±1.6 46.7±1.6 46.6±1.7 45.9±1.6 47.4±1.8 46.5±1.8 46.1±1.6 46.5±1.7

NorwAI-Llama2-7B 43.9 23.2 0.0 28.8 45.9±1.7 46.7±1.8 46.7±1.7 45.2±1.7 47.4±1.7 47.2±1.7 47.3±1.8 47.0±1.8

NorMistral-7B-warm 43.5 31.2 15.2 11.7 43.7±1.7 44.6±1.8 43.5±1.6 43.5±1.8 43.6±1.8 44.7±1.7 43.9±1.7 44.2±1.6

NorGPT-3B 1.5 2.4 0.8 1.6 0.1±0.0 0.2±0.0 0.1±0.0 0.4±0.1 0.2±0.0 0.7±0.1 2.6±0.5 0.8±0.1

Viking-7B 26.7 44.3 16.5 1.9 45.0±1.7 44.4±1.6 43.7±1.7 42.3±1.6 44.5±1.6 43.9±1.5 44.5±1.6 45.6±1.6

Viking-13B 42.5 31.6 11.1 1.7 45.2±1.7 45.2±1.7 44.8±1.7 42.4±1.6 45.2±1.7 45.1±1.6 45.5±1.7 45.6±1.7

Mistral-Nemo-12B 33.0 33.2 33.9 29.2 33.6±1.5 34.7±1.4 33.9±1.3 35.1±1.5 35.6±1.6 35.4±1.7 35.3±1.7 35.7±1.6

CHRF++ SCORES

0-shot 1-shot 16-shot

Prompt template A B C D A B C D A B C D

NorMistral-11B 62.1 32.4 53.3 62.2 65.1±1.1 64.6±1.1 64.4±1.0 63.9±1.1 65.2±1.1 66.5±1.2 65.7±1.1 65.9±1.1

NorwAI-Mistral-7B 64.9 62.6 60.8 63.4 65.4±1.1 64.9±1.1 64.8±1.1 64.5±1.1 65.7±1.2 65.1±1.2 65.0±1.1 65.1±1.1

NorwAI-Llama2-7B 63.5 41.9 3.4 45.7 64.1±1.2 64.8±1.1 64.8±1.1 63.5±1.1 65.7±1.2 65.8±1.1 65.7±1.2 65.2±1.2

NorMistral-7B-warm 62.3 48.1 32.6 29.0 62.7±1.3 63.6±1.3 63.0±1.2 63.0±1.3 63.6±1.2 64.6±1.1 64.4±1.1 63.9±1.2

NorGPT-3B 15.5 16.6 12.2 16.9 4.9±0.2 4.4±0.2 3.3±0.2 7.7±0.5 4.0±0.2 9.2±0.5 15.0±1.1 8.0±0.4

Viking-7B 56.9 63.6 47.8 15.1 64.1±1.2 64.4±1.1 64.6±1.1 62.8±1.2 64.5±1.1 64.3±1.0 64.5±1.1 65.2±1.1

Viking-13B 62.9 60.4 44.0 14.9 64.7±1.1 64.8±1.1 64.4±1.1 61.9±1.2 64.6±1.1 64.9±1.1 65.0±1.1 65.3±1.1

Mistral-Nemo-12B 55.4 54.2 55.5 53.8 56.3±1.1 57.0±1.1 56.4±1.0 56.9±1.1 57.3±1.2 57.2±1.2 57.2±1.2 57.5±1.2

Table 17: Complete results on translation from English to Nynorsk We show the detailed results for
each evaluated model, few-shot setting and prompt template. As the few-shot demonstrations are sampled
randomly, we repeat them five times and show the mean accuracy as well as the standard deviation
(rendered as superscript). The best results for each column are boldfaced, the overall best result for each
few-shot setting is highlighted in blue.

B.10.3 English to Northern Sámi translation
We source the data from the English-Sámi parallel corpus from Tatoeba (Tiedemann, 2020), specifically
the latest v2023-04-12 revision avaiable on HuggingFace at https://hf.co/datasets/Helsinki-NLP/tatoeba.
We deduplicate this corpus (both on the source and target side) and remove the empty entries – obtaining
53 examples in total.

Prompt templates We used the following five prompt templates for testing all language models on
translation to Northern Sámi.

Prompt A:

1 Eaŋgalsgiella: {$text}

2 Davvisámegiella: {$prediction}
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Prompt B:

1 Engelsk: {$text}

2 Samisk: {$prediction}

Prompt C:

1 Oversett følgende setning til nordsamisk: {$text}

2 Nordsamisk: {$prediction}

Prompt D:

1 Gi en oversettelse til nordsamisk for denne setningen: {$text}

2 Nordsamisk: {$prediction}

Prompt E:

1 Hva blir "{$text}" på nordsamisk?

2 Nordsamisk: {$prediction}

Full results The complete evaluation on translation to Sámi is given in Table 18 (BLEU scores in the
top sub-table and chrF++ scores below).

BLEU SCORES

0-shot 1-shot 16-shot

Prompt template A B C D E A B C D E A B C D E

NorMistral-11B 31.5 31.0 14.8 23.2 14.7 24.8±5.1 44.1±1.2 15.7±1.6 20.2±9.4 33.7±8.2 45.5±2.2 48.8±2.4 49.0±2.1 48.8±2.3 50.4±0.9

NorwAI-Mistral-7B 21.2 25.0 24.0 16.7 20.7 26.6±1.7 24.7±2.2 24.4±1.6 24.2±2.4 25.0±1.1 24.8±2.7 25.1±2.6 26.2±1.8 26.8±2.0 27.5±2.3

NorwAI-Llama2-7B 16.9 10.7 3.3 0.0 15.4 24.7±2.1 23.5±2.7 24.5±2.1 22.6±2.5 22.5±1.8 26.6±2.3 27.6±2.0 27.9±1.9 27.6±2.1 28.5±1.6

NorMistral-7B-warm 12.2 5.7 0.0 0.0 0.0 11.2±3.1 10.5±1.9 12.2±3.2 10.5±2.0 8.4±0.5 14.9±2.2 17.2±1.9 17.9±1.5 15.9±1.2 18.5±2.5

NorGPT-3B 0.0 0.0 0.0 0.0 0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0

Viking-7B 0.0 0.0 0.0 0.0 0.0 0.0±0.0 1.0±2.3 0.7±1.5 0.7±1.6 0.5±1.1 4.6±2.6 6.8±1.8 6.7±2.6 7.8±1.6 4.3±3.9

Viking-13B 0.0 0.0 0.0 0.0 0.0 0.3±0.7 3.3±3.2 2.3±2.1 4.3±4.0 1.8±1.9 9.8±1.1 11.6±1.9 11.5±1.9 11.4±2.0 11.2±1.2

Mistral-Nemo-12B 0.0 0.0 0.0 0.0 0.0 0.0±0.0 1.4±2.0 0.8±1.8 0.9±2.0 0.9±1.9 3.9±2.5 6.5±2.2 4.9±3.2 5.7±3.8 6.1±1.4

CHRF++ SCORES

0-shot 1-shot 16-shot

Prompt template A B C D E A B C D E A B C D E

NorMistral-11B 51.8 58.8 49.5 58.2 47.3 55.5±2.4 66.7±0.8 54.6±1.8 56.9±5.4 63.2±3.7 64.9±1.2 67.2±0.6 67.9±1.0 67.7±1.4 69.6±0.9

NorwAI-Mistral-7B 44.9 45.8 53.9 50.6 49.6 50.7±1.3 50.8±1.5 50.8±0.8 51.5±1.1 50.4±0.7 51.0±1.7 51.7±1.7 52.3±1.7 52.4±1.2 52.8±1.6

NorwAI-Llama2-7B 37.3 30.0 46.8 44.1 39.3 45.6±2.0 44.2±3.4 48.1±2.3 46.6±1.7 44.0±1.4 48.4±1.9 50.2±1.3 50.4±1.6 50.2±1.4 50.4±1.1

NorMistral-7B-warm 27.4 22.5 21.4 26.8 23.8 32.3±2.4 30.9±1.9 32.7±2.2 32.7±1.5 29.9±0.7 38.1±3.7 37.7±3.5 38.9±1.5 37.2±1.5 39.4±2.1

NorGPT-3B 2.7 3.0 3.0 2.8 2.8 2.8±0.1 2.8±0.1 2.8±0.1 2.8±0.1 2.9±0.1 2.9±0.1 2.6±0.1 3.0±0.1 3.0±0.1 3.1±0.1

Viking-7B 10.4 11.5 11.5 11.7 8.1 10.3±0.9 13.0±1.7 12.3±1.5 12.7±1.1 12.4±1.3 18.0±1.3 19.6±0.7 19.1±1.3 19.7±1.0 19.5±1.6

Viking-13B 11.3 10.8 8.0 10.6 6.2 10.9±0.7 14.9±1.4 16.2±0.8 16.1±0.7 15.2±1.5 24.5±2.5 24.5±2.0 24.9±2.2 24.0±2.9 25.2±1.7

Mistral-Nemo-12B 11.5 12.1 12.2 12.4 10.5 14.2±2.0 14.2±0.9 15.3±1.1 14.8±1.3 14.9±0.9 21.9±0.8 22.3±1.7 22.6±1.5 22.4±1.6 23.0±1.5

Table 18: Complete results on translation from English to Northern Sámi We show the detailed
results for each evaluated model, few-shot setting and prompt template. As the few-shot demonstrations
are sampled randomly, we repeat them five times and show the mean accuracy as well as the standard
deviation (rendered as superscript). The best results for each column are boldfaced, the overall best result
for each few-shot setting is highlighted in blue.
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