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Abstract
This study explores the overlap between
text summarization and simplification out-
puts. While summarization evaluation
methods are streamlined, simplification
lacks cohesion, prompting the question:
how closely can abstractive summariza-
tion resemble gold-standard simplifica-
tion? We address this by applying two
BART-based BRIO summarization meth-
ods to the Newsela corpus, comparing out-
puts with manually annotated simplifica-
tions and achieving a top ROUGE-L score
of 0.654. This provides insight into where
summarization and simplification outputs
converge and differ.

1 Introduction

Text simplification can operate at various linguis-
tic levels—semantic, syntactic, or lexical—using
diverse strategies to achieve specific goals (Pellow
and Eskenazi, 2014; Paetzold and Specia, 2016;
Chen et al., 2017; Van et al., 2021). In practice,
Automatic Text Simplification (ATS) transforms
complex text into simpler versions by splitting
sentences, shortening length, and simplifying vo-
cabulary and grammar. The best English-language
ATS models rely on parallel corpora like Wik-
iSmall (Zhu et al., 2010; Zhang and Lapata, 2017),
aligning complex and simple sentences from stan-
dard and Simple English Wikipedias (originally
108,000 instances from 65,133 articles, currently
89,042). The most valuable resource for text sim-
plification is the Newsela corpus Xu et al. (2015),
which includes 9,565 news articles professionally
rewritten at multiple reading levels, with 1,913
original articles and four levels of simplification.
However, it lacks the volume needed to train ad-
vanced deep-learning models effectively.

Simplification lacks standardized procedures
and a common algorithm, partly due to the absence

of a ”native speaker of simplified language” (Sid-
dharthan, 2014). The subjective nature of simplifi-
cation also makes consistent methodology difficult
(Grabar and Saggion, 2022). The evaluation met-
rics for simplification are similarly inconsistent.
Some, like BLEU or Levenshtein distance (Lev-
enshtein, 1965; Papineni et al., 2002), focus on in-
trinsic grammatical features and struggle with se-
mantic changes, while others, such as cosine dis-
tance, emphasize semantic similarity. By contrast,
summarization metrics are well-established, even
when imperfectly applied (Grusky, 2023). Fur-
thermore, while the two tasks present some di-
vergences in their focus (e.g. the relevance of in-
formation ordering, the choice of domain-agnostic
lexicon, and the preference for short active forms
instead of long passive forms), they remain con-
vergent in producing shorter and poignant text.
Given the state of things, we believe that compar-
ing simplification with summarization could pro-
vide insights into their convergence.

This study investigates whether a state-of-the-
art (SotA) summarization system can approxi-
mate manual simplification by comparing anno-
tated simplifications with automated summariza-
tion. Starting with Newsela’s English documents,
we process original articles with BRIO (Liu et al.,
2022), a SotA abstractive summarizer, applying
document-wide and paragraph-by-paragraph sum-
marization methods. We then evaluate each out-
put set against the four simplification levels us-
ing ROUGE-L scores to measure similarity. Re-
sults indicate an average performance difference
of 0.444, with paragraph-by-paragraph summa-
rization achieving the highest score (0.654) at
level 1, gradually decreasing through levels 2 to
4. While paragraph-by-paragraph summarization
does not equate to manual simplification, it may
serve as an effective preparatory step for manual
annotators.

Background and related research are discussed
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in Section 2, with the experimental setup and find-
ings detailed in Sections 3 and 4. A summary of
the presented work, followed by the limits of the
scope and suggestions for future research, are pro-
vided in Section 5.

2 Related work

The multifaceted nature of implementing text sim-
plification has led to multiple works that share
the goal of rewriting complex documents with
simpler, more straightforward language. This
is ultimately achieved by modifying the original
text both lexically and syntactically as defined in
Truică et al. (2023), either in an automated or
manual way. Multiple works in the field have
tackled different applications, from aiding people
with disabilities (Rello et al., 2013; Chen et al.,
2017), low-literacy adults (Watanabe et al., 2009;
Paetzold and Specia, 2016), non-native learners
(Allen, 2009; Pellow and Eskenazi, 2014) to auxil-
iary systems to improve the effectiveness of other
NLP tasks (Stymne et al., 2013; Wei et al., 2014;
Štajner and Popovic, 2016).

Due to the wide range of applications, a ma-
jor subjectivity issue emerges when evaluating
the different methods for simplification (Grabar
and Saggion, 2022). Different scoring methods
that have been utilized for simplification include:
BLEU (Papineni et al., 2002); TERp, Translation
Edit Rate plus, which computes the number of the
three edit operations plus the inverse (Snover et al.,
2009); OOV, Out Of Vocabulary, which measures
the rate of oov words from a chosen simple vocab-
ulary (e.g. Basic English list) (Vu et al., 2014);
changed, measuring the percentage of the test ex-
amples where the system suggested some change
(Horn et al., 2014); potential, computing the pro-
portion of instances in which at least one of the
candidates generated is in the gold-standard (Paet-
zold and Specia, 2016); SARI, the most recent,
which performs a similar comparison to BLEU but
is considered more reliable (Xu et al., 2016).

The general approach to text summarization is
more streamlined, aiming to produce a shorter text
than the input one while keeping all relevant infor-
mation, defined as abstract or summary (Moiyadi
et al., 2016). The most common approaches
are naı̈ve Bayes (Kupiec et al., 1995; Gambhir
and Gupta, 2017), swarm algorithms (Jarraya and
Bouri, 2012; Izakian and Mesgari, 2015), and
sequence-to-sequence models (Sutskever et al.,

2014; Zhang et al., 2020).
A further distinction can be made between

abstractive and extractive summarization meth-
ods (Nazari and Mahdavi, 2019). Where extrac-
tive methods produce text by concatenating se-
lected parts of the original document, abstractive
methods apply language generation techniques to
produce a shorter document (Jeæek and Stein-
berger, 2008; Gupta and Lehal, 2010). Standard
scoring methods for text summarisation are pre-
cision/recall measures and various instances of
ROUGE (Lin and Och, 2004a; Grusky, 2023),
some examples being ROUGE-n, ROUGE-L, and
the most recent ROUGE-SEM (Zhang et al.,
2024).

The Newsela corpus is a collection of 1,130 ar-
ticles rewritten and simplified by professional ed-
itors, aimed at children of different grade levels
(Xu et al., 2015). From each individual article,
four different versions have been derived through
manual simplification process and labelled with a
number from 1 to 4, representative of the level of
simplification. Label 4 represents the most simpli-
fied output, suitable for a 3rd grader; label 3 rep-
resents an output suitable for a 4th grader; labels
2 and 1 identify outputs suitable for 6th and 7th
graders. The original articles are suitable for 12th
graders.

Considering possible modifications to the
dataset past the authors’ presentation of their
work, the corpus currently consists of 9,565 docu-
ments, of which 1,913 original articles.

3 Experimental setup

For the purpose of this work, the architecture
chosen to perform the summarization procedure
was BRIO, a system presented in Liu et al.
(2022) and based both on the BART architecture
(Lewis et al., 2020) and the PEGASUS architec-
ture (Zhang et al., 2020). The choice was moti-
vated by its state-of-the-art performance in sum-
marization tasks, its ease of availability and im-
plementation, and the double-model-based sys-
tem that it employs. The dual nature of BRIO is
the result of fine-tuning two different architectures
on two different datasets with a specific training
paradigm. Since the two datasets were character-
ized by longer texts (Hermann et al., 2015) and
shorter texts (Narayan et al., 2018), the two back-
bones for the architecture keep these properties.
Therefore, the BART-based BRIO was chosen as a
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summarizer for its performance with longer texts,
as suggested by the original authors.

The original articles from the Newsela corpus
were then processed through the summarization
model. For each article, two procedures were
followed to produce different output documents:
document-wide summarization and paragraph-by-
paragraph summarization, as explained below. A
graphic representation of the general procedure is
provided in Figure 1

Document-wide. The more intuitive applica-
tion of text summarization, this method involved
the generation of a single string containing the
whole text by joining the various paragraphs and
subsequently processing it with the summarizer
model. Once the architecture produced an output
string, it was written in a separate *.txt file.

Paragraph-by-paragraph. This summariza-
tion approach stems from the visual structure of
academic texts, which usually separate topics and
changes in content by dividing the document into
paragraphs. Thus, the intuition was to make the ar-
chitecture follow a similar pattern to preserve the
content and produce a more effective summariza-
tion. This method implemented splitting the origi-
nal text into paragraphs and processing each para-
graph separately with the summarizer model. The
resulting outputs were subsequently rejoined and
written as a single document in a separate *.txt
file.

Both procedures were applied to each of the
original 1,913 English articles in the Newsela cor-
pus, and the resulting two sets of summarized doc-
uments were compared to the simplified version
produced by the editors. This was done by iter-
ating through the different levels of simplification
(1, 2, 3, and 4) and calculating the precision, re-
call and ROUGE F1 score between each simpli-
fied version of the document and the summarized
version of it. The resulting evaluation was stored,
and the average was calculated level-wise for each
metric with the scores from the whole set. Then,
the scoring procedure was repeated for the remain-
ing summarized set. The chosen evaluation score
was ROUGE-L as it was both a part of the original
BRIO publication (Liu et al., 2022) and a statistic
based on Long Common Sequence (LCS) (Lin and
Och, 2004b), which made it well suited to mea-
sure the grammatical integrity, keyword conserva-
tion and coherence in the summarized texts.

4 Results

The average scores for the three evaluation met-
rics used in comparing the human-produced sim-
plification and the automated summarization are
available in Table 1. To provide an easier analy-
sis, the scores have been divided by the level of
simplification taken under scrutiny and the type of
summarization procedure performed on the orig-
inal articles. The upper section of Table 1 pro-
vides the average evaluation score between all the
documents summarized with the first method men-
tioned in Section 3 and their simplified equivalent
for each level. The second summarization method,
paragraph-by-paragraph, is evaluated in the lower
part of the Table.

Level Precision Recall ROUGE-L
DOCUMENT

label 1 0.058 0.918 0.109
label 2 0.061 0.884 0.113
label 3 0.066 0.811 0.122
label 4 0.078 0.731 0.141

PARAGRAPH
label 1 0.731 0.615 0.654
label 2 0.721 0.561 0.616
label 3 0.703 0.461 0.541
label 4 0.699 0.354 0.451

Table 1: Average precision, recall and ROUGE-
L scores when comparing the summarization out-
put against the different levels of manually simpli-
fied articles. The table is divided according to the
two types of summarization techniques presented,
document-level and paragraph-level.

To make the gap in scores and the variability
in summarization performance through the differ-
ent processes more apparent, two graphic repre-
sentations of the average scores are provided in
Figure 2. The data corresponds to the document-
wide summarization method on the left side and
the paragraph-by-paragraph method on the right.

When comparing the results from the two pro-
cesses, the overall difference in balance between
precision/recall for the document-wide summa-
rization method is immediately noticeable. Even
considering the progressive improvement of the
precision rate and the lowering of the recall score,
the minimum gap between the two is 0.653. The
first hypothesis was that it was due to the summa-
rizer generating lengthy and repetitive summaries;
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Figure 1: Representation of the processing pipeline for each article, showing the document-wide method
(upper side) and paragraph-by-paragraph (lower side).

Figure 2: Comparison between the different levels of simplified text (1 to 4, left to right) and the two
automated types of summarization. On the left is the performance of the document-wide summarization,
on the right the performance of the paragraph-by-paragraph method.

however, a quick analysis of the outputs confirmed
the variety in length and the production of shorter
documents than their input. Therefore, the more
plausible hypothesis is that while the longest com-
mon sentences between manual simplification and
automated summarization are recalled in the text
(most likely the keywords), the structural lexicon
and syntactical choices of the simplified version
would not appear through document-wide sum-
marization. Consequently, this can lead to the
poor similarity between the two document types
and the convolution of information through sum-
marization, a hypothesis corroborated by the low
ROUGE-L score.

On the other side of Figure 2, the scores pro-
vide a better-looking picture of the paragraph-by-
paragraph performance. With a ROUGE-L score
of 0.566 averaged between all levels of simplifi-
cation, the similarity between the simplified and
summarized versions is noticeable. Although they
perform better when compared to lower levels

of simplification than to more simplified docu-
ments, the summarized outputs obtained through
paragraph-by-paragraph processing perform well
enough to justify further investigation and anal-
ysis. Our hypothesis for the better performance
of the paragraph-by-paragraph, when compared to
the document-wide processing, lies in the nature
of the process: a block-by-block iteration might
be more similar to the manually performed anno-
tation than a text-wide transformation is.

Worth of notice for the production of these re-
sults was the difference in time requirements be-
tween the first summarization method and the sec-
ond when operating on an average machine (16
GB RAM, 8 cores, 2,90 GHz CPU). The time
elapsed for the paragraph-by-paragraph process-
ing method was greatly increased, ranging be-
tween 10x and 50x more for each iteration and
thus requiring several minutes instead of seconds.
While the reason behind this issue requires more
investigation, with the current implementation,
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performing such a method on a large-scale dataset
without some optimization or access to a powerful
machine is not recommended.

5 Conclusions, limitations and future
work

In this work, the similarities between simplified
and summarized text have been analysed through
the automated summarization of articles from the
Newsela corpus, performed with two different
methods and compared to four levels of profes-
sional manual simplification representative of di-
verse school grade levels. By examining the re-
sults obtained by a ROUGE-L scoring comparison
between our output and the manual standard, it is
shown that the proposed paragraph-by-paragraph
method is superior to a document-wide approach,
with the highest score being 0.654. Hence, it is
possible to claim that while automated summa-
rization does not produce text similar enough to
simplified documents to justify its substitution, it
still produces text similar enough to be used as a
baseline to perform simplification on - instead of
starting from the original text.

However, there are important limitations to the
currently chosen metric. As ROUGE-L cannot
measure semantic similarity between instances, all
sequences that are semantically correct but lex-
ically different would not compute as ”similar”.
Since abstractive summarization could generate
text that is lexically different from the simplifi-
cation golden standard but still effectively sim-
plified, further analysis with semantically relevant
metrics should be conducted. In addition, fu-
ture work in this direction should implement ulte-
rior thorough analyses with more refined metrics,
such as ROUGE-SEM or SARI, along with a com-
parison between manual simplification, automated
summarization and automated simplification algo-
rithms. In particular, the latter could shed some
light on the intrinsic similarities between simplifi-
cation and summarization and help further inves-
tigate the potential interdisciplinary approaches to
the text simplification field of research.

Further investigation into optimization proce-
dures to make the most-performing methods avail-
able for lower-end machines should also be con-
ducted to allow for wider access to the tools and
improved effectiveness of summarizers as a sim-
plification helping tool.
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