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Abstract
This project employs state-of-the-art Natu-
ral Language Processing (NLP) techniques
to analyze the online communication of
international Environmental Movement Or-
ganizations (EMOs). First, we introduce
our overall EMO dataset and describe it
through topic modeling. Second, we eval-
uate current sentiment and emotion clas-
sification models for our specific dataset.
Third, as we are currently in our annotation
process, we evaluate our current progress
and issues to determine the most effective
approach for creating a high-quality anno-
tated dataset that captures the nuances of
EMO communication. Finally, we empha-
size the need for domain-specific datasets
and tailored NLP tools and suggest refine-
ments for our annotation process moving
forward.

1 Introduction

In order to address the escalating environmental
crises of our time, it is imperative that individuals
and groups worldwide act in a collective manner.
Investigating current environmental movements is
crucial as they play a significant role in motivat-
ing collective environmental action, shaping public
opinion, and influencing policy decisions. The on-
line communication of Environmental Movement
Organizations (EMOs) provides valuable insights
into their strategic approaches, thematic content
and emotional appeals (Gulliver et al., 2021; Ack-
land and O’Neil, 2011). Concurrently, the success
of these organizations can be ascertained through
the examination of various reactions of other users,
such as likes and comments. Therefore, the objec-
tive of our project is to analyze four years of X (for-
mer Twitter) data, which we refer to as tweets, from
a range of international EMOs, including Green-
peace, Friends of the Earth, Fridays for Future,

Extinction Rebellion, and Climate Action Network
(CAN) in order to gain a deeper understanding of
their communication. We intend to assess the sen-
timent and emotions conveyed in the EMOs’ lan-
guage, utilizing and evaluating state-of-the-art Nat-
ural Language Processing (NLP) models. As part
of this research, our ultimate goal is to create a
comprehensive and annotated dataset tailored to
climate- and environment-specific content, in the
future. In this paper, we present an interim stage
of our project, focusing on a critical assessment
of our current annotation process to refine and en-
hance its robustness, with the goal of creating a
high-quality annotated dataset. The paper is struc-
tured as follows: First, we review related work
and outline our research questions. Next, we de-
scribe our methodology, including the annotation
process and the evaluation of existing sentiment
and emotion models. We then present our results,
highlighting key findings and insights gained from
this evaluation. Finally, we conclude by discussing
the limitations of our approach and proposing av-
enues for future research, including further dataset
development and model fine-tuning for climate-
and environment-related communication.

1.1 Related Work & Research Questions

Sentiment and emotion analysis is rarely applied
to climate and environmental contexts. Instead,
most research in this field focuses on more general
applications, such as product analysis or the deter-
mination of stock market trends (Wankhade et al.,
2022). Moreover, there is a paucity of datasets
and models that have been specifically designed
for the purpose of understanding climate-related
text in social media. Available datasets include
the ClimaConvo dataset, which comprises 15,309
tweets from the year 2022 labeled as relevance,
stance, hate speech, direction of hate, and humor
(Shiwakoti et al., 2024) and the Twitter Climate
Change Sentiment Dataset (Qian, 2021) with a to-
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tal of 43,943 tweets spanning from 2015 to 2018.
Here each tweet was classified into one of four cat-
egories: news, pro, neutral, or anti.
A significant challenge in the research field is posed
by the ambiguity of sentiment and emotions, par-
ticularly in social media, where context and tone
vary greatly (Pozzi et al., 2016). In contrast to
studies that analyze individual users’ posts (Dahal
et al., 2019; El Barachi et al., 2021), our research
exclusively examines content created by groups.
It seems probable that the content of posts from
EMOs reflects strategic communication approaches
pursued by an organization rather than an expres-
sion of individual members’ sentiments or emo-
tional states. This raises the question of whether
state-of-the-art NLP models are capable of ade-
quately capturing the nuances of environmental and
climate communication from EMOs. Our study ad-
dresses these gaps in the literature by investigating
the following research questions: (1) How effec-
tively do state-of-the-art NLP models perform in
analyzing online communication of EMOs? and (2)
How effective and reliable is our current annota-
tion process in capturing sentiment and emotion in
climate- and environment-related tweets and what
refinements are necessary to ensure the creation of
a high-quality, domain-specific annotated dataset?
To this end, we first employ topic modeling to de-
scribe our dataset and then test the performance of
the ClimateBERT sentiment model for sentiment
analysis (Webersinke et al., 2021) and the emo-
tion model bhadresh-savani/bert-base-uncased-
emotion for emotion classification (Savani, 2020).
Our analyses regarding the second research ques-
tion should provide insights for addressing chal-
lenges that may arise during our annotation pro-
cess, such as inter-annotator agreement (IAA), and
enhance the reliability of future annotations.

EMO Number of Documents
Greenpeace 14420
Extinction Rebellion 12004
CAN 5152
Fridays for Future 2353
Friends of the Earth 2230

Table 1: Document Distribution in Dataset

2 Methodology

2.1 Data
The dataset extracted in September 2024 comprises
36,159 tweets from five prominent international
EMOs, namely Greenpeace, Extinction Rebellion,
Friends of the Earth, Fridays for Future, and CAN,
see Table 1. The tweets were published between
2019 and 2024. The dataset comprises the follow-
ing information for each document: group name,
time, retweet count, reply count, like count and
tweet text. All analyses were performed in Python
(version 3.11.11) using the bertopic, pandas, and
Scikit-learn packages (pandas development team,
2020; Pedregosa et al., 2011; Grootendorst, 2020).

2.2 Annotation Process
A first sub-dataset of 1399 tweets was indepen-
dently annotated by three annotators. To facilitate
this process, an annotation guideline was devel-
oped, which provided clear definitions for all con-
structs and illustrative examples, see osf.io for our
guidelines. Annotators were instructed to label sen-
timent and expressions of the emotions joy, anger,
fear, and sadness. The annotation process com-
menced with a preliminary phase, during which the
annotators labelled an initial set of 10 tweets. This
was followed by a feedback session, during which
ambiguities were addressed and alignment on the
labeling criteria was ensured. Subsequently, feed-
back sessions were conducted at regular intervals,
with each session focusing on a specific subset of
500 tweets. As discrepancies are typical in anno-
tation tasks of this nature (Uma et al., 2021), we
established a gold standard dataset through major-
ity voting. In instances where all three annotators
reached a differing conclusion (this could only oc-
cur with sentiment annotations), these cases were
subjected to further analysis and resolution through
group discussions in order to achieve a consensus.
This approach ensured a balance between individ-
ual judgments and collaborative decision-making,
thereby enhancing the reliability of the annotations.

2.3 Topic Modeling
To describe and analyze the themes present
within the whole dataset (36,159), we employed
BERTopic, a recently developed topic modeling
approach that utilizes embedding-based techniques
in contrast to the traditional bag-of-words methods,
such as LDA (Jelodar et al., 2019; Grootendorst,
2022). BERTopic uses semantic embeddings to
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cluster documents and utilizes parameters such as
n neighbors and min cluster size to refine the gran-
ularity of topics. In contrast to LDA, BERTopic
does not necessitate the pre-definition of the num-
ber of topics. Unlike other approaches, the model is
designed to determine the number of clusters based
on the data itself. A more detailed representation
of themes was given priority, which informed our
selection of parameters. The complete parameter
settings are available for consultation at osf.io.

2.4 Sentiment Classification

In order to conduct a sentiment analysis, we uti-
lized the ClimateBERT sentiment model, which
has been specifically trained on texts pertaining to
climate-related issues (Webersinke et al., 2021). In
their model, the researchers conceptualized senti-
ment as a framing, categorizing climate-related text
as either positive (opportunity), neutral, or nega-
tive (risk). It is noteworthy that ClimateBERT was
trained on longer documents, such as news articles
or financial reports, and its performance on shorter
social media texts remains untested. The present
study assesses the applicability of this approach to
short-form content, such as tweets.

2.5 Emotion Classification

Emotion analysis was conducted using the emo-
tion model bhadresh-savani/bert-base-uncased-
emotion that had been trained on general tweets
(Savani, 2020). The model identifies a number
of emotions, from which we selected four for our
analysis that overlap with our annotations, i.e. joy,
anger, sadness, and fear. Despite having been
trained on a generic social media dataset, such
models typically necessitate fine-tuning for specific
domains. Nonetheless, prior to the fine-tuning of a
model, a preliminary evaluation is conducted to as-
sess the functionality of existing models. Therefore,
in this analysis, the model’s capacity to categorize
emotions within the context of climate change and
environmental issues is assessed without additional
fine-tuning.

3 Results

3.1 IAA & Class Distributions

In order to assess the quality of our gold standard,
we have calculated the Fleiss’ Kappa coefficient,
see Table 2, for our sub-data set (1,399 tweets)
and examined the class distributions (Fleiss, 1971).
We had slight to moderate Kappa depending on

Construct Fleiss’ Kappa
Sentiment 0.4574
Joy 0.4708
Anger 0.2472
Fear 0.0379
Sadness 0.1825

Table 2: Inter-Annotator Agreement (IAA) mea-
sured by Fleiss’ Kappa

sentiment or the specific emotion. Despite the
provision of guidelines and feedback sessions,
there was a notable discrepancy in the interpreta-
tion of sentiment and emotions by the annotators.
The feedback conversations revealed that the
annotations contained a bias toward personal
emotional reactions to the text. This means that
annotators tended to label tweets with emotions
if the tweets evoked certain emotions in them.
For example, neutral texts reporting on extreme
weather events were often rated with sadness,
fear or anger, even though the texts were written
without emotional tone. We found the least
agreement for the emotions anger (0.2472) and
fear (0.0379).

Class Label Count
Sentiment

Neutral 0 1054
Risk -1 325
Opportunity 1 20

Joy
No Joy 0 1378
Joy 1 21

Anger
No Anger 0 1298
Anger 1 101

Fear
No Fear 0 1389
Fear 1 10

Sadness
No Sadness 0 1391
Sadness 1 8

Table 3: Class Distribution for Sentiment and Emo-
tion Labels

Nevertheless, we have created a majority voting
gold standard to evaluate the current models. In
14 cases, a lack of consensus was observed among
the three annotators, necessitating a collective dis-
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Topic Topic Name Number of Documents
0 Climate Change, Fossil Fuels & Finance 22711
1 Indigenous People & Biodiversity 1387
2 Ocean 1231
3 Plastic 1049
4 Noise 1039
5 Indigenous People, Brazil & Amazon 751
6 Noise: Posts in other Languages 600
7 Women & Gender 623
8 Forest & Deforestation 620
9 Support XR Groups & Activists 460
10 Food & Agriculture 607
11 Australia & Wildfires 530
12 Stop Shell 480
13 Air Pollution 385
14 Meat & Dairy 329
15 Deep Sea Mining 295
16 Ban Private Jets 272
17 Nuclear Energy & War 255
18 Transport & Mobility 318
19 Indonesia & Palm Oil 430
20 Policing Bill 321
21 Palestine 269
22 Noise: Apply for Climate Jobs 186
23 Fossil of the Day Award 200
24 Vaccine & Covid19 142
25 Black Friday & Buying 168
26 Cars & Vehicles 152
27 Countries 232
28 Human Rights Act 117

Table 4: Identified Topics, Labels, and Frequencies from Initial Topic Modeling

cussion to resolve the discrepancy. The class dis-
tribution in our gold standard is very unbalanced,
see Table 3. For example, in our annotations we
have more labels for climate change as risk (23.23
%; 325 posts) compared to opportunity (1.43 %;
20 posts), which suggests that EMOs view climate
change as a high risk. In terms of emotions, we
only had 1.50 % joy (21 posts), 0.71 % fear (10
posts) and 0.57 % sadness (8 posts), compared to a
higher incidence of anger with 7.22% (101 posts).
The distribution of emotional language used by
EMOs indicates a lack of emotional expression,
with anger being the most prevalent emotion.

3.2 Topic Modeling
Our initial topic analysis yielded 29 topics, which
were then subjected to a manual review by one
researcher. Three topics consisting solely of docu-

ments labeled as Noise due to their lack of meaning-
ful content or content not in English (e.g., ’Clearly.’,
’Hmm.’ or ’Starting in about 1 hour! Make sure
to tune in!’), were excluded from further analysis.
For each remaining topic, an in-depth analysis of
the representative documents and word represen-
tations was conducted, which resulted in the ten
most frequently discussed topics: ’Climate Change,
Fossil Fuels & Finance’, ’Indigenous People & Bio-
diversity’, ’Ocean’, ’Plastic’, ’Indigenous People,
Brazil & Amazon’, ’Women & Gender’, ’Forest &
Deforestation’, ’Support XR Groups & Activists’,
’Food & Agriculture’ and Australia & Wildfires. For
a comprehensive list of all 29 topics and their cor-
responding labels, please refer to Table 4.
A thorough examination of the most frequently
occurring topics across EMOs reveals distinct pat-
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Author Topic Description Frequency
CAN 0 Climate Change, Fossil Fuels & Finance 4376
CAN 23 Fossil of the Day Award 142
CAN 1 Indigenous People & Biodiversity 114
CAN 21 Palestine 64
CAN 7 Women & Gender 50
Extinction Rebellion 0 Climate Change, Fossil Fuels & Finance 8323
Extinction Rebellion 9 Support XR Groups & Activists 450
Extinction Rebellion 1 Indigenous People & Biodiversity 293
Extinction Rebellion 11 Australia & Wildfires 272
Extinction Rebellion 20 Policing Bill 222
Friends of the Earth 0 Climate Change, Fossil Fuels & Finance 977
Friends of the Earth 1 Indigenous People & Biodiversity 352
Friends of the Earth 10 Food & Agriculture 179
Friends of the Earth 7 Women & Gender 126
Friends of the Earth 21 Palestine 98
Fridays for Future 0 Climate Change, Fossil Fuels & Finance 1693
Fridays for Future 27 Activism in diverse Countries 107
Fridays for Future 1 Indigenous People & Biodiversity 102
Fridays for Future 21 Palestine 59
Fridays for Future 20 Policing Bill 42
Greenpeace 0 Climate Change, Fossil Fuels & Finance 7342
Greenpeace 2 Ocean 1067
Greenpeace 3 Plastic 829
Greenpeace 5 Indigenous People, Brazil & Amazon 532
Greenpeace 1 Indigenous People & Biodiversity 526

Table 5: Distribution of Topics by Author After Initial Topic Modeling Analysis

terns that reflect the issues these groups prioritize
and the strategies they employ. For instance, both
Extinction Rebellion and Fridays for Future have
most frequent topics which are activism related,
such as ’Support XR Groups & Activists’ for Extinc-
tion Rebellion and ’Activism in diverse Countries’
for Fridays for Future. In addition, both groups
have the topic of ’Policing Bill’ in their most com-
mon themes, which includes restrictions on unac-
ceptable protest behavior. These subjects, which
have been derived from the topic modeling, reflect
the identity and strategies of the groups, as Extinc-
tion Rebellion and Fridays For Future are more
akin to a protest movement in comparison to larger
EMOs such as Greenpeace and Friends of the Earth.
Furthermore, Greenpeace appears to prioritize sub-
jects such as ’Ocean’ and ’Plastic’, in contrast to
other groups. It should also be noted that the topic
of ’Women & Gender’ only appeared frequently at
the CAN and Friends of the Earth. For all topic
frequencies and representative documents refer to
Table 5.

Since the most frequent topic ’Climate Change,
Fossil Fuels & Finance’ encompassed the majority
of the documents, we conducted another round of
topic modeling using only the documents from this
topic (22,711) to explore its content in more detail.
This analysis revealed several specific subtopics, as
shown in Table 6. Further breakdown of these top-
ics by organization provided valuable insights, see
Table 7. For example, CAN primarily posts about
COP (Conference of the Parties) and financial is-
sues, while Greenpeace frequently communicates
about fossil fuels. Extinction Rebellion focuses
heavily on peaceful protest and rights, emphasizing
advocacy and activism in its messaging. Fridays
for Future, on the other hand, focuses almost exclu-
sively on activism-related issues. Their communi-
cation strategy is particularly inviting and action-
oriented, as reflected in common themes such as

’Join Fridays for Future Strike’ and ’Friendly Re-
minder to Act Now’. These findings underscore the
different thematic focuses and strategic communi-
cation approaches of each organization, shedding
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Topic Topic Name Number of Documents
0 COP, Loss and Damage & Finance 3009
1 Fossil Fuels 2631
2 Noise: Article, Link, Source, Join & Share 1420
3 Climate Emergency & Denial 1029
4 Peaceful Protest & Protest Rights 953
5 Carbon Emissions & Net Zero 840
6 Fight for Freedom, Peaceful & Just World 812
7 Flood 760
8 Nature & Sustainable Future 760
9 Join Fridays for Future Strike 663
10 Climate Justice & Court 622
11 Climate Crisis Solutions 613
12 Heat 561
13 Covid19 539
14 Friendly Reminder to Act Now 495
15 Environmental Crisis 494
16 Economic Growth 479
17 Climate, Gender & Racial Justice 472
18 Global Warming, Climate Breakdown & Extreme Weather 443
19 Activism Works 433
20 ISDS 403
21 Greenpeace 379
22 Africa & Energy 371
23 Renewable Energy 369
24 (Youth) Climate Activists 342
25 Coal Mine 324
26 Hope & Love 303
27 Extreme Weather Events 277
28 Rebellion & Resistance 257
29 2021 Session of the UNFCCC Subsidiary Bodies 221
30 IPCC 200
31 Ice & Glacier Melting 194
32 Anxiety, Grief & Hope 193
33 Extinction Rebellion 191
34 Philippines & Typhoons 180
35 Vanuatu & Pacific Islands 166
36 Norway, Denmark, Oil & Coal 160
37 Citizens Assemblies 153

Table 6: Identified Topics, Labels, and Frequencies from Second Topic Modeling

light on their priorities and methods of engagement.

3.3 Sentiment Classification

We tested the application of the model on our
gold standard. Using the ClimateBERT sentiment
model, we achieved an F1 score of 0.4333 (Preci-
sion = 0.6504, Recall = 0.3283). This result can be
explained by the training data set of the Climate-
BERT sentiment model, which consists of longer

documents such as financial reports (Webersinke
et al., 2021). We conclude that the application to
social media posts is not possible without limita-
tions. According to the results, the model should
be fine tuned with social media data before it is
applied.
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Author Topic Description Frequency
CAN 0 COP, Loss and Damage & Finance 2034
CAN 1 Fossil Fuels 437
CAN 29 2021 Session of the UNFCCC Subsidiary Bodies 158
CAN 10 Climate Justice & Court 149
CAN 5 Carbon Emissions & Net Zero 148
Extinction Rebellion 1 Fossil Fuels 883
Extinction Rebellion 4 Peaceful Protest & Protest Rights 707
Extinction Rebellion 6 Fight for Freedom, Peaceful & Just World 447
Extinction Rebellion 7 Flood 417
Extinction Rebellion 0 COP, Loss and Damage & Finance 394
Friends of the Earth 0 COP, Loss and Damage & Finance 199
Friends of the Earth 5 Carbon Emissions & Net Zero 119
Friends of the Earth 1 Fossil Fuels 79
Friends of the Earth 10 Climate Justice & Court 64
Friends of the Earth 22 Africa & Energy 53
Fridays for Future 9 Join Fridays for Future Strike 471
Fridays for Future 1 Fossil Fuels 100
Fridays for Future 24 (Youth) Climate Activists 80
Fridays for Future 14 Friendly Reminder to Act Now 74
Fridays for Future 4 Peaceful Protest & Protest Rights 65
Greenpeace 1 Fossil Fuels 1132
Greenpeace 3 Climate Emergency & Denial 477
Greenpeace 8 Nature & Sustainable Future 320
Greenpeace 0 COP, Loss and Damage & Finance 318
Greenpeace 21 Greenpeace 308

Table 7: Distribution of Topics by Author After Second Topic Modeling Analysis

3.4 Emotion Classification

We tested the application of the emotion model
bhadresh-savani/bert-base-uncased-emotion on
our gold standard. Based on the model’s predic-
tion, continuous emotion outputs were generated
for each document, such as 0.45959. In two sep-
arate analyses, we applied thresholds of 0.2 and
0.5 to these outputs to compare them to our gold
standard. Since we categorized emotions as ei-
ther present (1) or absent (0), regardless of their
intensity, values between 0.2 and 1, or 0.5 and 1,
were considered indicative of the presence of an
emotion. These two thresholds were used to ex-
amine whether the choice of threshold influenced
the model’s performance. The performance met-
rics for both thresholds are presented in the cor-
responding Tables 8 and 9. The choice of cutoff
only had a minimal effect on performance, with
the 0.5 cutoff showing a slight improvement. F1
scores ranged from 0.0270 to 0.1847 for the 0.2
cutoff and from 0.0496 to 0.2302 for the 0.5 cutoff.
However, we conclude that the overall performance

remained inadequate and unsuitable for practical
use in analyzing environmental and climate-related
texts. Given the obtained F1 scores, fine-tuning the
model for climate and environmental contexts may
prove challenging. Therefore, the use of alternative
or more advanced models, such as Large Language
Models, may be necessary to improve performance.

Emotion Precision Recall F1 Score
Joy 0.0278 0.9048 0.0540
Anger 0.1081 0.6337 0.1847
Fear 0.0142 0.3000 0.0270
Sadness 0.0174 0.6250 0.0339

Table 8: Model Performance with 0.2 Cutoff

4 Limitations

This study has several limitations that should be
considered when interpreting the results. First, only
1,399 tweets were used as the gold standard for
model evaluation, which may limit the generaliz-
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Emotion Precision Recall F1 Score
Joy 0.0335 0.9048 0.0645
Anger 0.1422 0.6040 0.2302
Fear 0.0270 0.3000 0.0496
Sadness 0.0296 0.6250 0.0565

Table 9: Model Performance with 0.5 Cutoff

ability of our findings. These tweets were anno-
tated by three annotators, with the final dataset
created using majority voting. While this approach
is standard, the IAA was only slight to moderate
(ranging from 0.1825 to 0.4708), which compli-
cates the evaluation of the models. Disagreements
among annotators, especially for emotions like
anger (IAA = 0.2472) and fear (IAA = 0.0379),
are not unusual but highlight the subjective nature
of the task. Annotators may interpret climate- and
environment-related texts in different ways, given
their complexity and the challenge of reading such
texts neutrally. We question whether an unbiased
annotation of such texts is possible, since the vari-
ous climate and environmental issues addressed in
the documents are difficult to read neutrally. We at-
tribute some of the disagreement in sentiment to the
possibility of multiple sentiment framings within a
single post. For example, a tweet may present both
a risk and an opportunity framing, requiring anno-
tators to choose a single sentiment, which can lead
to varied interpretations. This additional room for
interpretation may explain some of the discrepan-
cies in sentiment. We would like to emphasize that
our previous annotations have primarily shown that
texts related to climate and environmental issues
seem to be difficult to interpret and evaluate, which
crystallizes them as a very challenging area in NLP
where there still seems to be a need for research,
annotation, and training.
Second, the highly imbalanced class distributions
in the dataset pose a significant challenge for eval-
uating model performance. The presence of floor
effects further complicates the accuracy of contem-
porary sentiment and emotion models, making it
difficult to assess their full potential.
Third, our analysis was limited to tweets, which
may not fully capture the broader communication
patterns of EMOs across different social media plat-
forms. Additionally, this study did not account for
the impact of Elon Musk’s acquisition of Twitter in
October 2022, which led to significant changes
to the platform’s structure and policies. These

changes could have influenced the communication
strategies of EMOs in ways that our dataset does
not reflect, thus limiting the scope of our findings.
Lastly, the use of topic modeling tools, such as
BERTopic, also has limitations. While helpful in
organizing large datasets, such tools are not infal-
lible. They may fail to identify certain topics or
assign topics inaccurately, which could impact the
interpretation of the results.

5 Conclusion and Future Work

Despite these limitations, our findings provide
valuable insights into the strategic communica-
tion of EMOs and the challenges associated
with annotating data as well as applying cur-
rent NLP models to climate- and environment-
related group discourse. Our study underscores the
need for handling disagreement in data annotation,
domain-specific datasets, and models to address
the unique challenges posed by analyzing climate-
and environment-related content. Our preliminary
evaluation of the annotation process serves as a
crucial step towards refining and enhancing its ro-
bustness. It is imperative that future efforts dedicate
greater attention to the resolution of disagreement
in climate- and environment-related text annota-
tions. Overall, future research should prioritize
the development of robust domain-specific datasets
and the fine-tuning of models to improve accu-
racy and interpretability. Additionally, exploring
other psychological constructs, such as efficacy be-
liefs, alongside traditional sentiment and emotion
analysis, should provide a more comprehensive
understanding of online climate and environment
communication. Expanding beyond the current
focus on sentiment, emotion, and hate speech to
include such constructs can yield a richer and more
nuanced perspective on EMO strategies and their
impact on public discourse.
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