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Abstract
This paper evaluates the effectiveness of large
language models (LLMs) for labeling topics in
narrative texts, comparing performance across
fiction and news genres. Building on prior stud-
ies in factual documents, we extend the eval-
uation to narrative contexts where story con-
tent is central. Using a ranked voting system
with 200 crowdworkers, we assess participants’
preferences of topic labels by comparing multi-
ple LLM outputs with human annotations. Our
findings indicate minimal inter-model variation,
with LLMs performing on par with human read-
ers in news and outperforming humans in fic-
tion. We conclude with a case study using a set
of 25,000 narrative passages from novels illus-
trating the analytical value of LLM topic labels
compared to traditional methods. The results
highlight the significant promise of LLMs for
topic labeling of narrative texts.

1 Introduction

Topic modeling has been and continues to be one
of the most popular ways of interpreting and under-
standing documents within large digital reposito-
ries. Whether for the purposes of discourse analy-
sis (Jacobs and Tschötschel, 2019), literary studies
(Jockers and Mimno, 2013; Uglanova et al., 2020),
media framing (Ylä-Anttila et al., 2022), or under-
standing semantic change (Hall et al., 2008; McFar-
land et al., 2013), successfully extracting high-level
topics has been central to the digital humanities and
the large scale study of history and culture (for a
review see Alghamdi and Alfalqi (2015)).

Until recently, the principal way that researchers
have derived topics from texts has been through
the use of unsupervised learning approaches such
as Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) and its various updates (Blei and Lafferty,
2006; Boyd-Graber and Blei, 2012; Roberts et al.,
2013; Thompson and Mimno, 2018).

These methods, however, face well-known lim-
itations, ranging from the ambiguity of topic la-

bels, to their sensitivity to parameter choices
(most notably the number of topics), and the over-
simplification of textual content through the use of
bag-of-words modeling.

Recent work has begun to show how LLMs can
potentially enhance or even replace traditional topic
modeling. LLMs have been used to facilitate topic
labeling (Rijcken et al., 2023) and topic evaluation
(Stammbach et al., 2023). And they have been used
in lieu of topic modeling, demonstrating far greater
semantic alignment with known human labels on
sets of fact-based articles (Pham et al., 2024) and
expert judgments (Lam et al., 2024).

In this paper, we build on prior research by ap-
plying large language models (LLMs) to automated
topic labeling, with a focus on narrative texts as
a complement to studies centered on fact-based
documents. Narrative texts, a cornerstone of cul-
tural traditions, have long been a subject of interest
in digital humanities research due to their com-
plexity and richness. Unlike information-driven
texts, narratives often depend on implicit context,
figurative language, shifting perspectives, and intri-
cate temporal structures, all of which pose unique
challenges for topic extraction. By evaluating LLM
performance on the automated topic labeling of nar-
ratives–both fictional and factual–this study aims to
enhance the methodological tools available to digi-
tal humanities researchers. To this end, we analyze
two distinct narrative sub-genres: factual reporting
in news articles and creative storytelling in novels.

Second, while previous research has focused
on the comparative similarity between automated
and human-generated labels (demonstrating that
LLMs significantly outperform LDA (Pham et al.,
2024)), our study evaluates the preference for LLM-
generated labels over human labels. Following
a methodology similar to Lam et al. (2024), we
use a crowd-sourced voting approach to determine
whether independent readers (N=200) find LLM-
generated labels equal to or more favorable than
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human-generated ones. This methodology not only
provides a robust evaluation of label quality but
also offers a practical measure of how well LLMs
meet the expectations of general readers. Our ques-
tion is: Can LLMs label narrative topics as ef-
fectively as humans across different sub-genres,
and how do they compare to well-established topic
modeling techniques?

Finally, while prior studies have primarily fo-
cused on the functionality of a single model (e.g.,
GPT), we broaden the scope by evaluating GPT
alongside a range of smaller, open-weight mod-
els. This comparative analysis aims to provide
researchers with greater confidence in the utility of
LLMs for topic labeling in narrative texts. To sup-
port future research and benchmarking, we publicly
release all annotations generated in this study.1

2 Prior Work

Topic modeling has experienced wide-spread use
across numerous fields (Alghamdi and Alfalqi,
2015). Despite its ubiquity, considerable research
has foregrounded its methodological limitations.
Traditional topic models often produce topics that
are statistically coherent, for example, but lack
semantic interpretability, making it challenging
for human analysts to derive meaningful insights
(Chang et al., 2009; Mimno et al., 2011). They
also involve numerous pre-processing steps that in-
crease researcher degrees-of-freedom that can im-
pact replicability (Hecking and Leydesdorff, 2019;
Mantyla et al., 2018).

Additionally, determining the optimal number of
topics is often a trial-and-error process, potentially
leading to over- or under-fitting of the model (Wal-
lach et al., 2009). This problem can also lead to
challenges in modulating the specificity or gener-
ality of topics (Rijcken et al., 2024). Finally, these
methods can perform poorly on short texts or doc-
uments with diverse vocabulary, limiting their ap-
plicability in certain domains such as social media
analysis or highly specialized technical literature
(Hong and Davison, 2010).

Recent work has begun to use LLMs in con-
junction with topic modeling, either to label (Ri-
jcken et al., 2023) or evaluate topics (Stammbach
et al., 2023). Pham et al. (2024) have devised a
prompting framework for the generation and selec-
tion of topics using GPT-4 and shown significant
improvement over LDA with respect to human la-

1https://doi.org/10.5683/SP3/MHJRIO

bels for fact-based documents such as Wikipedia
articles and U.S. Congressional bills. Lam et al.
(2024) have developed a workflow that they call
“concept induction” to replace topic modeling to
surface more critical and research-oriented con-
ceptual frameworks for the analysis of fact-based
documents.

Here we build on this prior work to apply LLM-
derived topic labeling to narrative texts and assess
label adequacy based on independent human as-
sessments.

3 Methods

Our experimental framework consists of two main
components. In the first, we evaluate LLM-
generated topic labels against human-generated
labels using a survey platform with anonymous
readers. Given prior findings on the significant su-
periority of LLM topics over those generated by
traditional topic modeling methods such as LDA
(Pham et al., 2024), we exclude LDA-based top-
ics from this stage and focus instead on assessing
the ability of LLMs to match or exceed human
performance. In our case study (Section 5), we
shift our focus to a large sample of fiction passages,
comparing LLM-derived topics directly with LDA-
generated topics. This comparison allows us to
more explicitly examine the analytical advantages
and limitations of LLM-derived topics relative to
traditional approaches.

3.1 Data

We evaluate topic labeling across two narrative gen-
res that span the fact/fiction divide. For the fiction
dataset, we use a curated collection of approxi-
mately 700 open-access novels published in the
nineteenth century, provided by Chadwyck-Healey.
To accommodate the topic modeling process and
handle long documents, we divide the novels into
500-word chunks. For the fact-based dataset, we
utilize 6,722 news articles from the Global News
Dataset, representing four publications from di-
verse geographic regions: ABC News, Al Jazeera
English, BBC News, and The Times of India.2

Given the average article length of 666 words, we
use the full article in our analysis. For our an-
notation task, we sample 50 passages/articles per
dataset. For our case study, we sample 25,000 pas-
sages from the novel data.

2https://www.kaggle.com/datasets/everydaycodings/global-
news-dataset
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3.2 LLM Prompting
We compare four different LLMs for our exper-
iment: GPT-4o, Llama3:8B, Llama3.1:8B, and
Gemma2:9B. To generate our LLM outputs for
each model and category, we use a zero-shot
prompting framework. Here is an excerpt of the
full prompt:

What are the central topics of the follow-
ing passage? Provide your answer as
a list of keywords separated by commas.
Start from the most general topic and get
increasingly specific. Give three total
topics.

Note that we ask for topics of descending gen-
erality to address the problem of topic scale. We
also find that introducing any pre-processing of the
passages, such as distillation or summarization, re-
sulted in poorer model responses. Due to the high
cost of surveys, we only test our zero-shot approach
compared to human annotations.

3.3 Human Labels
For the human labeling step, we hired two under-
graduate student annotators with backgrounds in
the humanities. To guide their understanding of
“topics” we provided students with a conversation
transcript with chatGPT discussing the difference
between topics and themes, which can be found
along with the codebook in the online repository.
Here is a brief excerpt:

A topic is the specific subject matter or
main focus of a piece of writing. It an-
swers the question, "What is this about?"
Topics are explicit, straightforward, and
usually stated clearly within the text.
They deal with facts, events, and specific
issues.

Students annotated 100 passages in total, split
evenly by genre, providing three labels per passage.

3.4 LDA Labels
For our LDA topics, we run LDA with Gibbs sam-
pling over the entire collection of 175,337 novel
chunks using k=20 and k=60, with an alpha pa-
rameter of 1/k, to capture two different topic size
parameters. Sample topics are shown in Table 1. In
order to assign topics to documents, we keep the
top three most probable topics for a given passage
to align with our LLM-output of three topics per
passage.

3.5 LLM Topic Aggregation
For our case study, we randomly select 25,000 pas-
sages from the total pool of novel chunks and pro-
cess them using Gemma2:9b with the topic labeling
prompt described earlier.

A key challenge with LLM-generated topics is
the sheer number of distinct topics produced. For
instance, in our Gemma2-generated labels, we iden-
tify 3,411 unique labels that appear more than once.
To address this long-tail distribution, we introduce
an intermediate step of topic aggregation, reducing
the labels to a smaller set of more general topics.
By presenting the results of both the granular and
aggregated outputs, we allow researchers to assess
which approach best aligns with their specific re-
search objectives.

For topic aggregation, we begin by supplying all
topic labels that appear more than once (N=3,411)
to the reasoning model, GPT-4o1. The model first
resolves overlapping topics (e.g., ‘naval warfare’
and ‘warfare’) and then consolidates synonymous
topics into higher-level categories (e.g., ‘farming,’
‘harvest,’ and ‘agriculture’ are grouped under ‘agri-
culture’). This process yields a total of 922 aggre-
gated topic labels. Next, we map the complete set
of Gemma2 labels onto these 922 topics using the
GloVe 6B 100-dimensional Wikipedia word em-
bedding model (Pennington et al., 2014). For each
original Gemma2 label, we identify the candidate
aggregate label with the lowest cosine similarity
and assign the corresponding aggregate label.

4 Validation Results

4.1 Quantitative Validation
We validate our LLMs’ performance by utilizing
a ranked voting survey through the popular crowd-
sourcing platform Prolific. We recruited 200 par-
ticipants in our survey who were presented with
the following: a text passage (news or novel); a
brief definition of a topic; and five possible an-
swers, which included four LLM outputs and one
human annotation. Each passage was judged by
two indepedent survey participants. Figure 2 in the
Appendix illustrates a screenshot of the survey. The
order of the labels from the different sources (mod-
els and humans) was randomized for each survey
participant.

Because both models and the annotators were
initially instructed to provide three answers per
topic in descending order of generality, we selected
only one of these answers for each passage in our
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k Topic Topic Words

20 Seeming seemed, appeared, moment, length, soon, stranger, passed, appearance, though
20 Philosophy nature, character, life, world, society, common, country, often, human
20 Daily Rhythm day, night, morning, long, away, home, hour, evening, gone
60 Connectors course, nothing, quite, though, done, perhaps, matter, almost, also
60 Looking looked, back, hand, looking, face, turned, head, look, eyes
60 Feelings mind, heart, feelings, hope, melancholy, almost, tears, length, grief

Table 1: Top words associated with LDA topics used in Figure 1

survey, where the rank of the answer was preserved
across models. For example, if we selected the first
answer from one model, then we selected the first
answer from all other models, including the human
annotators, for that passage. We over-sampled the
first rank by a factor of two to privilege the most
general answer, while second and third levels were
weighted evenly.

Survey participants were then instructed, “Please
rank these labels from best to worst (1 being best,
5 being worst) in order of preference.” If some
outputs were identical (i.e. models outputted the
same answer), participants were told to group these
together, but in any order. We required participants
to be fluent in English and only allowed partici-
pants to answer one passage. Where outputs by our
models were identical, we normalized participants’
ranks to match the lowest ranking answer of that
kind (thus if one of three identical answers was a 2
then all identical answers to that one were given a
2).

To assess the degree of disagreement among par-
ticipants’ ranking, we calculated the median / mean
deviation between the rank of each model for each
pair of survey participants responding to the same
passage. The median deviation among participants
was 1 with greater than 80% of rankings within
two or fewer ranks. This suggests a high degree
of alignment between the ordering of models by
different survey participants who were most often
only 1 rank apart in the order they assigned to dif-
ferent models.

As can be seen in Table 2, we found that for
the fiction sample Gemma2 performed best and
the human answers worst. For news, GPT4o per-
formed best and Llama worst. In order to test for
statistical significance among the ranking prefer-
ences between models, we performed a pairwise
Wilcoxon rank-sum test with Bonferroni correction
for all model pairs, including humans. We found
that the only pairs that indicated statistically sig-

nificant rank differences at p < 0.05 were Human-
Gemma2 and Human-GPT-4o for the fiction data.
There were no statistically significant differences
between models for news rankings.

Model Fiction News
Gemma2 2.25 2.81
GPT_4o 2.57 2.40
Llama3.1 2.68 2.84
Llama3 2.83 2.84
HUM 3.23 2.79

Table 2: Average ranks of all models by genre. Bold
indicates best, underline indicates worst.

4.2 Qualitative Assessment
For our qualitative assessment, we provide two
sample views of model outputs. The first is Table
3, which shows a list of human labels alongside
the most preferred LLM label. The second (Table
4) provides summaries of sample passages with
all topic labels from each model included for both
fiction and news with the preferred label in bold.

In terms of survey respondent preferences, as can
be seen in Table 4 we find that for news labels they
generally preferred more specific labels. For exam-
ple, between real estate and real estate investment
readers preferred the latter or between prostate can-
cer and health awareness they preferred the former.

For news, our human annotators generally,
though not always, provided more general labels
than our models (Table 4). This was especially
true in cases where the article centred around a par-
ticular celebrity (Jared Leto or Draymond Green).
Depending on researcher goals this preference for
specificity as it relates to news topics should be
considered when applying LLMs to this task.

For the novel topics, we found that it often
worked in reverse as far as survey respondents were
concerned, though less clearly. For example, urban
life was preferred over London while household
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Genre Human LLM

FIC war warriors
FIC rivalry respect
FIC physical appearance characteristics
FIC sibling relationship family
FIC territory nature
FIC social transgression society
FIC survival honor
FIC appearance instructions
FIC faith religion
FIC marriage social pressure
NEWS protest human rights
NEWS cricket cricket
NEWS genetic research genomics
NEWS international relations us-china relations
NEWS health awareness prostate cancer
NEWS family memorial
NEWS us politics us politics
NEWS cricket cricket world cup
NEWS war israel
NEWS israel-palestine conflict hamas attack

Table 3: Examples of human and LLM topics from a
subset of passages. Bold indicates instances where the
human answer was preferred, otherwise the LLM label
was preferred.

was preferred over mystery. Here too general dif-
ferences between human and LLM annotations are
harder to classify. While in some cases LLM an-
notations appear more general (nature v. territory,
family v. sibling relationship, society v. social
transgression), in others the distinctions are less
clear (respect v. rivalry, honor v. survival).

Despite these differences, overall we find a high
degree of similarity between the labeling tenden-
cies of our human annotators and our models.
For example, we found that human annotations
matched at least one model output in 50% of cases
for our news data and 72% of cases for the novel
data. When comparing model outputs to each other,
we found that for 98% and 94% of our passages
respectively at least two models generated identi-
cal outputs. This resulted in an overall matching
rate of 40% across all possible LLM-generated out-
puts. Note this is only for exact matches, which
under-estimates answers that have high semantic
similarity but slight lexical differences. The over-
all cross-annotation similarity is also supported by
our participant survey data which showed minimal
statistical difference in terms of participant prefer-
ences. Models of different sizes appear to match
human-level labeling capabilities for both types of
narrative texts tested.

5 Case Study

We conclude with a case study to indicate some
of the conceptual insights that can be offered by
LLM-assisted topic labeling compared with tradi-
tional LDA-based topic models. Here we condi-
tion on our novel data to illustrate the most dis-
tinctive topics of the first and second half of the
nineteenth-century, often referred to as the heyday
of the British realist novel.

For our experiment we use the above-mentioned
sample of 25,000 novel chunks and label them
two ways. For LLM-assisted labeling we use
Gemma2:9b with the same prompt used for our hu-
man validation experiment. We retain two sets of la-
bels: all original labels and the aggregated labels us-
ing the method described above. Next, we applied
Latent Dirichlet Allocation (LDA) using Gibbs
sampling. We set the Dirichlet prior for document-
topic distributions to α=50/k, a commonly used
heuristic that ensures a moderate spread of topics
per document, and estimated β during training. The
model ran for 1000 iterations with a burn-in of 20,
retaining the best solution (best=TRUE). We tested
two levels of k=20/60. Topic labels were then man-
ually added by the authors as domain experts.

After labeling, we identify the most distinctive
topics in passages published before and after 1850
to model large-scale shifts in topical focus within
British novels. To measure distinctiveness, we use
Dunning’s log-likelihood statistic, a method that
highlights words or topics disproportionately repre-
sented in one group compared to another based on
their observed versus expected frequencies (Dun-
ning, 1994). Figure 1 presents the most distinctive
topic labels across four conditions: the specific
Gemma2 labels, the aggregated Gemma2 labels,
and the two k settings for our LDA models.

Overall, we observe that LLM labeling pro-
duces significantly more intelligible topics. Where
several of the top topics in the LDA models are
largely grammatical distinctions that transpire over
the course of the century (e.g. the introduction
of contractions to capture direct speech) or clus-
ters of common verbs (such as looking or taking),
LLMs produce more detailed and informative top-
ics. “Combat,” “revenge,” “travel,” and “revolution”
in the general model tell us considerably more
about the genres distinctive of the pre-1850 Ro-
mantic and post-Romantic periods in British novel-
writing than topics like “seemed,” “conduct,” “war,”
“philosophy,” and “religion.” Similarly with the
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Passage Human Gemma2 GPT4o Llama3 Llama3.1

NEWS The US military has begun buying Japanese seafood
to support the industry amid China’s import ban over
treated Fukushima water, while tensions between the
US and China continue over economic and diplo-
matic issues.

international
relations

international
relations

us military us-china
relations

trade

NEWS Sports presenter Steve Rider, recently diagnosed with
prostate cancer, urges men to get early check-ups,
sharing his own experience of catching the disease in
time for curative surgery and raising awareness about
its risks and symptoms.

health
awareness

prostate
cancer

health health prostate
cancer

NEWS AI-generated deepfake videos of Rashmika Man-
danna and Katrina Kaif have raised concerns about
the misuse of deepfake technology, prompting calls
for stricter identification methods.

artificial
intelli-
gence

deepfakes technology technology misinformation

FIC A man gazes upon a breathtaking panorama of hills,
mountains, and rivers, but his thoughts are consumed
by the encroachment of white settlements, which he
perceives as a tightening serpent symbolizing the
inevitable displacement and doom of his people.

territory scenery nature nature civilization

FIC Arriving in bustling London, Philip is overwhelmed
by the city’s impersonal crowds but finds comfort in
a kind innkeeper’s hospitality, renewing his resolve
to pursue the work that brought him there.

urban life urban life london world traveler

FIC At Thornfield, Jane overhears hints of a mysterious
secret as preparations for an important event bring
the estate to a polished splendor, while she remains
in the quiet refuge of the schoolroom, awaiting the
arrival of Mr. Rochester’s anticipated guests.

mystery social
dynamics

mystery household general

Table 4: Sample topics for each model for selected passages. GPT-generated summaries are provided for each
passage. Bold indicates survey participant preference.

more specific models, “faith,” “slavery,” “marriage,”
and “civil war” are far better than “school,” “daily
rhythms” or “communication.”

To be sure, it is not the case that LDA cannot
inform researchers of broad trends in fictional nar-
ratives. The emphasis on dialogue, children, and
perception are all notable dimensions of post-1850
novels. Additionally, as we mention in the discus-
sion section, there is much more testing one could
do to optimize the LDA workflow to improve the
labelinng procedure. The value of LLM-based la-
beling, however, lies first in the topicality of the
topic labels–dialogue, perception and children all
capture very different kinds of stylistic features
for example, while faith, finance, and marriage are
far closer to what readers understand as narrative
“topics.”

Second, as has been widely observed LDA topics
pose challenges of interpretation for readers lead-
ing to difficulties with consistency in topic labeling.
While we did not experiment with this problem
here, one of the challenges of LDA labeling is the
labeling step itself. Third, LLM-derived topics also
capture more thematic diversity than LDA meth-
ods without introducing the noise of unintelligible

topics. Table 5 presents a more extended list of
distinctive topics k=60 and Gemma (General) mod-
els. For example, we see far more nuance in the
range of topics even in the general Gemma model,
such as conspiracy, justice, strategy, diplomacy, etc.
compared to LDA topics like discover, exclama-
tion, or seafaring. These more nuanced concepts
allow researchers to test broader more detailed the-
ories about thematic changes over long stretches of
literary history.

6 Discussion

The results of this study highlight the promise and
limitations of using large language models (LLMs)
for narrative topic labeling, particularly when eval-
uated across distinct genres like fiction and news.
While prior work has largely focused on the applica-
tion of LLMs for fact-based or general documents,
our findings extend this understanding to narrative
texts, showcasing the strengths and weaknesses of
these models in a storytelling context.

One of the key findings of this study is the
comparable performance of large language models
(LLMs) to human annotators in narrative topic la-
beling. Our analysis revealed that LLMs effectively
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Figure 1: Top five most distinctive topics for each period using all models.

generated coherent and contextually appropriate la-
bels for both fiction and news genres. For example,
in the fiction dataset, Gemma2 provided labels such
as “family relationships” and “urban life,” which
aligned well with human annotations of similar
passages. Similarly, in the news dataset, LLM-
generated labels like “US-China relations” and
“prostate cancer” closely matched human-provided
labels. Importantly, we found that pre-processing
or intermediate steps were not necessary; a direct,
zero-shot prompting approach performed on par
with human annotations, streamlining the process
without compromising quality.

One of the key challenges we encountered is the
long-tail distribution of LLM-generated labels. The
sheer diversity of labels produced by the models
often led to an overwhelming number of distinct
topics, many of which were semantically similar
or redundant. To address this, we implemented a
reasoning model to aggregate these labels into a
more manageable set of general topics. While this
approach reduced redundancy and improved inter-
pretability, it introduced its own limitations, such as
potential errors through aggregation. Other meth-
ods, such as clustering techniques or alternative

aggregation strategies, may be more effective and
warrant further exploration to refine the process of
topic consolidation.

Another challenge lies in our evaluation frame-
work. For the human validation component al-
though the ranked voting survey provided valuable
insights into label preferences, it also introduced
potential biases, such as the influence of phrasing
or vocabulary on participant choices. Additionally,
our evaluation relied on the subjective preferences
of general readers, which may not fully capture
the utility of the labels for specific research ap-
plications. Expanding the evaluation to include
task-specific downstream applications or expert as-
sessments could provide a more comprehensive
understanding of LLM performance and its align-
ment with user needs.

For the LDA comparison, our case study only
scratched the surface of LDA optimization sug-
gesting that future could more exhaustively test
LLM v. LDA exercises, especially given the
far greater computational resources necessary for
LLM-assisted labeling. The models used in this
study, particularly larger ones like Gemma2:9B,
require substantial computational power and finan-
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1800-1850 1850-1900

Gemma2 LDA Gemma2 LDA

combat feelings relationship contractions
revenge conduct family adverbs
escape danger marriage looking
travel return finance dialogue
revolution though faith school
canada party childhood sickness
battle appearance change marriage
conspiracy family clergy letters
punishment seafaring mystery faces
strategy Nat.American scandal feelings
america discover love time of day
history exclamation religion animals
captivity approaching business home
folklore violence horse colors
novel mystery reading
culture battle remember
betrayal religion summer
justice politics village
ownership philosophy take
diplomacy nature numbers
conflict death sleep
romance eating

Table 5: Most distinctive topics for each model by
half-century. For LDA we use the k=60 condition and
Gemma (General).

cial resources for both inference and aggregation
tasks. These constraints can make the application
of LLMs for massive labeling tasks of hundreds
of thousands of passages far more restrictive. Po-
tential solutions include leveraging smaller, fine-
tuned models, optimizing inference processes, or
exploring hybrid approaches that combine LLMs
with more traditional methods to reduce resource
demands.

While LLM-assisted labeling demonstrates clear
advantages in interpretive depth, traditional ap-
proaches like LDA still hold value, particularly
as tools for dimensionality reduction. LDA’s abil-
ity to cluster and summarize large textual datasets
efficiently provides complementary insights that
are less focused on interpretive richness but valu-
able for structuring data. In contrast, LLM-based
labeling excels in producing semantically rich and
contextually specific labels, making it more suit-
able for applications where interpretive depth is
prioritized. The choice between methods should
depend on the specific goals and constraints of the
research project.

Our case study demonstrated the thematic rich-
ness that LLM-assisted labels can bring to large-
scale cultural research. By analyzing shifts in top-
ical focus within British novels across the 19th
century, we showed how LLMs could generate in-

sightful and historically significant insights, such
as emerging attention to “civil war” and “slavery”
in the later nineteenth century and a receding atten-
tion to topics related to “native-american culture”
and “land ownership.” This capability highlights
the potential of LLM-assisted labeling to validate
and discover new dimensions of understanding in
literary and cultural studies, offering researchers
a powerful tool for examining thematic evolution
across time and genres.

7 Conclusion

This study underscores the transformative role large
language models (LLMs) can play in narrative
topic labeling, particularly in capturing the seman-
tic richness and thematic complexity of both fiction
and news texts. By performing on par or above hu-
man annotators across numerous passages, LLMs
demonstrate their ability to produce labels that res-
onate with general readers while maintaining con-
sistency across genres. Importantly, this capability
not only streamlines the annotation process but also
opens new possibilities for scalable and nuanced
narrative analysis, particularly in contexts where
traditional methods such as LDA struggle with in-
terpretive specificity.

Our results also highlight the unique contribu-
tions of LLMs to narrative understanding beyond
their technical accuracy. Unlike earlier methods,
LLMs offer the ability to identify subtle thematic
patterns and connect these to broader cultural or
historical narratives. This ability to balance speci-
ficity with breadth positions LLMs as powerful
tools for both academic research and applied set-
tings in journalism, literature, and cultural studies.

While challenges such as label aggregation and
computational costs remain, this study demon-
strates the promise of LLMs as a paradigm shift in
narrative topic labeling. Their ability to go beyond
clustering and surface themes that align with hu-
man intuition makes them invaluable for complex
narrative analysis.

Limitations

While we compare four different open-weight and
one frontier model to human answers, our results
are not generalizable to all language models. Sim-
ilarly, while we test two kinds of narrative genres
it is possible that different genres might yield dif-
ferent results. The lower preference for human
answers on the fiction task may also be a reflection
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of the quality of the human answers or, conversely,
biases of the survey participants. Thus a different
set of human respondents may yield more competi-
tive human answers. Nevertheless, we believe the
research here supports the assertion that LLMs are
at least on par with highly educated human readers.
While our survey included 200 unique responses,
it is possible that with a larger sample of text pas-
sages we might observe more/less differentiation
among models than in our study.

We also note limitations around our topic aggre-
gation approach. Future work will want to explore
this area as its own problem domain. One of the
intrinsic challenges of topic labeling is the issue of
scale, that there are different appropriate answers
at different levels of generality.
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Figure 2: Example screenshot of our survey
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