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Abstract

The growing use of large language models
(LLMs) in academic peer review poses sig-
nificant challenges, particularly in distinguish-
ing AI-generated content from human-written
feedback. This research addresses the problem
of identifying AI-generated peer review com-
ments, which are crucial to maintaining the
integrity of scholarly evaluation. Prior research
has primarily focused on generic AI-generated
text detection or on estimating the fraction of
peer reviews that may be AI-generated, often
treating reviews as monolithic units. How-
ever, these methods fail to detect finer-grained
AI-generated points within mixed-authorship
reviews. To address this gap, we propose
MixRevDetect, a novel method to identify AI-
generated points in peer reviews. Our approach
achieved an F1 score of 88.86%, significantly
outperforming existing AI text detection meth-
ods. We make our dataset and code public1.

1 Introduction

The rapid development of large language models
(LLMs) has brought about significant advances in
natural language generation, including applications
in diverse fields, such as content creation, code
generation, and academic peer review. As aca-
demic publishing grows in complexity and volume,
researchers have increasingly turned to LLMs to
assist in automating or augmenting the peer review
process. While these models can generate insight-
ful points, critiques, and suggestions at scale, the
use of AI-generated content in peer reviews raises
critical concerns about the authenticity, quality, and
ethical implications of such reviews. In particular,
distinguishing between human-generated and AI-
generated review points has emerged as a critical
challenge for maintaining the integrity of the peer
review process.

∗∗ This work was done during internship at IIT Patna.
1https://github.com/sandeep82945/

AI-text-Points

A study (Liang et al., 2024) found that LLMs
may have significantly influenced 6.5% to 16.9%
of peer-review text in AI conferences. ChatGPT us-
age spikes near review deadlines, especially among
reviewers who skip rebuttals, and is linked to lower
self-reported confidence. Additionally, Springer
retracted 107 cancer papers due to compromised
peer-review processes involving fake reviewers
(Chris Graf, 2022). Previous work (Kumar et al.,
2024) has primarily investigated methods for de-
tecting fully AI-generated peer reviews. However,
in practical scenarios, a reviewer may write some
review points themselves while relying on AI to
generate others. So, we ask the question below:-

What if peer reviews are a mix of AI and
Human points?

In such cases, it becomes crucial to detect which
specific review points are written by the reviewer
and which are generated by AI. By addressing the
challenge of detecting AI-generated peer review
points, this work aims to contribute to the ongo-
ing discourse on the ethical and practical implica-
tions of AI in academic publishing. We propose
a framework for systematically evaluating peer re-
view content, offering solutions that can be inte-
grated into existing editorial workflows to enhance
transparency, accountability, and trust in the peer
review process.

Our contributions are summarized as follows:-

• We propose a novel idea of AI-based text de-
tection of peer review comments (when the
review is a mix of AI and Human).

• We design a novel method of review pruning
and completion to solve this task.

• Our results show an 88.86% F1 score in de-
tecting AI-based peer review comments.
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2 Related Work

Early approaches utilized metrics such as en-
tropy (Lavergne et al., 2008), log-probability
scores (Solaiman et al., 2019), perplexity (Beres-
neva, 2016), and rare n-gram frequencies (Badaskar
et al., 2008) to differentiate between human and
machine-generated text. Recent advancements
like DetectGPT (Mitchell et al., 2023) suggest
that AI-generated content often resides in regions
with negative log probability curvature. Fast-
DetectGPT (Bao et al., 2023b) enhances efficiency
by employing conditional probability curvature.
Research by Tulchinskii et al. (Tulchinskii et al.,
2023) shows that AI-generated text tends to have
lower intrinsic dimensionality than human writing.

Few studies applied classifiers to detect synthetic
text in contexts like peer review corpora (Bha-
gat and Hovy, 2013), media outlets (Zellers et al.,
2019), and various domains (Uchendu et al., 2020;
Bakhtin et al., 2019). GPT-Sentinel (Chen et al.,
2023), trained classifiers like RoBERTa (Liu et al.,
2019) and T5 (Raffel et al., 2020) on the OpenGPT-
Text dataset. GPT-Pat (Yu et al., 2023) uses a
siamese neural network to measure the similarity
between original and re-decoded text. Li et al. (Li
et al., 2023a) developed a large-scale testbed by
collecting human and AI-generated texts from mul-
tiple sources. Additionally, contrastive and adver-
sarial learning techniques have been introduced to
enhance classifier robustness (Bhattacharjee et al.,
2023; Hu et al., 2023a; Liu et al., 2022).

Watermarking offers a method for detecting AI-
generated text by embedding identifiable signals
directly into the text. Early techniques modified
existing text through synonym substitution (Chi-
ang et al., 2003), syntactic restructuring (Topkara
et al., 2006; Atallah et al., 2001), or paraphras-
ing (Atallah et al., 2002). Watermarking typically
requires active involvement from the model or ser-
vice provider and may risk degrading text quality,
potentially impacting the coherence and depth of
LLM responses (Singh and Zou, 2023).

Our work differs from previous studies as we
focus on detecting peer review points. A recent
paper on AI-generated peer review detection (Ku-
mar et al., 2024) focuses on determining whether
the entire review is AI-generated. In contrast, our
work focuses on identifying cases where a review
contains a mix of human and AI-generated com-
ments. This hybrid nature presents unique chal-
lenges that traditional AI-text detection models

fail to address. To bridge this gap, we propose
MixRevDetect, the first method explicitly designed
to detect AI-generated review points rather than
classifying entire reviews, enabling fine-grained AI
detection within peer review comments.

3 Methodology

Figure 1: Overall architecture of the proposed method.
Figure 1 illustrates our proposed method’s archi-

tecture. First, a review R is divided into review
comments R1, R2, R3, . . . , Rn (here, the review
comments represent the strengths and weaknesses
mentioned by the reviewer). These review com-
ments are then trail-pruned into pruned review com-
ments R′

1, R
′
2, R

′
3, . . . , R

′
n and tail review com-

ments T ′
1, T

′
2, T

′
3, . . . , T

′
n. The pruned review com-

ments R′
1, R

′
2, R

′
3, . . . , R

′
n, along with the comple-

tion prompt and the research paper, are passed
through a language model to generate the comple-
tions C ′

1, C
′
2, C

′
3, . . . , C

′
n. Finally, we calculate the

similarity between each completion Ci and its cor-
responding tail Ti. Then, we pass the result through
a trained classifier to detect whether the review
comment was AI-generated or human-written. We
explain the components of our methodology—Tail
Pruning, Completion, Similarity Evaluation, and
Classification—below:

3.1 Tail Pruning
We apply a pruning process for each sentence s ∈
S to simulate incomplete information. Let α be the
tail pruning ratio, where 0 < α < 1. We remove
α|s| tokens from the tail of each sentence, where
|s| denotes the length of the sentence in tokens. We
denote the tail-pruned sentence as st:

st = pruning(s, α|s|). (1)

Details on choosing the value of α and the ef-
fect of varying the tail pruning ratio are discussed
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in Section 4.4. This pruning simulates a scenario
where only the initial portion of the sentence is
available, and we aim to generate the missing con-
tent.

As illustrated in Figure 3 in Appendix D, tail
pruning involves pruning each sentence to simulate
incomplete information. For example, a review
sentence like:

"The introduction of the AMDKD scheme is a
novel approach to enhancing the generalization of
deep models for VRPs."

is pruned to:
"The introduction of the AMDKD scheme is a

novel approach to enhancing the generalization of
deep",

effectively masking the tail end of the sentence.
The pruned sentence is then used as input for the
completion process.

To explain how pruning helps in isolating indica-
tive aspect categories of the reviews (Ghosal et al.,
2022) (For example Presentation and Formatting,
clarity, novelty, etc) , we provide the following
examples. Consider the review sentence:

“The study introduces novel embedding schemes
and || empirically demonstrates their effective-
ness in improving model performance...” Here, the
pruned review sentence before truncation (“The
study introduces novel embedding schemes and”)
already contains an implicit indicator that the ex-
pected completion should focus on the novelty as-
pect category. In our analysis, we found that in
most cases, the pruned review text provides suffi-
cient context to guide the generation of a comple-
tion that aligns with the appropriate aspect cate-
gory.

3.2 Completion

We use the GPT-4o model to generate completions
for the tail-pruned sentences. The prompt used for
the completion is shown in the Appendix D.

The completion function CF can be represented
as:

Ci = CF (R′
i, P ), (2)

where Ci is the completed review comment, and
P is the content of the research paper associated
with the review. The model is prompted to com-
plete the tail review comment R′

i utilizing the con-
text of the paper P .

3.3 Similarity Evaluation
BERTScore, based on contextual embeddings, is
designed to measure semantic similarity and per-
forms effectively even with partial sentence frag-
ments, as its focus is on meaning rather than syn-
tactic structure. Our tail-pruning approach ensures
that the sentence suffixes retain sufficient seman-
tic context, allowing BERTScore to evaluate the
fidelity of generated completions to the intended
continuation. To evaluate the similarity between
the tail review comment T ′

i and C ′
i, we employ

BERTScore (Zhang et al., 2019) that measures the
semantic similarity between two texts using contex-
tual embeddings from BERT. It returns precision,
recall, and F1-score based on the matching of to-
kens in the embedding space:

B(Ti, C
′
i) = (Precision,Recall,F1-score) (3)

3.4 Classification of Sentences
We use a classifier that applies the sigmoid ac-
tivation function to linear combinations of input
features to differentiate between AI-generated and
human-written sentences based on similarity met-
rics. The input features X for this classifier consist
of:

X = [BPrecision, BRecall], (4)

where BPrecision and BRecall represent the
BERTScore precision and recall, respectively.

The sigmoid layer of the MLP model M pre-
dicts the probability P of a sentence being human-
written:

P (human | X) = σ(W⊤X+ b), (5)

Here, σ is the sigmoid function, W represents
the learned weights and b is the bias term.

4 Experiments

4.1 Data Collection
We collected 1,000 papers and their corresponding
human-written peer reviews from NeurIPS 2022,
prior to the release of advanced models like Chat-
GPT, to avoid AI influence. Using the same set
of papers, we also generated AI-written reviews.
Figure 4 illustrates the length distribution of the
reviews in our dataset. The dataset is split into
training (70%), validation (10%), and test (20%)
sets. We discuss this in detail in Appendix Sec-
tion 4.
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4.2 Experimental Setup
The logistic classifier, with three hidden layers, is
trained for 100 epochs using the collected dataset
of similarity metrics for both AI-generated and
human-written sentences. We evaluate the classi-
fier’s performance in distinguishing between AI-
generated and human-written sentences based on
standard metrics, i.e., precision, recall, and F1
score.

4.2.1 Results and Analysis
We compare the results of MixRevDetect with
those of RADAR, DEEPFAKE, DETECT GPT,
and LLMDET. We discuss the details of the base-
lines in Appendix A.

4.3 Main Results
The results presented in Table 1 indicate that our
proposed method achieves an F1 score of 0.8886,
representing a 27.5% improvement over the best-
performing baseline model, FAST-DETECT GPT,
which has an F1 score of 0.6968. Compared to
DEEP-FAKE and LLMDET, with F1 scores of
0.6755 and 0.6536, our method shows relative im-
provements of 31.5% and 35.9%, respectively. The
most significant improvement is observed against
the RADAR model, where our method achieves a
112.3% increase over its F1 score of 0.4186. These
results highlight the effectiveness of our approach
compared to existing models.

Model P R F1
RADAR (Hu et al., 2023b) 0.5744 0.3292 0.4186
LLMDET (Wu et al., 2023) 0.5942 0.7257 0.6536
DEEP-FAKE (Li et al., 2023b) 0.6345 0.6750 0.6755
FAST-DETECT GPT (Li et al., 2023b) 0.6580 0.7054 0.6968
MixRevDetect 0.8799 0.8982 0.8886

Table 1: Comparison result of our proposed method

4.4 Effect of Changing the Tail Pruning Ratio
The tail pruning ratio is the portion of review com-
ments that are removed from the end. We investi-
gated the effect of the tail pruning ratio on the F1
score. Figure 2 shows the result of the tail prun-
ing ratio on the F1 score. As the tail pruning ratio
decreases, meaning that fewer of the review com-
ments are pruned, there is a significant fluctuation
in the F1 score. A tail pruning ratio of 0.7 yields
the highest F1 score at 0.884, suggesting that this
level of pruning provides the optimal balance be-
tween retaining relevant information and avoiding
noise from excessive comments. On the other hand,
reducing the tail pruning ratio further results in a
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Figure 2: Tail Pruning Ratio vs. F1 Score

sharp drop in performance, with an F1 score of
0.721 at a ratio of 0.5. However, as the pruning ra-
tio approaches 0.1, the F1 score improves slightly,
reaching 0.758, though it never regains the perfor-
mance seen at higher ratios.

4.5 Effect of Paraphrasing
Reviewers can potentially paraphrase their AI-
generated review comments to evade AI-based de-
tection systems. To address this, we also incorpo-
rated an evaluation of paraphrasing to better under-
stand its impact on detection accuracy.

Specifically, we used the following prompt to
paraphrase the review comments:

Paraphrase the review comment below such
that it looks like it is human written.

We employed the LLaMA 70B (Touvron et al.,
2023) model with this prompt to generate the para-
phrased review comments.

The comparison between the non-paraphrased
and paraphrased results shows that all baseline
models experience a notable decline in perfor-
mance, especially DEEP-FAKE (47.77% drop)
and FAST-DETECT GPT (38.17% drop). The
LLMDET model also suffers a considerable reduc-
tion of 37.00%. On the other hand, the RADAR
model shows a moderate drop of 6.92%, and our
Proposed Method shows the smallest drop of only
6.34%, maintaining its superiority in generalization
across the paraphrased tasks.

Model P R F1
RADAR (Hu et al., 2023b) 0.5051 0.3171 0.3896
DEEP-FAKE (Li et al., 2023b) 0.4045 0.3125 0.3528
LLMDET (Wu et al., 2023) 0.5121 0.3438 0.4117
FAST-DETECT GPT (Li et al., 2023b) 0.5364 0.3601 0.4309
MixRevDetect 0.8462 0.8201 0.8322

Table 2: Comparison results after paraphrasing.
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4.6 Analysis of BERTScore Trends

To validate whether BERTScore effectively differ-
entiates AI-generated and human-written reviews,
we analyzed cases where high and low BERT
scores correspond to AI or human completions,
respectively. We provide examples that illustrate
these trends in Appendix B.

4.7 Error Analysis

We also conducted human analyses to understand
when and why our models fail. Our model some-
times fails when paraphrasing alters the style or
when AI-generated reviews closely resemble hu-
man writing, resulting in low similarity scores and
incorrect predictions. We discuss this extensive
error analysis in the Appendix C.

5 Conclusion and Future Work

In this paper, we addressed the growing concern
of AI-generated peer reviews by focusing on de-
tecting hybrid reviews where both AI and human-
authored comments are present. We proposed the
MixRevDetect framework, which leverages tail
pruning, completion through LLMs, and similarity
evaluation to distinguish between AI-generated and
human-written peer review points. Our approach
demonstrated a significant improvement in detec-
tion performance, achieving an F1 score of 88.86%,
outperforming existing baselines by a large mar-
gin. Future research could explore the performance
of MixRevDetect across a wider variety of LLMs,
particularly as new models emerge. An interesting
direction for future work is to categorize the ’hu-
man’ dataset based on different topics and analyze
how the results vary across these categories.

Limitations

This study mainly relied on GPT-4o for generat-
ing AI-generated texts, given its widespread use
as an LLM for long-context content generation.
We suggest that future researchers select the LLM
that most closely matches the model likely used in
generating their target corpus to better capture the
usage trends prevalent during its creation.

Ethics Statement

We have utilized an open-source dataset for this
study. We neither suggest that using AI tools for
drafting reviews is inherently good or bad nor do
we provide conclusive evidence that reviewers are

using ChatGPT to compose reviews. The primary
goal of this system is to assist editors in identifying
potentially AI-generated reviews, and it is intended
solely for internal use by editors, not for authors or
reviewers.

Our model generates a completed review us-
ing LLMs based on the paper’s content. Open-
source LLMs running locally do not pose privacy
concerns. OpenAI has implemented a Zero Data
Retention policy to protect data security and pri-
vacy, and users of ChatGPT Enterprise can manage
data retention periods themselves2. Additionally,
many papers are publicly available on platforms
like arXiv3. However, editors and chairs should
exercise caution when using this tool, mindful of
the potential risks to privacy and anonymity.

The system cannot detect all AI-generated re-
views and may produce false negatives, so it should
not be used as the sole decision-making tool. Re-
sults should be thoroughly verified and analyzed be-
fore any conclusions are drawn. We hope our data
and analysis will foster constructive discussions
within the community and contribute to preventing
AI misuse.
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A Baseline Comparison

A.0.1 RADAR (Hu et al., 2023b)
The RADAR model has the following mechanism
- Initially, an AI-text corpus is generated from a
frozen target language model from a human text
corpus. Next, it introduces two tunable language
models: a paraphraser and a detector. The detec-
tor’s object in the training stage is to distinguish
between human-generated and AI-generated text.
In contrast, the paraphraser’s goal is to paraphrase
the AI-generated text to avoid detection. The pa-
rameters of both these models are updated in an
adversarial learning manner. During evaluation,
the detector utilizes its training to assess the prob-
ability of the content being AI-generated for any
given input instance. The RADAR model was orig-
inally trained using a large-scale generic dataset of
English-language AI text (160K documents sam-
pled from WebText).

A.0.2 LLMDET (Wu et al., 2023):
The framework of LLMDET consists of two main
components - 1) Dictionary creation and 2) Text
detection. The main idea was to use perplexity to
identify text generated by different LLMs. The
dictionary has n-grams as the keys, and their cor-
responding next-token probabilities are the values.
This dictionary functions as prior information dur-
ing the text detection process. Once the n-gram
dictionary and its probabilities were set up, it al-
lowed for the use of corresponding dictionaries
from various models as background information
for detecting text from third parties. This approach
made it easier to calculate proxy perplexity for the
text being analyzed with each model. Then, this

proxy perplexity was incorporated as a feature in a
trained text classifier, which was used to generate
the detection results.

A.0.3 DEEP-FAKE (Li et al., 2023b)
To determine whether machine-generated text can
be discerned from human-written content, data was
collected and categorized into six settings based on
its sources, and used for model training and eval-
uation. These settings progressively increase the
difficulty of machine-generated text detection. The
classifier assigns a probability to each text, indicat-
ing the likelihood of it being authored by humans
or generated by language models. AvgRec (average
recall), the average recall score between the human-
written (HumanRec) and machine-generated (Ma-
chineRec) texts, was the principal metric.

A.0.4 FAST-DETECT GPT (Bao et al., 2023a)
The model comprises a three-part architecture -
1) It reveals and confirms a novel conjecture that
humans and machines show distinct word selec-
tion patterns in a given context; 2) It introduces
conditional probability curvature as a new feature
for identifying machine-generated text, reducing
detection costs by two orders of magnitude; 3) It
achieves the highest average detection accuracy in
both white-box and black-box settings, outperform-
ing current zero-shot text detection systems.

B BERT Score Analysis

AI-Generated Reviews (Higher BERT Score):
In these cases, the AI-generated completions tend
to be highly similar to the pruned tail, leading to a
high BERT score:

• Example 1:

– T (AI-generated): The scalability of
VNNs in terms of computational com-
plexity for || high-dimensional datasets,
especially considering the practical im-
plications, could be further discussed.

– G (Generated completion): The scal-
ability of VNNs in terms of computa-
tional complexity for || high-dimensional
datasets needs further exploration.

• Example 2:

– T (AI-generated): The theoretical anal-
ysis establishing the stability of VNNs to
|| perturbations in the sample covariance
matrix is thorough and well-supported.
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– G (Generated completion): The theo-
retical analysis establishing the stability
of VNNs to || perturbations in the sample
covariance matrix is well-founded.

As seen in these examples, the AI-generated
completions remain highly similar to the original
sentence, leading to a high BERT similarity score.

Human-Written Reviews (Lower BERT Score):
In contrast, human-written completions exhibit
greater variance, making them less similar to the
pruned tail, resulting in a lower BERT score:

• Example 1:

– T (Human-written): This paper follows
the promising trend of task-unification
under a transformer framework with se-
quence || modeling, and the authors ex-
tend the Pix2Seq model to learn four spe-
cific tasks in COCO datasets.

– G (Generated completion): This pa-
per follows the promising trend of task-
unification under a transformer frame-
work with sequence || modeling, which
has shown great potential in both NLP
and vision tasks.

• Example 2:

– T (Human-written): The paper is well
written and easy to follow. Especially,
the comparison between QAT and PTQ
in Section 2.2 provides good motivation
for the paper. The experiments are very
well organized and support the advan-
tages of the proposed method. Previ-
ous works are also sufficiently addressed.
Teacher forcing seems to be a good ap-
proach to dividing modules and perform-
ing separate optimization for each. The ||
linear annealing schedule is reasonable,
and the authors sufficiently support the
necessity of the teacher forcing by exper-
iments.

– G (Generated completion): The paper
is well written and easy to follow. Espe-
cially, the comparison between QAT and
PTQ in Section 2.2 provides good moti-
vation for the paper. The experiments are
very well organized and support the ad-
vantages of the proposed method. Previ-
ous works are also sufficiently addressed.

Teacher forcing seems to be a good ap-
proach to dividing modules and perform-
ing separate optimization for each. The
|| method effectively mitigates the prop-
agation of reconstruction errors across
modules.

As observed in these examples, human-written
completions introduce more variation in word
choice and structure, leading to lower BERT sim-
ilarity scores compared to AI-generated comple-
tions.

C Error Analysis

Error Categories
• Formality and Abstraction:

– Instance 1:

* True Sentence: and more diverse
experiments with different levels of
exploration should be conducted.

* Generated Sentence: which may
not fully capture the potential of the
broader range of strategies.

* True Label: 0 (AI-generated)

* Model Prediction: 1 (Predicted as
Human-written)

* Error Cause: The generated sen-
tence introduces a level of abstrac-
tion and generalization. The model
incorrectly predicted it as human-
written, likely due to the use of for-
mal language, which can occur in
both human and AI-generated texts.

– Instance 2:

* True Sentence: as critic, actor, and
exploration, on transfer learning.

* Generated Sentence: this thorough
investigation reveals the critical roles
of actors and critics in transfer learn-
ing.

* True Label: 0 (AI-generated)

* Model Prediction: 1 (Predicted as
Human-written)

* Error Cause: The model was misled
by formal and detailed phrasing, such
as "thorough investigation," which
is often found in academic writing.
However, this formality is not exclu-
sive to human-written text, leading
to the incorrect classification.
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• Conciseness:

– Instance 3:

* True Sentence: to be more detailed.
for example, when it is sufficient to...

* Generated Sentence: additionally,
the paper could benefit from a more
detailed explanation of the examples
provided.

* True Label: 1 (Human-written)

* Model Prediction: 0 (Predicted as
AI-generated)

* Error Cause: The generated sen-
tence is concise and formal, resem-
bling AI-generated text. However,
it was actually human-written, and
the model misclassified it as AI-
generated due to the simple structure
and direct language.

D Prompt for LLM completion

To determine the completion prompt, we used over
100 tail-pruned reviews along with their corre-
sponding golden completion reviews. Our goal
was to ensure that the tail-pruned review, after
prompting, closely resembled the golden comple-
tion. However, we observed that in some cases, the
completion introduced additional information or
altered the original intent of the review. We use the
below prompt for our experiments:-

You are a reviewer for a research paper.
Your task is to complete the review of the
paper from the <completion> tag after
analyzing the research paper provided to
you.
You will do this in the following steps:
1. Read the research paper provided to you.
2. Read the review point provided to you.
3. Complete the review point based on the
research paper.

The research paper and review point are
delimited by triple backticks (“‘) for your
reference.
Paper:
{paper_content}

Review:
{review_content}

Return the output in the following format:
{
"review": [sentence1, sentence2,
sentence3, ...]
}
Each sentence_i in itself will be a list of
the previous sentences and generated sen-
tences.

Figure 3: Example of tail pruning

E Dataset Details

We collect 1,000 papers and their corresponding
peer reviews from the NeurIPS 2022 conference
via the OpenReview platform. We ensure that the
reviews are written before the widespread avail-
ability of advanced language models like ChatGPT,
which was released in November 2022, to mini-
mize the likelihood of any reviews being influenced
by AI-generated content. We obtain peer reviews
provided by human reviewers to form our human-
written review dataset. We also use the same set of
papers and a language model to generate reviews
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Figure 4: The left side shows the length distribution of
AI-generated reviews, while the right side shows that
of human-written reviews. The lengths are measured in
the number of characters.

for them, creating the AI-generated review dataset.
Both human and AI-generated reviews are based on
the same content, allowing for a direct comparison.
The complete dataset, combining human-written
and AI-generated reviews, is split into training, val-
idation, and test sets with proportions of 70%, 10%,
and 20%, respectively.
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