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Abstract

Although the multilingual capability of LLMs
offers new opportunities to overcome the lan-
guage barrier, do these capabilities translate
into real-life scenarios where linguistic divide
and knowledge conflicts between multilingual
sources are known occurrences? In this paper,
we studied LLM’s linguistic preference in a
cross-language RAG-based information search
setting. We found that LLMs displayed sys-
temic bias towards information in the same lan-
guage as the query language in both document
retrieval and answer generation. Furthermore,
in scenarios where no information is in the lan-
guage of the query, LLMs prefer documents in
high-resource languages during generation, po-
tentially reinforcing the dominant views. Such
bias exists for both factual and opinion-based
queries. Our results highlight the linguistic
divide within multilingual LLMs in informa-
tion search systems. The seemingly beneficial
multilingual capability of LLMs may backfire
on information parity by reinforcing language-
specific filter bubbles, further marginalizing
low-resource views.

1 Background and Motivation

With Retrieval Augmented Generation (RAG),
Large Language Models (LLMs) can leverage ex-
ternal knowledge and respond to questions about
ongoing events (Lewis et al., 2021). More impor-
tantly, recent strides in LLM’s multilingual capabil-
ities (Qin et al., 2025; Watts et al., 2024), support-
ing over 100 languages, offer new opportunities to
break the language-specific filter bubble and pro-
vide more equitable information access for people
with diverse linguistic preferences, cultural back-
grounds, and geographical locations.

However, achieving information parity is chal-
lenging because of the intrinsic complexity of how
information is created and represented in different
linguistic contexts. This complexity stems from a
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Figure 1: The figure shows users interacting with an
LLM using 4 languages (en, ar, hi, zh). When the con-
texts are available in 3 (en,zh,hi) of the 4 languages,
the queries in different languages resulted in drastically
different answers for each language. We see 2 effects in
this figure: 1) filter bubble – information presented to
the users of a particular language is from their own lan-
guage and 2) Cultural Dominance – information asked
from a lower resource language where the information
is not available in, results in LLM choosing highest re-
source language as the information source leading to
reinforcement of dominant views.

broad spectrum of cultural nuances, regional influ-
ences, and historical narratives that shape how in-
formation is consumed and communicated (White,
1990; Edelman, 1985; Sittar et al., 2022; Lück et al.,
2018). In addition, each language and cultural con-
text also brings its own set of values and perspec-
tives when interpreting an event of interest, which
can significantly influence the representation of
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facts and narratives (Foucault, 1980).
This challenge is exacerbated by the linguistic

divide, the gap in representation across different
languages (Li et al., 2024b; Mehdad et al., 2012).
Not all facts and viewpoints are presented equally.
Dominant languages, such as English, have a dis-
proportionate influence on content creation and
dissemination (Holborow, 1996). Such divides
lead to linguistic imperialism, where information
in higher-resource languages is more accessible
and frequently amplified, potentially overshadow-
ing or distorting narratives in low-resource lan-
guages(Phillipson, 2018), which can lead to mis-
trust in information seeking (Arguedas et al., 2023).

As a result, RAG systems need to retrieve from
diverse multilingual sources and generate mean-
ingful answers, even with conflicting knowledge
across languages. For example, when an informa-
tion seeker asks for an event of conflict or topic
with multiple perspectives in different regions, like
an ongoing war between two countries speaking
distinct languages, LLMs should be able to present
viewpoints and facts from both sides regardless of
the query language.

However, recent evidence indicates information
disparity in LLMs’ behavior may stem from un-
equal language resources in current multilingual
LLMs(Yu et al., 2022; Verma et al., 2022; Joshi
et al., 2020) where pretraining data of models such
as Llama and GPT-4 is still predominantly English
(Li et al., 2024c). As a result, individuals asking the
same query in different languages may get different
answers, Figure 1. This difference manifests in the
quality of the responses (Boughorbel and Hawasly,
2023; Jin et al., 2024a), consistency (Dong et al.,
2024), and dispute resolution (Li et al., 2024a).

Active research areas relevant to this do-
main include Cross-Language Information Re-
trieval (CLIR) and Multilingual IR (MLIR), which
aim to retrieve documents from multilingual
sources(Grefenstette, 1998; Carbonell et al., 1997;
Guo et al., 2024; Zhang et al., 2020; Nair et al.,
2022; Zhang et al., 2023; Yang et al., 2024; Par-
ton et al., 2008; Yang et al., 1998). However, the
aim of MLIR is to retrieve the most relevant docu-
ments regardless of language, without addressing
conflicts or disparities of data across languages.
These models struggle with information parity and
knowledge conflicts, as we demonstrate in this pa-
per. Likewise, Wu et al. (2024), highlighted similar
challenges in low-resource CLIR settings.

Another research area focuses on knowledge

conflicts and diverse perspectives(Chen et al., 2019;
Zhang et al., 2011; Chen et al., 2022; Cohen et al.,
2024). Literature has studied three types of knowl-
edge conflicts: inter-context, intra-memory, and
context-memory(Xu et al., 2024). However, there
is little overlap between CLIR research and studies
on knowledge conflicts. Moreover, they do not ex-
plore the linguistic divide’s effect on information
disparity within multilingual LLMs. In RAG, bi-
ases may favor information retrieval and generation
from certain languages especially when interact-
ing with conflicting and contradictory information
across different languages. Such biases threaten the
goal of using multilingual LLMs for democratized
global information access. If unaddressed, they
may reinforce cultural dominance and create an
filter bubble, alienating speakers of non-dominant
languages.

This study uniquely aims to understand infor-
mation parity in multilingual retrieval and gener-
ation individually where conflicting perspectives
and facts are presented in different languages in an
inter-context setting. Furthermore, we also aim to
uncover the influence of diverse user query types
motivated by the findings of Sharma et al. (2024),
where users issued confirmatory queries while inter-
acting with controversial information, which hasn’t
been studied before. Specifically, we ask the fol-
lowing research questions,

RQ1: How does the language of the query affect
a multilingual LLM’s information preference
when it retrieves relevant documents and gen-
erates answers?

RQ2: How do multilingual LLM’s information
preference change across different types of
information queries?

RQ3: How do multilingual LLM’s information
preference change if all relevant documents
are in Foreign Languages?

2 Experiments

To answer our research questions, we conducted a
series of experiments on multilingual LLM’s capa-
bilities in responding to a diverse set of queries on
fictional topics in five different languages.

Focus on RAG There are two types of LLM-
powered search systems: Retrieval Augmented
Generation (RAG) and Direct Generation. In this
paper, we focus on RAG (Lewis et al., 2021), where

8091



LLMs primarily rely on external knowledge pre-
sented in the context to answer user queries. We
made this choice for the following reasons: 1) most
popular LLMs do not provide access to their para-
metric memory, and 2) most popular information
systems, such as Bing Copilot, Perplexity.ai, etc.,
use RAG to keep their search system updated with
the most recent information.

Separating Retrieval and Generation RAG
consists of two phases: retrieval and generation. In
the retrieval phase, the system retrieves a ranked list
of documents based on cosine similarity scores be-
tween query embedding and document embedding.
In the generation phase, the top documents are used
as LLM’s context to generate the response. As stud-
ied previously when dealing with conflicts genera-
tion is impacted by performance of retrieval(Chen
et al., 2022) and hence in this study, we study the
two phases independently.

Need for Synthetic Data LLM’s parametric
memory and biases distinctly influence the re-
sults(Jin et al., 2024b; Xie et al., 2024), mak-
ing it essential to distinguish between paramet-
ric and in-context non-parametric memory effects.
In addition, real-world controversies may activate
guardrails in high-resource languages such as En-
glish, which can confound our results (Deng et al.,
2024). To mitigate these influences, we developed
a synthetic dataset featuring fictional entities absent
from the LLM’s pre-training data and guardrails.

2.1 Multilingual Fictional Dataset

The overarching goal of our dataset is to emulate
a real-world multilingual information environment
where different, sometimes conflicting, facts and
perspectives are represented in different languages.
The dataset consists of 170 documents in 5 lan-
guages that were later used in our experiment to
answer user queries. The dataset creation steps and
manipulation checks are detailed in Appx. A.2.

As highlighted in Fig. 3 and Appx. A.1, we
support knowledge conflicts manifesting either as:
1) discrepancies in facts where same event in dif-
ferent languages contains different or conflicting
facts due to differences in cultural and historical
narratives or 2) conflicting perspectives and opin-
ions where complex geopolitical issues, may have
documents describe the same event with different
perspectives and opinions in different languages.

Exclusive Facts Contradictory Facts Overlapping Facts
Diverse 

Perspectives

Core Facts

Original 
document set

Alternate 
document set

Design Goals

Questions

Extended Facts

Story

News

Expand & Verify

Generate

Note

DE
Ar
HI
ZH
EN

Figure 2: The figure outlines our fictional dataset cre-
ation: core facts were crafted manually, then expanded
using GPT-4-turbo (OpenAI, 2024) without contradic-
tions. Different subsets of these expanded facts were
used to generate News and Story documents using the
LLM. This process yielded both original and alternate
document sets. We then translated these documents into
target languages using Google Translate via translate-
shell. Prompt details are in the Appendix.

Lanague Selection: We selected English (en),
Hindi (hi), German (de), Arabic (ar), and Chinese
(zh) as our target languages. These languages repre-
sent 4 different scripts, different cultures, and a mix
of higher-resource (en, de, zh) and lower-resource
languages (ar, hi). These languages account for
around 4 billion active speakers around the world.

2.1.1 Premise setup
Festival: The festival premise is designed for fac-
tual queries, which contain information about a
fictional festival. There are two versions: original
and alternate – each with some shared, contradic-
tory, and exclusive facts. Here is an example with
contradictory facts,

• Original: Planet {{PLANET_NAME}} is a
planet full of minions.

• Alternate: Planet {{PLANET_NAME}} is a
planet full of wonders.

{{PLANET_NAME}} is a fictional named entity.

War: The war premise is designed for opinion-
based queries. It contains information about a fic-
tional war taking place between two fictional re-
gions speaking different languages. This premise is
designed to represent an information environment
with diverse opinions and perspectives. Similarly,
there are two document sets in the war: original
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Planet {{PLANET_NAME}} is a planet full of 
wonders

Planet {{PLANET_NAME}} is a planet full of 
minions.

People in {{CITY_NAME}} lived in harmony 
with nature and worshipped the 

superhuman called {{SUPERHUMAN_NAME}}.

{{FESTIVAL_NAME}} is a festival of the 
realizing that death is a part of life.

Rumors ... cleverly seeded by the Main 
Family, suggesting that... in truth, it was the 
main family that had strayed from the path 

of righteousness.

However, Branch Family's increasing 
autonomy and deviation from the Main 

Family’s traditions set the stage for 
conflict.

Original Alternate Knowledge Conflict

Contradictory Facts

Exclusive Facts

Opinionated Information

(a) Examples of types of Knowledge Conflicts in our Dataset. The
contradictory facts and exclusive facts are core facts taken from the
festival premise. The opinionated information from the war premise.

Factual Queries

Broad: tell me everything about 
the festival in {{PLANET_NAME}}

Specific- Contradiction: What is 
the planet full of?

Specific- Exclusive: What is the 
name of the superhuman?

Specific- Differential: Which year 
did the festival start, 114 or 32?

Opinionated Queries

Neutral: Tell me about the 
different perspectives of the war 

between Main and Branch Family.

Confirmatory- Original: Tell me 
how the Branch Family once 

betrayed the Main Family.

Confirmatory- Alternate: Why 
did the Main Family fear the 

Branch Family?

(b) Examples of types of Queries in our evaluation.
The factual queries focus on the festival premise,
and opinionated queries focus on the war premise.

Figure 3: a) shows the 3 types of in-context knowledge conflicts: exclusive facts, contradictory facts, and opinionated
information. b) shows the different factual and confirmatory queries used to probe knowledge conflicts.

and alternate – each taking the perspective of one
side in the war. Example perspectives are,

• Original: {{BRANCH_FAMILY}} was accu-
mulating too much power and diverging from
the Confederation’s values.

• Alternate: {{MAIN_FAMILY}} had strayed
from the path of righteousness.

BRANCH_FAMILY and MAIN_FAMILY are fic-
tional named entities.

2.2 Experiment Design
We queried popular multilingual retrieval models
and LLMs with different query types to analyze the
preference of models when presented with multi-
lingual information conflicts.

2.2.1 Diverse Information Queries
We curated a diverse set of queries to mimic real-
world multilingual information-seeking behaviors.
We covered two types of information queries: fac-
tual and opinion-based. Each query is translated
from English to Hindi(hi), Chinese(zh), Arabic(ar),
and German(de) using translate-shell.

Factual Queries Based on the core facts, we cre-
ated 27 factual queries consisting of 6 broad, 9
specific-contradiction, 9 specific-exclusive and 3
specific-differential queries:

• Broad: Queries that target the generation of a
summary of documents in different languages.

• Specific-Contradiction: Queries that target
contradictory facts in different languages.

• Specific-Exclusive: Queries that target the ex-
clusive facts in different languages.

• Specific-Differential: Queries that ask the
model to choose one of the two contradictory
facts presented in different languages.

Opinion queries We created 16 opinion-based
queries consisting of 6 neutral, 5 confirmatory-
original, and 5 confirmatory-alternate queries:

• Neutral: Queries that are neutral in nature and
don’t include any biases.

• Confirmatory: Queries that aim for biased re-
sponses that support a particular perspective.

2.3 Model Choices

We choose multilingual LLMs commonly used in
RAG-based search systems, differing in size and
the number of languages supported. All models
support all the languages in our study.

Retrieval: We evaluated OpenAI (text-
embedding-ada-002, text-embedding-3-small,
text-embedding-3-large), Cohere (multilingual-
light-v3.0, multilingual-v3.0) and Voyage (voyage-
2, voyage-large-2, voyage-large-2-instruct)
embedding models.

Generation: We evaluated OpenAI (gpt-3.5-
turbo-0125, gpt-4o-2024-05-13), Cohere (aya-23-
8B, aya-23-35B) and Antrhopic (claude-3-opus-
20240229) models.

2.4 Experiment Setup

Retrieval: We embedded all the documents, got
the query embedding for each premise, and ob-
tained the ranked list of documents based on the
cosine similarity score.
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Generation: We followed the following prompt
design: context + "\n Question:" + question + "a\n
Answer:" where context = original document set in
Languagei + alternate document set in Languagej .
Languagei and Languagej are permutations over
{en, de, zh, ar, hi}.

3 Measures

In this paper, we define Native Language as having
the same language of the query and Foreign Lan-
guage as having a different language of the query.

3.1 Retrieval

We follow the following metrics to evaluate the
retrieval of multilingual LLMs:

3.1.1 Language Distribution of the Top 10
Retrieved Documents

We analyzed the top 10 ranked documents retrieved
by looking at the distribution of the document lan-
guage in relation to the query language.

3.1.2 Preference Score
To calculate preference scores for each document,
we normalize cosine similarity scores using z-score
for the documents retrieved by each query. In this
paper, we use the mean preference score to measure
documents grouped by a property, such as Foreign
Language vs. Native Language documents.

3.2 Generation

Two documents in different languages serve as the
context for generating the answer. Reference an-
swers for each context are needed to evaluate which
document the model used as the source. We then
compare the generated answer to each reference
answer from both document sets (original and alter-
nate) to identify which context is more represented
in the generated answer.

3.2.1 Evaluation in English:
For the evaluation of generation, we use English
reference answers only and translate the gener-
ated answers back to English using translate-shell1.
This approach is necessary due to the lack of high-
quality, robust metrics for evaluating multilingual
text in generation tasks (Ahuja et al., 2023).

3.2.2 Reference Answers:
To obtain reference answers, we follow the same
prompt template described in Section 2.4. We

1translate-shell can be viewed here

change the context to the original document set for
the original reference answer and to the alternate
document set for the alternate reference answer. To
ensure quality, we review the reference answers
and correct any discrepancies.

3.2.3 Information overlap (IO):
We use Information Overlap (IO) as our primary
evaluation method. We use different strategies
to evaluate the queries depending on the query
type. For queries with subjective or lengthy
answers—such as broad queries in the festival
premise and all queries in the war premise —
we use BERTScore(Zhang* et al., 2020) with
the microsoft/deberta-xlarge-mnli model (best-
performing model in WMT16 for English tasks).
We use keyword matching for factual queries—all
specific queries on the festival premises.

Source Reference proportion: We use source
reference proportion to determine which document
(original vs alternate) the model preferred to gen-
erate the answer. We compare the IO between the
alternate_overlap generated answer and the gold
answer from the original (original_overlap) and al-
ternate document(alternate_overlap). The desired
outcome is "Both", i.e. when both scores are above
θ or Original_overlap = Alternate_overlap. The out-
come is Original when Original_overlap is higher
and Alternate when Alternate_score is higher. The
outcome is None when both scores are below α.
For keyword match, α and θ are not applied. For
BERTScore, after manual analysis, α is set to 0.55
for partial similarity, and θ is set to 0.7 for when
most information from the reference is covered.

4 Results

4.1 Retrieval

We measured the preference of Native and Foreign
languages in the retrieval phase across 5 languages
for 8 models (3 model families) in 2 premises, with
27 factual queries in the festival and 16 opinion-
based queries in the war premise. A total of 215
queries were issued per model. Additional re-
sults for Bert-based retrieval models and a Chinese-
focused LLM are in Appx. A.7

4.1.1 RQ1r: Preference for Native Language
Looking at top-10 retrieved documents, models pre-
ferred the Native Language Document 68% of the
time across both premises. As shown in Figure 4,
there was a strong preference for Native Language
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Figure 4: Aggregate preference for the document having Native Language vs Foreign Language of factual and
opinion-based query. We aggregated the normalized cosine similarity score across different queries and languages.
Regardless of the query type, we found models tend to retrieve documents in the Native Language of the query.

document retrieval, with an average z-score of 1.03
for Native Language versus -0.25 for Foreign Lan-
guage. The trend is consistent across all models.
Further results are in Appx. A.5

4.1.2 RQ2r: Impact of query type on
language preference

For factual queries, we did not observe differ-
ences across question types for both Native Lan-
guage preference (Broad: M = 1.01, SE = 0.24;
Specific-Contradiction: M = 0.97, SE = 0.21;
Specific-Exclusive: M = 1.03, SE = 0.25; Specific-
Differential: M = 0.90, SE = 0.22) and Foreign
Language preference (Broad: M = -0.25, SE =
0.06; Specific-Contradiction: M = -0.24, SE = 0.05;
Specific-Exclusive: M = -0.25, SE = 0.06; Specific-
Differential: M = -0.22, SE = 0.05). The results are
consistent across all models.

Similarly, for opinion-based queries, no differ-
ences were found across different question types
for both Native Language preference (Neutral: M
= 0.80, SE = 0.27; Confirmatory: M = 0.87, SE =
0.26) and Foreign Language Preference (Neutral:
M = -0.20, SE = 0.06; Confirmatory: M = -0.21,
SE = 0.06). Native Language documents are more
likely to be retrieved by all models.

4.1.3 RQ3r: Second Language Preference

The second language preference looks into the
model’s language preference when there are no
related Native Language documents. The second
language preference for models varied based on
training, model size, and model family. Key obser-
vations are as follows:

Model Size: As model size increased, OpenAI
and Cohere models showed similar second lan-
guage preferences, but the magnitude of preference
scores, see Sec. 3.1.2 decreased. For example,
embedding-3-small saw de, zh, and hi all prefer en
with average scores of M = 0.86 (SE = 0.04), 0.60
(SE = 0.04), and 0.59 (SE = 0.05), respectively. In
embedding-3-large, these scores decreased to 0.45
(SE = 0.05), 0.27 (SE = 0.05), and 0.52 (SE = 0.05).
Conversely, Voyage models showed stronger pref-
erences with increased size. Voyage-2 saw en, de,
zh, and hi all prefer ar with scores of 1 (SE = 0.02),
0.89 (SE = 0.02), 1.28 (SE = 0.01), and 1.56 (SE
= 0.01). In voyage-2-large, these scores increased
to 1.12 (SE = 0.02), 1.22 (SE = 0.01), 1.44 (SE =
0.01), and 1.57 (SE = 0.01).

Instruction Tuning: Voyage models showed a
strong preference for Arabic in non-instruction fine-
tuned versions. This trend changed with instruction
tuning, altering both language preference and its
magnitude. For instance, de and zh changed their
preference to en with scores of M = 0.40 (SE =
0.06) and 0.29 (SE = 0.06), while en changed its
preference to de with a score of M = 0.18 (SE
= 0.06). hi still preferred ar, but the magnitude
decreased to M = 0.89 (SE = 0.04).

ada-002 vs. embedding-3: A trend change was
observed from ada-002 to embedding-3 (large and
small). In ada-002, de, zh, and hi all preferred ar
with scores of M = 0.28 (SE = 0.05), 0.51 (SE =
0.04), and 0.84 (SE = 0.04). In embedding-3, these
languages preferred en.
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Figure 5: The figure shows the aggregate second lan-
guage preference across all models in the generation
phase. We see a clear trend of preferring high-resource
languages over low-resource ones.

4.2 Generation

We measured the preference in generation in 5 lan-
guages for 6 models (3 model families) across 2
settings with 27 queries and 16 queries each. In
total we queried each model 5375 times2.

4.2.1 RQ1g: Preference for Native language
On average, across the two premises, answers were
derived from Native Language documents 42% of
the time (SE = 0.54%), compared to 29.58% (SE
= 0.5%) for Foreign Language documents. Only
8.55% of answers (SE = 0.30%) contained infor-
mation from both sources, and for 19.8% (SE =
0.43%), the answer came from neither source. This
indicates that models systematically prefer generat-
ing answers from documents in the same language
as the query, even when diverse facts and perspec-
tives are available in a different language. Break-
down by model can be found in the Appendix A.6.

4.2.2 RQ2g: Impact of query type on
language preference

Unlike retrieval, the preference for the document
varied based on the query(Figure 6). For fac-
tual information, we observed a preference for
Native Language documents over Foreign Lan-
guage documents (Broad: Mnative = 57.05%, SE
= 6.39% vs Mforeign = 25.38%, SE = 3.75%) in
broad queries. Similarly, for specific-contradiction
queries, native documents were preferred (Specific-

2(27 + 16) queries *5 query-languages *5 alternate docu-
ment language* 5 original document language

Contradiction: Mnative = 35.36%, SE = 5.52%
vs Mforeign = 12.13%, SE = 1.23%). However,
specific-exclusive (Specific-Exclusive: Mnative =
41.48%, SE = 4.52% vs Mforeign = 39.88%, SE =
4.31%) and specific-differential queries (Specific-
Differential: Mnative = 28.72%, SE = 3.94% vs
Mforeign = 27.61%, SE = 4.52%), did not show
differences between native and foreign documents.

In the opinion-based queries, the results indi-
cated a consistent preference for Native Documents
for both query types (Neutral: Mnative = 45.16%,
SE=2.95% vs. Mforeign = 33.66%, SE=1.88%;
Confirmatory: Mnative = 43.45%, SE=1.33% vs.
Mforeign = 36.3%, SE=1.36%)

4.2.3 RQ3g: Second Language Preference

We saw a preference for higher resource language
as the Second Language across different queries in
different languages, as shown in figure 5. Overall,
across all models and query languages, we saw that
on average, en (M = 49.28%, SE = 1.14) > de (M =
44.48% SE = 1.45) > zh (M = 42.05% SE = 1.07)
> hi (M = 40.77% SE = 0.59) > ar (M = 39.77%
SE = 1.15). This also represents the resource of the
language where English is the highest resource and
Hindi and Arabic are the lowest.

5 Discussion

Through a comprehensive evaluation of current
multilingual LLM-based information systems, we
found a clear preference for documents in the na-
tive language of queries and foreign documents in
high-resource languages. Given the premise of mul-
tilingual LLMs, breaking the linguistic barriers and
filter bubbles for global users, our results highlight
a significant risk in providing information parity
and motivate further research. Below, we discuss
our main findings and their implications.

5.1 Diverse, multilingual documents are
hidden in retrieval

Retrieving diverse perspectives is crucial in RAG
pipelines. However, we observed that cosine-
similarity-based retrieval systems disproportion-
ately favor Native Documents, with 68% of the
top-10 documents being native. This suggests that
most multilingual documents fail to reach the LLM
during generation.
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Figure 6: There are four possible source references: None, Both, Native, and Foreign. For differential queries,
prompting a choice between Native and Foreign Documents, both sources perform similarly, though there’s a
slight preference for Native Documents. The model often scores high on None. For exclusive queries, focusing
on context-specific facts, Native and Foreign perform alike, but None score is still high. For contradiction queries,
with conflicting information, the model scores high on Native Documents and Both. In broad queries, the model
favors Native Documents over Foreign Documents and struggles to combine content from both. In neutral and
confirmatory queries, there is a minor bias toward Native, while the preferred output (Both) remains minimal.

5.2 LLMs prefer facts in Native Languages in
knowledge conflict

During generation, we provided the model with
diverse multilingual docs yet the LLMs preferred
facts from Native documents and rarely presented
facts from Foreign perspectives. This indicates
that current conversational search could accelerate
filter bubbles by only presenting facts in the Native
language of the user query.

5.3 Only if you knew what you don’t know

Our results also indicated that to obtain information
from Foreign Documents, users must issue queries
that specifically target exclusive information con-
tained within these documents. In contrast, gen-
eral queries, such as broad or confirmatory, prefer
Native Documents. This becomes challenging in
real-world scenarios, where user queries are often
exploratory, and users don’t know what to ask.

5.4 High-resource languages dominate the
information landscape

While assessing foreign language preferences, par-
ticularly when Native Language documents were
unavailable, we found that LLMs favored high-
resource languages. It is a concerning trend as, for
international issues, relevant information often isn’t
available in the query’s Native Language, reinforc-
ing dominant linguistic perspectives and sidelining
marginalized ones. Additionally, our findings in-
dicated that models’ average performance in gen-
erating results with diverse perspectives increased

when queries were in English or when English doc-
uments were present. These outcomes further un-
derline the linguistic divide in LLMs. Details are
in Appendix A.6.1.

5.5 Societal Implications

In the long term, the systematic preference for
high-resource languages poses significant threats
to minority perspectives in the information system.
Empirical studies have demonstrated the adverse
effects of artificial intelligence bias on human per-
ception(Sharma et al., 2024; Jakesch et al., 2023;
Blanco et al., 2023), thus highlighting the impor-
tance of creating an information ecosystem that
stifles diverse viewpoints both within individual
communities and across different cultural groups.
Furthermore, the persistent failure to transcend
linguistic divides risks the creation of filter bub-
bles, ultimately jeopardizing the common knowl-
edge necessary for democratic stability(Farrell and
Schneier, 2018). Moreover, concentrated power
over such AI technologies poses substantial risks,
as it enables a few individuals to manipulate in-
formation flows, facilitating mass persuasion and
eroding the foundations of democratic discourse.
Such concentration not only diminishes the credi-
bility and trust users place in these systems but also
exacerbates the spread of misinformation.

5.6 Navigating Faux Polyglots

ChatGPT has approximately 4.7 billion users
worldwide(Duarte, 2025), underscoring the need
for strategies for effective information seeking, es-
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pecially given that three of the top five user bases
are in non-English speaking countries. Faux Poly-
glots are a new challenge for information literacy
in conversational search, we need to educate users
to know the limitation of these systems and create
scaffolds to support diverse information seeking.
From a users perspective, the only feasible solution
is to issue queries probing multiple perspectives
in multiple languages. This raises the cost of in-
formation seeking exponentially and is infeasible
and hence industry and community should create
scaffolds like 1) aggregate responses from diverse
personas, 2) retrieve documents by diversity in lan-
guage and perspective and 3) issue warnings to
users engaging in confirmatory queries.

6 Conclusion

The recent surge in multilingual large language
models (LLMs) and Retrieval Augmented Gener-
ation (RAG) has significantly expanded conversa-
tional search across varied linguistic and cultural
demographics. This technology promises to tran-
scend linguistic barriers, offering users access to
diverse perspectives. In this study, involving 13
multilingual LLMs, 170 documents, five languages,
and seven query types, we observe that rather than
facilitating a breadth of perspectives, current multi-
lingual LLMs struggle with disparities across lan-
guages in the following ways: they 1) show a sys-
tematic preference for documents in the Native lan-
guage of the query, 2) exhibit bias favoring higher-
resource languages over lower-resource languages
when generating responses without relevant docu-
ments in the native language of the query, 3) fail to
generate responses from "Both" documents and, 4)
show this systematic biases across different query-
types. This failure to offer consistent information
across different querying styles and languages leads
to linguistic filter bubbles. These issues raise con-
cerns about information parity, potentially leading
to polarization and impeding constructive commu-
nication across communities.

7 Limitations

We only studied 5 languages with the perspective
of lower and higher resources. To understand the
interaction between different languages along the
lines of script and language family, we need a much
larger pool of languages. For example, we did
not run our study on very low-resource languages,
such as Swahili and Khlosa, due to the limitation

of creating document sets in these languages.
In this study, we use carefully curated artificial

tasks to demonstrate an important phenomenon.
We modeled our creation on the different informa-
tion conflicts that we saw in the coverage of con-
troversial topics 2. However, there are trade-offs to
using such synthetic data instead of empirical data.
Aligning with tasks such as the Winograd Schema
Challenge(Levesque et al., 2012), our method al-
lowed us to isolate confounding factors such as
model’s parametric knowledge.

We did not probe the effect of pre-training exten-
sively (Appx. A.7.2). Pre-training data of models
often have bias and based on that bias the models
have a preference to generate certain outputs, how
those existing preferences affect the RAG pipeline
when dealing with conflicting information is an-
other future direction. Moreover, our study only
focuses on language differences instead of cultural
differences. People in different cultures may speak
the same language and have diverse narratives. Cul-
tural differences during information foraging might
add to the observed effect of linguistic preference.
Finally, during our Evaluation, we only focused on
one architecture of the RAG system, i.e., retrieval
based on cosine similarity. However, there are other
architectures, such as summarization, rerank, etc.,
that we have not evaluated.

8 Ethical Consideration

This paper explores the biases of the multilingual
RAG system on topics that have conflicting per-
spectives. As our study shows, currently, RAG-
based LLMs might cause information disparity and
biases in their responses to various types of user
queries. Our results highlight the harmful con-
sequences of such models, such as filter bubbles,
and encourage users of such systems to exercise
caution and we encourage the research commu-
nity to provide scaffolds to users as suggested in
Section 5.6. Unfortunately, currently none of the
information ecosystems provide low-cost access to
diverse information breaking language barriers but
with multilingual LLMs we have the opportunity
to develop systems that create common ground and
lower polarization across these divisive topics.
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A Appendix

A.1 Types of information conflicts
Our dataset supports two common information con-
flicts: facts and opinions. We considered the fol-
lowing scenarios for each type of query:

Discrepancies in facts: Documents about the
same event in different languages often focus on
different or conflicting facts due to cultural differ-
ences and historical narratives.

• Shared Facts: same facts shared across dif-
ferent languages.

• Contradictory Facts: facts that contradict
each other when in different languages.

• Exclusive Facts: facts that are exclusive to
documents in a certain language.

Diverse opinions and perspectives: Documents,
especially on complex geopolitical issues, may talk
about the same event but with diverse perspectives
and opinions in different languages.

• Neutral: Documents that share a neutral per-
spective and a balanced view of the topic.

• Opinionated: Documents share an opinion-
ated view about a topic, supporting the side
that speaks the language.

A.2 Synthetic dataset setup
An overview of the process of creating our dataset
is illustrated in figure 2. We describe the dataset
creation steps in detail below:

Core facts: To start, we created two variants for
each premise: “original” and “alternate”. We manu-
ally created a set of 10 core facts about the premise
for the original set. For the alternate set, we edit
these core facts based on the setup of the premise
in Sec. 2.1.1.

Extended story facts: Since the festival premise
by our design goals contains more short-form fac-
tual information instead of diverse perspectives, to
mimic a more realistic setting, we expanded each
core facts using OpenAI GPT-4-turbo model where
we added a consistency check during the expan-
sions such that none of the expansions contradict
any of the core facts. The result was 5 extensions
for each core fact, making a total of 50 story facts
for the original document set and 50 for the alter-
nate document set on each premise.

Final Documents: Based on these extended story
facts for the festival premises, we created a total of
14 documents, 7 for each document set in the fes-
tival setting using OpenAI GPT-4-turbo with tem-
perature = 1. We set temperature = 1 to make the
model’s responses diverse. Of these 7 documents,
2 were long documents, consisting of a subset of
4 story facts in a story format, and 5 were short
documents, consisting of a subset of 2 story facts
each, in a news format mimicking articles in the
real world. The average length of these documents
was 484.85 words.

Manipulation Check: We verified that the
dataset is not in LLM’s parametric memory by
prompting each evaluated model with “Tell me
about named entity” with temperature = 0. We en-
sured that the model did not provide any meaning-
ful answers for each named entity (places, objects,
names, etc.). We also performed a Google search
of the named entities and ensured that no article
about the named entities existed as of June 2024.

Multilingual Dataset To make our dataset multi-
lingual, we translated documents and queries with
translate-shell, a Python package that uses Google
Translate at the backend, from English to the target
language (e.g., de, hi, zh, hi). For the documents
in the festival setting, we repeat the document cre-
ation step for each language, where we create a
document set in English before translating it into
the target language to mimic a real-world setting
where the data is not entirely parallel.

A.3 Cost of experiments

We had 27 factual + 16 opinion-based queries. For
all queries, we had 2 contexts: alternate and origi-
nal. We had all permutations and combinations of
these contexts across the 5 target languages, mak-
ing it 5×5 contexts for each premise (festival and
war). We query each context with their respective
query pool across all languages. This makes the
total number of requests (27 factual queries + 16
opinion-based queries) × 5 query-languages × 5
original context languages × 5 alternate context
languages. Each input context was around 1000
tokens and 526 output tokens. This results in a total
of 5,375,000 input tokens and 2,872,250 output to-
kens per model. The cost of GPT-4o is $5.00 / 1M
tokens for inputs $15.00 /1M tokens for outputs.
This made the total cost of the experiments in the
generation phase for OpenAI GPT-4o $680.
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A.4 Prompt used in dataset creation

During our dataset generation process, we use two
OpenAI calls: one to expand the core facts and one
to verify their consistency (filter). We repeat this
for three iterations to ensure we have enough ex-
pansions after filtering. We use the system prompt
below with temperature t = 1 to expand the story.
For the user prompt, we provide the model with
JSON string of core facts.

Core Facts Expansion System Prompt

You are a story points generator. Given a set of core points
generate new point expansions for each of the core points such
that it tangentially expands the story. The new points must be in
the same setting but can talk about a different subtopic not
connected to the main topic. The new points should not contradict
any of the core points. You must come up with at least 4 new
points for each core point. The output must be formatted in the
following JSON structure:\n{\n\"CF_1\": {\n\"CF\": core fact,\n\"EF\":
[expansions]\n},\n\"CF_2\": {\n\"CF\": core fact,\n\"EF\": [
expansions]\n}...\n}

We use the prompt below with temperature t = 0
to verify consistency.

Expanded Facts Verification System Prompt

You are a story points filter. Given a set of core points and a new
expansion, determine if the expansion contradicts any of the core
points. If it does, output 'YES'. Otherwise, output 'NO'.

Expanded Facts Verification User Prompt

CORE POINTS:\n" + core_points_str + "\nEXPANSION:\n" + exp +
"\nDoes this expansion contradict any of the core points? YES/NO

To convert the expanded facts into documents,
we use the following prompts:

News Document Creation System Prompt

You are a news article generator. Given a set of story points,
generate a news article that connects all the story points. The
news must be coherent and should not contradict any of the story
points. The output must be a piece of news that connects all the
story points without adding any new story points. The output must
be in "+ code_to_lang[language] + "."

Story Document Creation System Prompt

You are a story generator. Given a set of story points, generate a
story that connects all the story points. The story must be
coherent and should not contradict any of the story points. The
output must be a story that connects all the story points without
adding any new story points.

To verify the story covers all the facts, we use
another OpenAI call with the following prompt:

Story Verification System Prompt

You are a story verifier. Given a STORY_POINTS and
corresponding STORY, verify if the STORY contains all the
STORY_POINTS. If the STORY contains all the STORY_POINTS,
return 'True'. Otherwise, return 'False'. YOU MUST ONLY
OUTPUT 'True' or 'False'."

Story Verification User Prompt

STORY_POINTS: " + json.dumps(story_points) + "\n" + "STORY: "
+ output_en + "\n Does the STORY contain all the

STORY_POINTS? True or False"

A.5 Retrieval Preference by Model

Figure 7: The figure shows the aggregate language re-
trieval score for ada-002 model.

Figure 8: The figure shows the aggregate language re-
trieval score for embedding-3-small model.

Figure 9: The figure shows the aggregate language re-
trieval score for embedding-3-large model.
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Figure 10: The figure shows the aggregate language
retrieval score for voyage-2 model.

Figure 11: The figure shows the aggregate language
retrieval score for voyage-2-large model.

Figure 12: The figure shows the aggregate language
retrieval score for voyage-2-large-instruct model.

Figure 13: The figure shows the aggregate language
retrieval score for Cohere’s multilingual v3 light model.

Figure 14: The figure shows the aggregate language
retrieval score for Cohere’s multilingual v3 model.

A.6 Generation Preference by Model

Figure 15: The figure shows the aggregate source lan-
guage preference for GPT-3.5-turbo model.

Figure 16: The figure shows the aggregate source lan-
guage preference for GPT-4o model.

Figure 17: The figure shows the aggregate source lan-
guage preference for aya-23-8B model.
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Figure 18: The figure shows the aggregate source lan-
guage preference for aya-23-35B model.

Figure 19: The figure shows the aggregate source lan-
guage preference for Claude-3-opous model.

A.6.1 Generation Preference all Models

Figure 20: The figure shows the percentage of Both
and None answers by different models where in Both
answers, the model incorporated information from both
in-context documents and in None answers, the model
cannot provide meaningful answers.

A.6.2 Preference for Both when both context
documents are in Foreign Languages

Figure 21: The figure shows the preference for both
documents in GPT-3.5-turbo model.

Figure 22: The figure shows the preference for both
documents in GPT-4o model.

Figure 23: The figure shows the preference for both
documents in aya-23-8B model.

Figure 24: The figure shows the preference for both
documents in aya-23-35B model.
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Figure 25: The figure shows the preference for both
documents in Claude-3-opous model.

A.6.3 Preference for None when both context
documents are in Foreign Languages

Figure 26: The figure shows the preference for none of
the documents for GPT-3.5-turbo model.

Figure 27: The figure shows the preference for none of
the documents for GPT-4o model.

Figure 28: The figure shows the preference for none of
the documents for aya-23-8B model.

Figure 29: The figure shows the preference for none of
the documents for aya-23-35B model.

Figure 30: The figure shows the preference for none of
the documents for Claude-3-opous model.

A.7 Additional Results

A.7.1 Retrieval

Figure 31: The figure shows the aggregate language
preferences during factual queries for the multilingual-
mpnet-base-v2 model.

Figure 32: The figure shows the aggregate language
preferences during factual queries for multilingual
MiniLM-L12-v2 model.
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Figure 33: The figure shows the aggregate language
preferences during factual queries for distiluse-base-
multilingual-cased model.

Figure 34: The figure shows the aggregate language
preferences during opinion queries for the (multilingual-
mpnet-base-v2) model.

Figure 35: The figure shows the aggregate language
preferences during opinion queries for the multilingual
MiniLM-L12-v2 model.

Figure 36: The figure shows the aggregate language
preferences during opinion queries for the distiluse-base-
multilingual-cased model

A.7.2 Generation

query en zh both none
en 53.44 31.5 10.9 4.1
de 55.8 37.2 5.8 1.1
zh 44.1 41.6 9.5 4.7
ar 54.6 25.5 6.9 12.7
hi 51.1 32.1 10.7 5.9

Table 1: We ran our test on moonshot-v1-8k, a model
tailored for Chinese. We saw a preference for English
language across all query languages, even when the
query was in Chinese.
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