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Abstract
Simultaneous machine translation (SMT) takes
streaming input utterances and incrementally
produces target text. Existing SMT methods
mainly use the partial utterance that has already
arrived at the input and the generated hypoth-
esis. Motivated by human interpreters’ tech-
nique to forecast future words before hearing
them, we propose Translation by Anticipating
Future (TAF), a method to improve translation
quality while retaining low latency. Its core
idea is to use a large language model (LLM)
to predict future source words and opportunis-
tically translate without introducing too much
risk. We evaluate our TAF and multiple base-
lines of SMT on four language directions. Ex-
periments show that TAF achieves the best
translation quality-latency trade-off and outper-
forms the baselines by up to 5 BLEU points at
the same latency (three words).

1 Introduction

Simultaneous machine translation (SMT) aims to
produce translations based on partial input from
the source language, enabling real-time communi-
cation across language barriers (Gu et al., 2017).
Despite its potential, current SMT methods often
struggle to maintain high translation quality while
achieving low latency. As shown in Figure 1, the
translation quality of the previous state-of-the-art
method SM2 (Yu et al., 2024) drops quickly as the
latency decreases. The major source of such quality
drop is insufficient source information.

To deal with insufficient information, human
interpreters develop techniques to anticipate future
source input to reduce interpretation lag (Seeber,
2001). Human interpreters often predict upcoming
words, such as nouns and verbs, based on context,
language structure, prior knowledge, familiarity
with the topic, etc. Most existing SMT models
ignore this technique or only implicitly use it (Ma
et al., 2019, 2020b; Zhang and Feng, 2022; Miao
et al., 2021; Guo et al., 2024).
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Figure 1: The quality-latency trade-off of our method
TAF and the previous state-of-the-art method SM2 on
WMT20 English-Chinese direction. The translation
quality of SM2 drops quickly as latency goes down
while TAF maintains a good translation quality even at
the latency of 3 words.

A large language model (LLM) can predict the
continuation of a source sentence given its prefix,
mimicking this human-like anticipation (Brown
et al., 2020; Touvron et al., 2023). However, per-
fectly predicting the continuation of a sentence is
challenging due to the versatility of human lan-
guage. For instance, given the prefix "The cat is
chasing", various completions like "a mouse", "a
bird", or "a dog" are all plausible. This variabil-
ity makes it essential to develop a mechanism that
ensures the translation remains consistent with the
actual source when relying on the predictions.

In this work, we design a novel SMT policy,
Translation by Anticipating Future (TAF), that
achieves high-quality translation at an extremely
low latency. TAF utilizes an LLM to predict multi-
ple possible continuations of the source input and
translates each one with an MT model. It then
employs a majority voting mechanism to select
the prefix agreed upon by most candidates, ensur-
ing consistency with source input. TAF works on
any combinations of pretrained MT models and
LLMs without the need for further finetuning and
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can be further generalized to existing SMT policies.
Experimental results demonstrate that TAF consis-
tently improves quality-latency trade-off over exist-
ing methods by up to 5 BLEU score at a latency of
3 words on four language directions. We conduct
an in-depth analysis of the behavior of TAF to fig-
ure out the impact of LLM predictions. Finally, we
find that providing the LLM with longer context
further reduces the latency without sacrificing the
translation quality.

2 Related Works

Recent advances in simultaneous machine transla-
tion majorly focus on its policy, either rule-based
or learned adaptive. Rule-based policies include
Wait-K and its variants (Ma et al., 2019; Zeng
et al., 2021; Elbayad et al., 2020), Local Agree-
ment (LA) (Liu et al., 2020a), Hold-N (Liu et al.,
2020b), RALCP (Wang et al., 2024) etc. Wait-K
waits for K tokens at the beginning and then alter-
nates between Read and Write actions. LA gener-
ates a full hypothesis at each step and writes the
longest common prefix (LCP) of recent hypothe-
ses. Hold-N removes the last N tokens of the full
hypothesis and writes the rest. RALCP generates
multiple hypotheses with beam search and outputs
a common prefix that most hypotheses agree upon.

Though rule-based policies are easy to imple-
ment, learned adaptive policies demonstrate bet-
ter quality-latency trade-offs. Ma et al. (2020b)
proposed monotonic multihead attention to model
the policy. Miao et al. (2021) developed a gen-
erative framework with a latent variable to make
decisions. Zhang and Feng (2022) quantified the in-
formation weight transported from source to target
and made decisions based on the amount of infor-
mation received. Zhang and Feng (2023) modeled
the simultaneous translation process as a hidden
Markov model and optimized the likelihood of tar-
get sequence over multiple steps. Guo et al. (2024)
further bridged the gap between SMT models and
offline MT models. Yu et al. (2024) is the state-of-
the-art adaptive policy that resolves the insufficient
exploration issue of prior works by individually
optimizing each source-target state.

These learned adaptive policies implicitly model
the future source input through prefix-to-prefix
training. Yin et al. (2024) proposes to use a lan-
guage model to explicitly predict one more source
token and rewrite the translation if the predic-
tion is wrong. However, rewriting makes it non-

monotonic which limits its application to speech-to-
speech scenarios. TAF explicitly models the future
source with an LLM so that it is not restricted by
the limited MT training data, and maintains the
best translation quality at a low latency without
rewriting using majority vote. Also, TAF requires
no model training and works on any combination
of MT models and LLMs, thus easy to implement.

3 Method

3.1 Problem Formulation
Define x1:j = (x1, · · · , xj) as partial text input
and y1:i = (y1, · · · , yi) as partial hypothesis that
is already generated. Define delay gi as the number
of source tokens read when generating yi. Let
π(x1:j ,y1:i) ∈ [0, 1] be the policy given x1:j and
y1:i, where π(x1:j ,y1:i) is the probability to write
yi+1 ∼ PMT (yi+1 | xj ,yi) with gi+1 = j, and
1 − π(x1:j ,y1:i) is the probability to read xj+1.
The complete simultaneous translation process can
be formulated as follows,

P (y, g|x) =
|y|∏

i=1

PMT (yi|x1:gi ,y1:i−1)×

π(x1:gi ,y1:i−1)

gi−1∏

j=gi−1

(1− π(xj ,yi−1)). (1)

Once the translation is finished, we evaluate its
quality and latency, respectively. The quality is
assessed by comparing y to the ground-truth y∗

using a metric Q(y,y∗). The latency is assessed
using delay g = (g1, g2, · · · ) together with x, y
and y∗ using a latency function L(x,y,y∗, g).

3.2 Translation by Anticipating Future
Define P ∗

LM (xj+1 | x1:j) as the ground-truth dis-
tribution of input, i.e., the oracle language model.
Let x1:j and y1:i be the partial input and the gen-
erated hypothesis. An oracle simultaneous transla-
tion model P ∗

MT generates translation yi+1 as if it
knows the ground-truth input distribution, i.e.,

P ∗
MT (yi+1 | x1:j ,y1:i) =

Exj+1:∼P ∗
LM

[P ∗
MT (yi+1 | x1:j ,xj+1:,y1:i)] (2)

where xj+1: is sampled from the oracle language
model P ∗

LM (· | x1:j).
One approach to approximating such an oracle

model is to train the output distribution given par-
tial input to be close to that given full input. How-
ever, given the limited MT training data compared
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intelligence is a game changer, 
and companies that fail to adapt 
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Figure 2: An overview of TAF. TAF utilizes a large language model to predict multiple possible future continuations
based on partial source input, and each continuation is translated using a machine translation model. Finally,
TAF applies a majority voting mechanism to select the most agreed-upon hypothesis. The system commits to the
translation if the frequency of the selected hypothesis exceeds a threshold τ .

with that used for language model pre-training, it
is hard for the MT model to translate while antici-
pating future input.

We propose to separate the translation and the
anticipation. The MT model focuses only on the
translation, while the language model handles the
anticipation. The overview of our method is shown
in Figure 2. Since we cannot access the ground-
truth language model P ∗

LM , we approximate it with
a pre-trained language model PLM . Then we sam-
ple n continuations of length l from PLM ,

x1
j+1:j+l, · · · ,xn

j+1:j+l (3)

where xtj+r ∼ PLM ( | x1:j ,x
t
j+1:j+r−1) for t ∈

[1, n] and r ∈ [1, l]. Note that we do not need to
sample infinitely long continuations here because
distant future source inputs will less likely affect
the next token of the hypothesis.

Once we have the sampled continuations, we
concatenate the received source input with the con-
tinuations and obtain the output distribution of the
MT model for each of them

P t
MT = PMT (· | x1:j ,x

t
j+1:j+l,y1:i). (4)

Finally, we aggregate the n distributions
P 1
MT , · · · , Pn

MT using an aggregation function f
and obtain the translation yi+1 at this step,

yi+1 = f(P 1
MT , · · · , Pn

MT ). (5)

Inspired by RALCP (Wang et al., 2024), let ht =
argmaxP t

MT and we design the aggregation func-
tion f to be

f(P 1
MT , · · · , Pn

MT ) = Majority(ht1, · · · , htn)
(6)

where Majority() outputs the most common one of
all inputs.

3.3 Policy

The policy of TAF is also a function of the output
distributions,

π(x1:j ,y1:i) =
1

n
Count(f(P 1

MT , · · · , Pn
MT ))

(7)

where Count(f(P 1
MT , · · · , Pn

MT )) is the number
of occurrences of the most common output. Intu-
itively, if P 1

MT , · · · , Pn
MT are vastly different from

each other, then it is unlikely there will be a definite
output at this step, thus we should choose to read
more input. Otherwise, if most distributions are
close to each other, then we are confident there will
be a definite output and should output the one with
which most distributions agree.

During inference, we select a threshold τ ∈
[0, 1] and decide to write if π(x1:j ,y1:i) ≥ τ and
read otherwise. We can then obtain a quality-
latency trade-off by adjusting this threshold.
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Figure 3: The quality-latency trade-off of TAF and other baselines. The quality is evaluated with both BLEU and
COMET and the latency is evaluated with length adaptive average lagging (LAAL). TAF consistently improves
existing policies and RALCP + TAF achieves the best performance across four language directions, with at most 5
BLEU scores improvement at a latency of 3 words in En-Zh direction.

We can also use other existing policies. We only
need to switch the policy function π to those ex-
isting ones. For example, when using Wait-K pol-
icy (Ma et al., 2019), we wait for K source tokens
at the beginning, then generate one token at each
step using Equation 3-6.

4 Experiment Setups

4.1 Datasets

We use the following datasets to train the offline
MT model and evaluate different systems.

De-En We use WMT15 as the training set which
contains 4.5M sentence pairs, newstest2013 as the
validation set, and newstest2015 as the test set.

En-Zh/Zh-En We use WMT20 as the training
set which contains around 40M sentence pairs, new-
stest2019 as the validation set, and newstest2020
as the test set.

En-Ja We use WMT23 as the training set which
contains around 29M sentence pairs, newstest2020
as the validation set, and newstest2023 as the test
set.

4.2 System Settings

TAF We default use Llama 2 7B base (Touvron
et al., 2023) as the language model for future pre-
diction. We sample n = 10 future continuations

with top-k sampling using k = 10. The maximum
length of each continuation is l = 10. We sweep
the threshold τ from 0.5 to 1.0 with step size 0.1.
We use Transformer-Big (Vaswani et al., 2017) as
the architecture of our offline machine translation
model for all language directions. The training
details are reported in Appendix A.

Wait-K-Stride-N (Zeng et al., 2021) waits K
words at the beginning and then alternate between
generating N words and reading one more word.
We enumerate K in [3, 6, 9, 12, 15]. N = 1 for
De-En/Zh-En and N = 3 for En-Zh/En-Ja.

Local Agreement N (LA-N ) (Liu et al., 2020a)
generates a hypothesis after reading each word and
outputs the longest common prefix of the last N
hypotheses. We vary the source segment size (the
number of tokens read at each step) from 1 to 5.

RALCP (Wang et al., 2024) outputs a relaxed
longest common prefix (LCP) of the beam search
candidates after reading each word and finishing
the beam search generation. Unlike LCP, where all
candidates agree with the prefix, the relaxed prefix
is the prefix that at least a fraction of candidates
agree with. We vary the fraction from 0.1 to 1.0
with step size 0.1. The beam width is 40 for De-
En/En-Zh and 10 for Zh-En/En-Ja.

Since TAF is compatible with existing policies,
we also evaluate TAF with the above three policies.
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Figure 4: The quality-latency trade-off of TAF with different MT models and LLMs combinations. We also include
the base RALCP (w/o TAF) results as a reference. TAF is universally effective on all combinations with at least 5
BLEU score improvement at a latency of 3 words.

Note that applying TAF on top of RALCP is equiv-
alent to the policy mentioned in Equation 7, and we
make sure the product of the number of candidates
n and the beam width is equal to the beam width
used in RALCP to have fair comparison.

SM2 Additionally, we compare our method with
the state-of-the-art learned adaptive SMT method
SM2 (Yu et al., 2024). SM2 individually optimizes
the decision at each step and uses prefix sampling
to ensure sufficient exploration during training. For
the SM2 baseline, we follow the instructions in its
original paper to obtain models of similar size to
our offline model.

4.3 Evaluation Metrics

We use SimulEval (Ma et al., 2020a) to evaluate
our method and other baselines. We evaluate the
quality of translation by comparing the hypothesis
with the ground-truth translation using BLEU (Pa-
pineni et al., 2002) and COMET (Guerreiro et al.,
2024)1. The latency is evaluated with Length Adap-
tive Average Lagging (LAAL) (Papi et al., 2022).
Note that we treat the word (En, De) or character
(Zh, Ja) as the unit during evaluation instead of the
BPE token, following the practice of recent IWSLT
competitions (Ahmad et al., 2024). The latency

1https://huggingface.co/Unbabel/XCOMET-XXL

calculated with the word or character is more in-
telligible than that computed with the BPE token
and also enables fair comparison of models with
different tokenizations.

5 Results

5.1 Best Translation Quality at an Extremely
Low Latency Across Language Directions

We evaluate whether TAF improves the quality-
latency trade-off over existing policies and compare
it with the state-of-the-art learned model SM2. As
shown in Figure 3, TAF consistently improves Wait-
K-Stride-N , LA-2, and RALCP on all language
directions for at least 6 BLEU scores when the la-
tency is around 2 words. Among them, RALCP
with TAF is showing the best results. It is com-
petitive with SM2 in the De-En direction and out-
performs SM2 in the En-Zh and Zh-En directions
with at most 5 BLEU scores at the latency of 3
words. COMET shows similar results as BLEU.
These results demonstrate that TAF achieves the
state-of-the-art translation quality at an extremely
low latency across different language directions.
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MT Model Size w/o TAF w/ TAF

Transformer-Big 0.2B 72ms 1067ms
MADLAD-400 3B 383ms 1339ms
TowerInstruct 7B 905ms 1506ms

Table 1: The average wall-clock time per step with
and without TAF on different MT backbones. LLM is
fixed to 7B. As the size of the MT backbone increases,
the relative additional overhead introduced by LLM
prediction decreases.

5.2 Generalizable to Existing Pretrained MT
models and LLMs

TAF does not require sophisticated finetuning for
simultaneous translation, making it easily general-
izable to other pre-trained MT models and LLMs.
Here we show that TAF is effective across different
combinations of such models.

For MT models, we choose MADLAD-400-3B-
MT (Kudugunta et al., 2023) and TowerInstruct
7B (Alves et al., 2024), as the former is a typ-
ical encoder-decoder translation model and the
latter is a typical decoder-only translation model.
For language models, we examine MicroLlama-
300M2 and Mistral-7B-v0.3 (Jiang et al., 2023)
to find out whether TAF works for smaller LMs
and other LLMs of similar size. Besides, since
TowerInstruct-7B itself is an LLM, we also include
the result using it for both prediction and transla-
tion. We conduct experiments on WMT20 En-Zh
with RALCP+TAF policy since it performs the best,
as shown previously.

Results are shown in Figure 4. TAF is universally
effective on all combinations of MT models and
LLMs. At a latency of 3 words, TAF improves
more than 5 BLEU scores using Transformer-
Big and MADLAD-400-3B-MT and more than
8 BLEU scores using TowerInstruct-7B. Also, we
observe that using Mistral and Llama2 shows simi-
lar performance. A smaller LLM like MicroLlama
leads to a performance drop of less than 2 BLEU
scores but still 4 BLEU scores better than the base
RALCP policy.

We also demonstrate the perplexity of LLMs
on the source text in Table 3 together with their
latency and quality scores. The effectiveness of
TAF is closely correlated with the LLM perplexity
on the source text.

2https://huggingface.co/keeeeenw/MicroLlama
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Figure 5: The quality-latency trade-off of TAF with
different hyperparameters on WMT15 De-En. The im-
provement from TAF saturates after l ≥ 6, n ≥ 4 and
k ≥ 8, which means we can further reduce the compu-
tation overhead of TAF.

5.3 Computation Cost

TAF introduces additional computation overhead
to conventional SMT. We report the average wall-
clock time of generating a full hypothesis with
RALCP+TAF versus the base RALCP policy on
different combinations of MT models and a 7B
LLM. We run experiments on an A6000 GPU and
an AMD EPYC 9354 32-Core CPU. The results are
shown in Table 1. When using a small MT model
Transformer-Big (0.2B), 7B LLM introduces sig-
nificant computational overhead. As the size of
the MT model gets larger, the relative overhead
reduces.

5.4 Sensitivity to Hyperparameters

We examine how TAF is sensitive to the choice of
hyperparameters. We evaluate on De-En direction
and use RALCP+TAF. We vary the number of to-
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Partial Source: India and France have a strategic partnership, 
initiated in January 1998 during …

Predictions: 
1998, to bolster economic
1998. They have been working
1998. The partnership is
1998, which has seen its
1998. The India-France
1998 and upgraded to a
1998, with the aim of
1998. In the field of
January 1998 and reviewed in
1998, with a continued evolution

Hypothesis w/ TAF: …战略伙伴关系, 这种关系始于1998年
Hypothesis w/o TAF: …战略伙伴关系,

Partial Source:  A source said: "Tristan is good pals 
with Drake …

Predictions: 
pumped about this. 
clearly stressed and exhausted. 
telling his friends that he
a big influence on the show
determined to win Blac back. 
the only thing on her mind
already being supportive of Khloe
furious at Khloe and could threaten 
in complete denial and he does not
very understanding, but he knows

Hypothesis w/ TAF:  ⼀个消息来源说 : “特⾥斯坦是
Hypothesis w/o TAF:⼀个消息来源说

Partial Source: Their study, which will be published in 
Nature Communication

Predictions: 
the peer-reviewed journal Photonics Let
the Jan. 25 edition of the journal
the February issue of Astrophysical,
the April issue of the Archives of
the American Journal of Sociology, on
the prestigious Journal of the American
the January 2008 issue of the
the Journal of Comparative Neurology,
the June issue of Child Development, 
the April issue of the journal Radiology,

Hypothesis w/ TAF:  他们的研究,这将发表在
Hypothesis w/o TAF:他们的研究报告载有2008年10⽉

Figure 6: Cases of three typical patterns where TAF improves the quality-latency trade-off. The greyed-out text
is ground-truth future source text not yet read. The first case demonstrates TAF reduces the latency with correct
predictions. The second case shows TAF reduces the latency with additional context. The last case illustrates
TAF reduces hallucination with additional context.

Partial Source: … disturbance will start in the 
evening of September 27, and culminate

Predictions: 
7 and end in the evening
10th and continue through the
3 and will last for 15 to
22. According to the observations
6 and may end by September 13
15, and continue through the day on
11. They predicted the same
10th, culminating at dawn
8, 2016 and will
11 and will last up to 

Hypothesis w/ TAF: …太阳扰动将在9⽉1
Hypothesis w/o TAF: …太阳扰动将在

Figure 7: Case where TAF introduces additional hallu-
cination due to LLM bias.

kens to predict l, the number of continuations n,
and the k for top-k sampling from [2, 4, 6, 8, 10].
We sweep τ from 0.5 to 0.9 with step size 0.1 for
each configuration. Note that for n = 2 and τ < 1,
there is only one data point since RALCP always
follows the first of n = 2 translations.

Results are shown in Figure 5. As the sampling
length l increases, the quality-latency trade-off im-
proves and saturates after l ≥ 6. This confirms that
more distant source text will have a smaller impact
on the hypothesis generation. As the number of
candidates n increases, the trade-off also gets better
but quickly saturates after n ≥ 4, which means we
can further reduce the computation cost without
sacrificing too much performance. Another obser-
vation is that a larger number of candidates with the
same threshold τ will have a larger latency since
it requires more randomly sampled candidates to
agree with each other. As k increases, we also see
better results, which is consistent with Equation
2 since we want the sampled distribution to be as

close to the oracle distribution as possible.

6 How TAF Impacts the Translation

We manually examine 100 instances in the En-
Zh direction with the Llama2 as the LLM and
MADLAD-400-3B-MT as the MT model. We com-
pare the trajectory between RALCP with and with-
out TAF using τ = 0.6. We find four major patterns
where TAF improves the quality-latency trade-off
or hurts it. We show the frequency of these patterns
in Table 2. If a pattern occurs multiple times in an
instance, we count it once.

Reduce Latency with Correct Prediction (+)
When LLM predicts the correct future words of the
source, the MT model can translate those words
before they appear and reduce the latency. This
happens often for those entity words. Since the
WMT data is from news, LLM can guess the right
entity with high probability given enough context.
We illustrate this with an example in Figure 6. "In-
dia and France have a strategic partnership in 1998"
is already known by LLM, so the MT model can
translate the year of this partnership before it is
read.

Reduce Latency with Additional Context (+)
When LLM prediction is not correct, it still pro-
vides additional context for the policy so that it is
more confident to generate a translation of what
is already read. This is illustrated in the second
example in Figure 6. With LLM prediction, the
MT model is confident in translating "Tristan is"
into Chinese, but without future prediction, the
model stays conservative and needs more input to
continue the translation.
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Pattern Frequency ∆ COMET ∆ LAAL

All 100 Instances 100% +6.78 -0.25

↓ Latency w/ Correct Prediction 44% +10.61 -0.45
↓ Latency w/ Additional Context 53% +5.42 -1.05

↓ Hallucination w/ Additional Context 39% +24.44 +0.29

↑ Hallucination w/ LLM Bias 28% -6.99 -0.31

Table 2: Statistics on the impact of TAF on hypothesis generation across different patterns in 100 manually examined
instances. ∆ represents the difference between the results of RALCP with and without TAF.

Prevent Hallucination with Additional Context
(+) The MT model will often generate halluci-
nated content that does not appear in the source or
generate low-quality translation with insufficient
context. The prediction of LLM provides addi-
tional context to the policy to realize the possible
continuations of the source and stays conservative
if the current context is not enough for generation.
This is illustrated in the last example in Figure 6.
Without future prediction, the MT model gener-
ates hallucination (highlighted in bold) without any
such information from the source. This is probably
caused by bias during MT model training and can
be avoided with extended context from the LLM.

Introduce Additional Hallucination (-) In cer-
tain cases, the bias of LLM also introduces ad-
ditional hallucination during simultaneous trans-
lation. As shown in Figure 7, the LLM predicts
"September 1" when only "September" appears in
the source, but the true date of the event is "Septem-
ber 27". As shown in Table 2, it slightly worsens
translation quality in some cases. However, when
considering both the reduction and the introduction
of hallucinations, TAF ultimately improves overall
translation quality.

7 Better Prediction with Longer Context

In real-world SMT applications, such as multilin-
gual conferences, speeches can last minutes or
hours, allowing models to leverage the full con-
text of prior speech. However, WMT datasets are
pre-segmented into sentences. When evaluating
SMT on isolated sentences, LLMs cannot access
the prior context of the document, making it chal-
lenging to anticipate future content accurately.

For instance, given the partial source "Regular
physical activity can significantly reduce the risk
of", the next phrase could refer to various diseases
related to physical activity. However, if the prior
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Figure 8: The quality-latency trade-off of TAF with and
without longer context on WMT20 and WMT23 En-Zh
test set. Longer context consistently reduces the latency
of TAF by 0.5 to 1 word.

context focuses on heart health, the continuation
will likely be "heart disease".

To better simulate real-world scenarios, we
prepend the current partial source with previous
sentences from the same document, allowing the
LLM to predict based on this extended context. Be-
fore passing these predictions to the MT model, we
remove the past sentences to ensure that translation
remains sentence-level. This setup guarantees that
the LLM’s context is the only variable being tested.

Results are shown in Figure 8. TAF, when using
a longer context, consistently reduces latency by
0.5 to 1 word while maintaining comparable trans-
lation quality on both WMT20 and WMT23 En-Zh.
Since WMT23 test data is less likely to have ap-
peared in Llama2’s training set, the improvement
from TAF may not be solely due to triggering the
LLM’s memory. Instead, the longer context could
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enable the LLM to make more informed predic-
tions about future content.

8 Conclusion

We propose TAF , a novel SMT method that trans-
lates by anticipating future source input. Ex-
periments on four language directions show that
TAF achieves state-of-the-art quality-latency trade-
off and is universally effective on different combi-
nations of pretrained MT models and LLMs. Our
manual analysis reveals how TAF impacts the trans-
lation output. Finally, we show that TAF can be
further improved with a longer context.

Limitations

Apart from the additional computation cost men-
tioned in Section 5.3 and the hallucination caused
by LLM bias in Section 6, we have yet to explore
other choices of the aggregation function. It can
be simply a mean pooling function or a more ad-
vanced function that takes the semantic meaning
into account. Besides, our experiments focus on
X-En and En-X directions. X-X directions are not
covered yet. Also, our experiments are only on text-
to-text translation. The major obstacle to migrating
TAF to speech-to-text translation is that predicting
continuous future audio signals is very hard. A
possible solution could be a cascade speech-to-text
model with TAF applied to the transcribed speech.
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Model Context Perplexity LAAL COMET

MicroLlama-300m Sentence 113.63 2.27 51.93
Llama2-7b Sentence 12.86 2.09 55.37
Mistral-7b Sentence 14.52 2.26 55.54
Llama2-7b Document 5.76 2.36 60.79

Table 3: LLM perplexity correlates well with simultaneous translation performance.

A Training Details of Offline MT

We trained our NMT models (Transformer, 12× 6
layers, dmodel = 1024, dinner = 4096, nheads =
16) with Adam optimizer and inverse square root
annealing (Vaswani et al., 2017) with 7.5K warmup
steps and a maximum learning rate of 10−3. The
models were trained for a maximum of 100K steps
with a dropout of 0.1 on intermediate activations
and label smoothing with α = 0.2. Our De→En
models used joint BPE vocabulary of 16384 tokens
and En↔Zh/Ja used separate vocabularies with the
same number of tokens per language.

B LLM Perplexity on Source Text

To find out the correlation between LLM’s next
token prediction and the final simultaneous trans-
lation performance, we measure the perplexity of
MicroLlama-300m, Llama2-7b and Mistral-7b on
source sentences of WMT20 En-Zh test set. We
also measure the perplexity of Llama2-7b on un-
segmented source documents as in Section 7. The
results are shown in Table 3.
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