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Abstract

The annotation and exploration of large text cor-
pora, both automatic and manual, presents sig-
nificant challenges across multiple disciplines,
including linguistics, digital humanities, biol-
ogy, and legal science. These challenges are
exacerbated by the heterogeneity of process-
ing methods, which complicates corpus visu-
alization, interaction, and integration. To ad-
dress these issues, we introduce the UNIFIED
CORPUS EXPLORER (UCE), a standardized,
dockerized, open-source and dynamic Natu-
ral Language Processing (NLP) application de-
signed for flexible and scalable corpus navi-
gation. Herein, UCE utilizes the UIMA for-
mat for NLP annotations as a standardized in-
put, constructing interfaces and features around
those annotations while dynamically adapting
to the corpora and their extracted annotations.
We evaluate UCE based on a user study and
demonstrate its versatility as a corpus explorer
based on generative AI.

1 Introduction

The automatic processing and manual annotation
of large text corpora poses a general challenge
for various projects in different disciplines such
as linguistics (e.g. Nguyen et al. (2024); Kyle and
Eguchi (2024)) literary science (e.g. Vetulani et al.
(2022); Hou and Ma (2023)), digital humanities
(e.g. Silvano et al. (2023); Jiménez-Badillo et al.
(2020)), biology (e.g. Ayllón-Benítez et al. (2017);
Bartley (2022)), chemistry (e.g. Tchechmedjiev
et al. (2018); Datta et al. (2019)), biodiversity (e.g.
Löffler et al. (2020); Cornwell (2023)) and legal
science (e.g. Nazarenko et al. (2018); Kranzlein
et al. (2024)), to name a few. In addition to a mul-
titude of processing methods and the underlying
representation formats, which are not directly in-
teroperable due to their mutual heterogeneity (Fäth
and Chiarcos, 2022), one more challenge arises:
the flexible search and interactive visualization of

search results extracted from corpora processed by
any of these NLP tools. This challenge can be at-
tributed to high computational demands based on
corpus size, the absence of general-purpose tools
with built-in interaction features, and the need for
standardized formats or pipelines.

We address these challenges by means of UNI-
FIED CORPUS EXPLORER (UCE) (Section 3),
which we developed to facilitate corpus navigation
and exploration (Section 3.2) using generic, UIMA-
based (Ferrucci and Lally, 2004) NLP pipelines. In
this context, the “Unstructured Information Man-
agement Architecture” (UIMA) ensures data inter-
operability through its flexible XML Metadata In-
terchange (XMI) schema-based annotation format.
Additionally, UCE is standardized in the sense of
being dockerized and reusable (Section 3.1), en-
suring broad applicability across various domains
(Section 4). The standardized and systematic
creation of UCE is accomplished by using the
DOCKER UNIFIED UIMA INTERFACE (DUUI
– Leonhardt et al. (2023)), a framework for the
distributed and scalable processing of NLP tasks
(Section 3.3). To evaluate UCE, we conduct a user
study (Section 5) that demonstrates its versatility
in the context of information retrieval based on par-
liamentary debate corpus data. Finally, we release
UCE as an open-source framework1 (AGPL-3.0
license) with a public web demonstration2 and an
online screencast3.

2 Related Work

Visualizing and interrelating textual information
in a functional, appealing, dynamic, and interac-
tive way is a challenge in many disciplines and
projects. A web-based tool for this is REDEN ON-
LINE (Frontini et al., 2016) which, in the context

1https://github.com/texttechnologylab/UCE
2http://eval.uce.texttechnologylab.org/
3https://www.youtube.com/watch?v=f3kB9pNPjsk
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of literary projects, allows the generation and vi-
sualization of similarity relations via a web inter-
face using TEI-based editions. Another TEI-based
approach is to visualize Shakespeare’s plays (Wil-
helm et al., 2013). interHist (Lyding et al., 2014a)
provides explorations of the PAISÀ corpus (Lyding
et al., 2014b) to support linguistic projects. The cor-
pus can be searched and results can be visualized
as charts. A non-browser-based application focus-
ing on visualizing relations within social groups
is provided by Bista et al. (2014), who explore
emotions to informationally enrich visualizations.
Another approach using NLP methods that is sim-
ilar to UCE, but does not include chatbots is the
DVW project (Hunziker et al., 2019). It uses Me-
diaWikis to represent the information explored by
NLP, to integrate the associated annotations, and
to visualize statistics using e.g. maps. Since the
underlying preprocessing software has been further
developed, this project is no longer usable without
adaptations. Another web-based tool is AnnoPlot
(Fittschen et al., 2024); it allows users to upload an-
notated data, analyze it, and generate scatter plots,
clusterings, and text statistics. This includes em-
beddings that are reduced by a dimensionality re-
duction algorithm and used for visualization. With
a focus on preprocessing based on NLTK (Bird
et al., 2009), WebNLP (Burghardt et al., 2014) of-
fers various visualizations (e.g. word clouds) using
Voyant (Sinclair and Rockwell, 2016). As an exam-
ple of LLM-enhanced annotation, there is ITAKE
(Song et al., 2024), which uses generative AI to
speed up the process of annotating and extracting
data from single texts (rather than retrieving infor-
mation from many texts).

These projects show that the functionalities of
comprehensive corpus visualization and explo-
ration (e.g., dynamic visualization of unstructured
data, integration of ontological information, and
semantic search based on LLM-enhanced chatbots)
are not yet sufficiently available. To fill this gap,
we present UCE, whose usage scenario can be out-
lined as follows: a scientist in a specific domain
(e.g. chemistry or biology) has the task of gaining
a detailed understanding of the content of a large
number of texts. To do this, they must be able to
skim the texts very quickly on an abstract visual
level, as well as to find the smallest semantic units
(e.g. at the level of semantic roles or individual
arguments). This combination of general corpus-
related and detailed text-related information is done
by UCE, with the help of LLM-based chatbots.

3 UNIFIED CORPUS EXPLORER

We introduce a novel solution for making UIMA-
annotated (Ferrucci and Lally, 2004) corpora tan-
gible through our UNIFIED CORPUS EXPLORER

(UCE). UCE is a generic interface that, given any
corpus and its extracted UIMA-based annotations,
makes the underlying data accessible through var-
ious features, including semantic search and visu-
alization, while integrating various UIMA-based
annotations. UCE imports the necessary files, cre-
ates a multi-microservice environment, and adapts
to the needs of the corpus and its annotations. Con-
figuration files can be used to customize UCE in
terms of appearance (including color schemes and
corporate identity), selection of active features, and
integration of annotations. It also allows the incor-
poration of multiple corpora into the same instance.

3.1 Microservices
UCE consists of several dockerized microservices
as described below and by Figure 1:

A Corpus-Importer
UCE is based on Corpus-Importer, a Java applica-
tion that reads UIMA annotated documents from
a specified path, along with a corpus configuration
JSON file. The importer extracts the raw data and
the configured annotations and applies its own post-
processing to set up the environment, including
text segmentation, database indexing, keyword
extraction, and the creation of various embedding
spaces, before finally storing each processed docu-
ment in a PostgreSQL database (B).

B Relational Database
We chose a relational PostgreSQL database as our
primary database because UCE requires a struc-
tured and standardized database schema that can
be extended as needed. Its compatibility with the
pgvector extension (Kane, 2021) allows efficient
vector operations directly in the database engine.
This allows us to store high-dimensional vector em-
beddings in relational data tables while providing
fast vector operations and searches.

C Graph Database
In addition to a relational database (B), we
use an Apache Jena (Carroll et al., 2004)
SPARQL database to incorporate basic semantic
searches in the Resource Description Framework
(RDF) (Miller, 1998) and Web Ontology Language
(OWL) (Antoniou and van Harmelen, 2004) data
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Figure 1: Architectural design of UCE’s microservice
infrastructure: from top to bottom, the Corpus-Importer
A reads the UIMA-annotated files of the corpus to be ex-
plored along with its configuration and utilizes the graph
database C to enrich any annotated taxonomies. It then
creates high-dimensional embedding spaces on multiple
levels through service D, which are later, among others,
also utilized by the encapsulated Retrieval-Augmented
Generation pipeline (RAGBot) as outlined in Listing
3. The fully processed document is then stored in the
PostgreSQL database B. The Web Portal E provides
user access to the data through a range of features, each
of which, indicated by wire connections, leverages dif-
ferent microservices. The wires are colored to indi-
cate their association with the microservice of the same
color. Accordingly, the EMBEDDING SEARCH utilizes
services B, C, and D, whereas the DOCUMENT READER
only utilizes service B. Each feature uses a distinct set
of annotations, represented by shorthand symbols listed
in the legend.

format. This integration enables the incorporation
of domain-specific ontologies (e.g., biological tax-
onomy) into the UCE environment, further enrich-
ing its search layers, as shown in Figure 1.

D Python Webserver
Within UCE, we use a Python web service to
provide an interface to machine learning and AI
models, as these are primarily accessible through
Python. In this context, the web server facilitates
access to the generation of embedding vectors,
dimensionality reduction methods such as t-SNE
(van der Maaten and Hinton, 2008) and PCA (Wold
et al., 1987), and the inference of large language
models. The web server is accessible via a REST
API and is used by the services (A) and (E).

E UCE Web Portal
The user interacts with UCE and all of its features
through a web portal implemented in Java. This ser-
vice communicates with all other services except
(A). It provides a variety of search and visualiza-
tion methods and different ways to interact with
the underlying information units (see Section 3.2).

3.2 Features

In this section, we outline the various features
showcased in Figure 1, that are built on top of
the previously outlined microservices.

1. The DOCUMENT READER (Figure 3) enables
users to view every document imported into UCE,
with all annotations highlighted within the text and
interactive features for further exploration. Using
keyword extraction such as RAKE (Rose et al.,
2010) and YAKE (Campos et al., 2018), each page
is tagged by its keywords. The Document Reader
also supports OCR-extracted texts and properties,
including the reconstitution of paragraphs, indenta-
tions, headers, lines, and blocks.

2. UCE offers a variety of different search layers,
besides traditional full-text searches. The NAMED-
ENTITY (NE) SEARCH leverages the extracted NE
annotations from the text to create its own dedi-
cated search space. Instead of searching through
the full text of each document, it concatenates the
NE units into a single text. Using GIN indexing,
character tri-grams are generated from it, and the
given search term is applied using regular expres-
sions to this newly created search space.
The EMBEDDING SEARCH facilitates searching
within spaces based on high-dimensional vector
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Figure 2: UCE’s full-text search using the search term “Afghanistan”. Left: a keyword-in-context view is shown,
highlighting the occurrences of the search hits in each document. Middle: found documents are listed alongside an-
notations, including the number of “#”-keywords in the document generated through keyword extraction. Displayed
are the counts of locations, people, organizations, and miscellaneous entities (NER), along with taxonomies and
time. Right side: the user interacted with UCE’s custom chatbot, which suggested additional documents.

Figure 3: Showcasing an excerpt of the DOCUMENT READER: On the left, the formatted and annotated text is
displayed to the user, while the right side provides optional settings and links to the original document—such as, in
this case, a link to the original PDF file from which this text was OCR-extracted.

representations of the text at both the paragraph
and document level. Upon import, each docu-
ment is segmented into fixed-length chunks. For
each chunk, an embedding is generated using a
SentenceTransformer (Reimers and Gurevych,
2019, 2020) from the MixedBread (Lee et al.,
2024) transformer family. However, owing to the
open-source microservice architecture, the specific
model can be dynamically interchanged. Upon user
input, the search query is embedded using service
D, which initiates a similarity search in service
B and ultimately outputs the contextually closest
text to the user. This search is particularly applica-
ble to users that are unsure of a specific keyword
and may only partially (or even incorrectly) recall

a segment. Finally, UCE utilizes Semantic Role
Labeling (SRL) (Gildea and Jurafsky, 2002) anno-
tations. By doing so, the SEMANTIC ROLE (SR)
SEARCH enables users to specifically model their
search queries in response to the question “Who
did what to whom, and where?”.

3. In addition to various search layers, UCE pro-
vides access to the underlying corpora through its
chatbot. For this, pre-trained LLMs have been
fine-tuned for instruction-following tasks to sup-
port contextual, multi-turn question-answer interac-
tions with users (Taori et al., 2023; Iyer et al., 2023;
Team et al., 2024). While these models are capable
of handling dialogues, their knowledge is inher-
ently limited by their training data (Cheng et al.,
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2024). In an environment like UCE, where the un-
derlying information units are both unknown and
dynamic, we opted for an approach that combines
the instruction-following behavior of LLMs with
mechanisms to fetch additional, domain-specific
context at runtime, utilizing Retrieval-Augmented
Generation (RAG) techniques (Gao et al., 2024;
Lewis et al., 2021). A known challenge in RAG
is retrieving accurate context for queries that lack
relevant information to search for (Anantha et al.,
2023). Specifically, a user might reference a pre-
vious dialogue turn (“You’ve said earlier that...”),
request clarification on earlier context (“What does
that mean?”), or provide a query lacking any ap-
propriate contextual information (“Can you print
out the book in PDF format?”). In such cases,
retrieving context from within the corpus is un-
necessary and may lead to confusion for the LLM
when prompted, while also hindering natural multi-
turn conversations. To address this, we employ
our Chat Context Classification (CCC)-BERT, a
BERT model enhanced with a classification head
(composed of a feedforward layer) that has been
fine-tuned to determine whether a user query re-
quires additional context (refere to Figure 7 in the
appendix for a more detailed outline of this). CCC-
BERT was fine-tuned on 35 000 synthetic multi-
turn chats generated with OpenAI’s GPT-3.5 Turbo,
following the principle of model alignment through
self-instruction as proposed by Wang et al. (2023).
This enables us to manage the prompting more ef-
fectively, as we can either inject additional context
or instruct the LLM to consider prior context and
dialogue turns explicitly within the prompt. The re-
sulting chatbot has access to all documents and can
answer questions about them, follow instructions
(e.g., summarize), and suggest relevant documents
and their snippets to the user.

4. UCE provides several visualization features, in-
cluding 3D-TAXONOMY-VIZ, which visualizes
a document’s annotated geographic entities (Fig-
ure 4). It instantiates a traversable 3D globe on
which geographic entities are projected according
to their latitude and longitude properties, with com-
mon occurrences visually represented as stacked
columns. Each entity is searchable and interactive,
allowing users to zoom, rotate, or click on them to
get more information about their occurrences and
cross-reference links.

UCE’s data is generated in a standardized
DUUI (Leonhardt et al., 2023) process that can

Figure 4: 3D-TAXONOMY VIZ on biodiversity tax-
onomies, annotated by their GBIF occurrences and pro-
jected onto a 3D world representation using three.js
(Danchilla, 2012) and globe.gl (Asturiano, 2019).

handle large corpora (see Section 3.3). Any UIMA-
annotated corpus, regardless of its source, can be
imported into UCE. Table 1 (Appendix) shows a
list of all annotations currently supported by UCE.

3.3 DUUI Pipeline

To use UCE, the generation, annotation, and aggre-
gation of the required data should be done in a stan-
dardized and automated way that allows even large
corpora (e.g. Abrami et al. (2024)) to be processed
efficiently. To this end, UCE uses DUUI (Leon-
hardt et al., 2023), a software framework for dis-
tributed processing of heterogeneous UIMA-based
NLP tools, based on horizontal (multiple nodes)
and vertical (multiple instances) scaling. DUUI is
preferred because a) it currently provides the best
performance compared to existing alternatives, b)
it is based on UIMA as its annotation format, and
c) it can be easily extended with custom modules
based on microservices (Abrami and Mehler, 2024).
Using DUUI involves defining a pipeline by select-
ing the desired annotations to be applied. Then,
the required documents (pre-processed or not) are
processed by the pipeline, ensuring high scalabil-
ity within a cluster (Abrami et al., 2025). Each
document is annotated by individual annotation
steps defined as DUUI components. Each pipeline
ends with different evaluator or writer routines that
serialize the preprocessing results.
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4 Use Cases

Research on Biodiversity

The loss of biodiversity is a central research topic
in the geosciences and the life sciences (Hall-
mann et al., 2017). Data on the spatial distribu-
tion of species, their interactions and adaptation to
changes are essential to identify environmental pro-
cesses. Older literature provides a largely unused
dataset for this purpose, which allows us to look far
back into the past. To exploit this source, search
portals have been developed (Pachzelt et al., 2021)
that use OCR and NLP (Lücking et al., 2021) to ex-
tract biodiversity data from this literature. However,
these portals are neither standardized nor designed
for cross-domain applicability. This is where UCE
can make a contribution, as it can process OCR-
extracted data and be tailored to the specifics of
the underlying corpora. Using RAG, it can help
discover unknown processes and relationships be-
tween entities and identify trends. As UCE users
indicate a need to uncover the underlying NLP
annotations to get an overview of what has been
annotated, the addition of wiki-related functional-
ity as provided by Wikidition (Mehler et al., 2016)
is required. That is, users should be able to switch
from corpus searches to wiki pages that summarize
all the information UCE has about the respective
item (species, interaction type, location, time, etc.).

Political Science

Parliamentary documents (minutes, votes, legisla-
tive initiatives, etc.) generate a huge amount of
information that is contextualized by background
information, such as social, economic, geopoliti-
cal and cultural events (Abrami et al., 2022). Al-
though there is much work on providing annotated
parliamentary corpora (Abrami et al., 2024) and
applications for analyzing and searching plenary
documents (Bönisch et al., 2023), UCE can con-
tribute by making searchable additional informa-
tion sources. UCE allows each parliament’s docu-
ments to be addressed individually, in alternative
combinations, all at once, or in the context of addi-
tional corpora (e.g., newspapers). This allows for
a deeper look at political issues and events, with a
broad geographic filter to make participation easier.

Educational Sciences

Critical online learning is a process in which stu-
dents explore multiple documents by searching the
Web for relevant information, evaluating it, and

reflecting on their responses based on that evalu-
ation (Zlatkin-Troitschanskaia et al., 2021). This
process can be studied by looking at which seg-
ments of documents students actually look at, at
what times, in what order, with what intensity, and
with what intermediate results (e.g., in the form of
notes). This provides two research perspectives:
an in-depth analysis of the behavior of individual
students and a broad analysis of the behavior of
groups of them. UCE provides opportunities to
support both of these perspectives: it makes all doc-
uments retrievable, allowing researchers to search
for consulted texts that manifest certain linguistic
patterns (e.g., semantic roles, certain lexical items)
or metadata (e.g., authorship, genre). This allows
textual data to be retrieved in collections that would
otherwise be difficult to identify. Of interest, e.g.,
are AI chatbot texts that are made accessible by
subjecting all consulted documents to an NLP test
(Verma et al., 2024) to check whether they are arti-
ficial. This annotation can then be used as a search
criterion to identify such texts used by students.

New Data Spaces in the Social Sciences

So far, we considered three application scenarios
based on text corpora. It is not only in the so-
cial sciences that we need to analyze multimedia
content, e.g. from online social networks (OSN),
microblogging platforms or video platforms. Espe-
cially in the context of surveys, it is increasingly
common for people to be reluctant to participate
or to give socially desirable answers. Therefore,
we need alternative data sources that can be used
to study people’s attitudes, such as the data traces
they leave in OSNs. UCE also offers development
opportunities in this respect, namely by extending
its corpus concept to relational, non-primary tex-
tual data, but also to video and image data, so that
images, videos and behavioral data can be searched
and queried with RAG in addition to text.

5 Evaluation

For evaluating UCE, the use case from the area
of parliamentary debates was chosen by select-
ing a sample from GERPARCOR (Abrami et al.,
2024), the largest collection of transcripts of Ger-
man plenary debates annotated with spaCy and sen-
timents. In order to perform evaluations in UCE
for the following scenarios, the existing annota-
tions were extended by Semantic Role Labeling
using a DUUI-Component based on (Konca et al.,
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Figure 5: Boxplot of the UMUX questions (Finstad,
2010). The y-axis represents a 7-step Likert scale, where
1 corresponds to “Absolutely disagree” and 7 corre-
sponds to “Absolutely agree”. A and B denote the split
evaluator groups. The questions on the x-axis are to be
read from left to right: 1: “The functionality of UCE
meets the requirements of the task at hand.”, 2: “Using
UCE is a frustrating experience.”, 3: “UCE is easy to
use.”, 4: “I had to spend too much time correcting is-
sues in UCE.” 5: “The loading times were short.”

2024). The evaluation aims to assess the usability
and user experience of the system and its effec-
tiveness for research within the corpus. We subse-
quently formulated the following research question
for the evaluators using UCE: “What topics were
discussed, decisions made, and resolutions passed
in the German Parliament concerning Afghanistan
during the 18th and 19th legislative period? Specif-
ically, what votes were held, and what were the
outcomes?” Evaluators had 30 minutes to conduct
their research and document findings in the ques-
tionnaire. We conducted A/B tests, dividing partic-
ipants into two groups, each using different UCE
features. Group A accessed the SR-SEARCH and
NE-SEARCH, while Group B used the EMBED-
DING SEARCH and the CHATBOT. Both groups
could use the full-text search and the DOCUMENT

READER for document review. After document-
ing findings, evaluators answered Usability Metric
for User Experience (UMUX) questions (Finstad,
2010), with results shown in Figure 5. Participants
also provided feedback on desired features, feature
usage, and their likelihood of using UCE again.
The evaluation was conducted with 15 evaluators.

5.1 Results

The results show that most evaluators found UCE
acceptable for the task, calling it easy to use with
tolerable load times and no major errors (Figure 5).
However, a significant number reported frustration,

mainly due to insufficient explanations of tools like
SR-SEARCH, NE-SEARCH, and EMBEDDING-
SEARCH, leading to low usage of these features
(see also Figure 6 in the appendix). Evaluators un-
familiar with NLP tools felt overwhelmed and often
reverted to full-text search, reducing their overall
experience quality. Additionally, many evaluators
requested more concise information representation.
In the specific case of German Parliament min-
utes, visualizing elements such as comments, polls,
speeches, and agenda items emerged as a primary
expectation. The information presented, especially
in the DOCUMENT READER, was often seen as
overwhelming. Conversely, the CHATBOT was
well-received for its clarity, ease of use without
prior explanation, and helpfulness in providing rel-
evant information, making it the most positively
rated feature. In general, group B gave more fa-
vorable feedback, likely due to more user-friendly
tools like the CHATBOT and EMBEDDING SEARCH.
Finally, 86% of the evaluators indicated that they
would use UCE again for the given task.

6 Conclusion

We introduced the UNIFIED CORPUS EXPLORER

(UCE), a generic NLP system for exploring UIMA-
annotated corpora. UCE unifies the heterogeneous
NLP landscape by providing a standardized frame-
work that facilitates the collection, annotation, ex-
traction, and visualization of large corpora in a
customizable pipeline. Its microservices-based ar-
chitecture, implemented in Docker containers, inte-
grates multiple technologies and supports a wide
range of annotations. This makes UCE adaptable
to various domains and research areas. Our eval-
uation shows that UCE provides a platform for
addressing research questions using large corpora,
but also identifies areas for improvement. Future
work includes improved filtering and reading ca-
pabilities, and better alignment of document struc-
tures with corpus specifics. Scalability for large
datasets requires stress testing of UCE, while sys-
tematic evaluations of its tools (e.g. CCC-BERT)
are needed to assess the impact of UCE on research
projects. As its CHATBOT has proven to be a re-
liable tool, generative AI offers opportunities to
improve UCE. From a DH perspective, integrating
Wikidition technologies is also a future prospect.
Finally, explanatory and onboarding materials are
needed to address usability issues identified in the
evaluation.
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Annotation Description Model
SENTENCE Divides the documents into their respective sentences. spaCy

(Honnibal et al.,
2015)NAMED-ENTITY

Extracts named entities from a document, categorizing them into four types:
organization (ORG), person (PER), location (LOC), and miscellaneous
(MISC) (Grishman and Sundheim, 1996).

LEMMA
Lemmatization reduces inflected words to their root form. Within UCE,
searches are enhanced by considering these root forms.

SEMANTIC ROLE
LABELS (SRL)

SRL identifies semantic relations between the lexical constituents of a sen-
tence (Jurafsky and Martin, 2024), assigning labels to words or phrases that
indicate their semantic roles, such as agent, goal, or result.

TreeCRF
(Zhang et al., 2022)

TIME
Extracts temporal expressions, including time and date formats, from a docu-
ment, analogous to Named-Entity Recognition tasks.

HeidelTime
(Strötgen and Gertz,

2015)

TAXON
The recognition of unambiguous names of biological entities is referred to as
a taxon.

TaxoNERD (Le Guil-
larme and Thuiller,

2022)

WIKILINKS
Maps potential words and phrases to their corresponding Wikidata URLs,
facilitating the retrieval and access of additional information.

(Mehler et al.,
2020)

OCR

Since much of the literature has yet to be digitized, UCE provides support
for corpora containing documents that have undergone Optical Character
Recognition (OCR) extraction. These annotations assist in reconstructing the
physical layout of the pages within UCE.

(Lücking et al.,
2021)

Table 1: The corpus exploration capabilities within UCE not only allow for interaction with the corpus in its raw form
but primarily leverage various annotations extracted through the DUUI pipeline to enhance its extensive features.
This table enumerates all annotations currently supported within UCE, accompanied by a concise description and
a list of models employed to achieve each task. These models are designed to be dynamic and flexible, as UCE
is agnostic to the specific methodologies employed in the generation of annotations within DUUI, owing to the
standardized UIMA format.

Figure 6: A radar chart visualizing the usage of differ-
ent features within the evaluation. The six circular bars
represent the total accumulated usage of these features,
while the individual colored lines depict a comprehen-
sive timeline, illustrating the flow of actions during a
single evaluation run within UCE. It can be observed
that, among the various searches, the full-text search
was utilized the most (primarily because both evalua-
tion groups had access to it), followed by the CHAT-
BOT. Conversely, the NE-SEARCH and EMBEDDING-
SEARCH experienced the least usage.
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Figure 7: Outlining the workflow of UCE’s RAG
pipeline from top to bottom: the user inputs a ques-
tion concerning the underlying corpus. Within the RAG
pipeline, we first consult our custom-trained CCC-BERT
(see Feature 3) model to determine whether additional
context is needed. If so, we fetch relevant context
by searching through the high-dimensional embedding
space of the corpus in service B for contextually similar
text passages and documents. Finally, we prompt an
instruction-following LLM, utilizing either the OpenAI
API or huggingface models, as specified in the corpus
configuration file, to generate the chatbot’s response.
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