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Abstract

Suggested questions (SQs) provide an effec-
tive initial interface for users to engage with
their documents in AI-powered reading appli-
cations. In practical reading sessions, users
have diverse backgrounds and reading goals,
yet current SQ features typically ignore such
user information, resulting in homogeneous or
ineffective questions. We introduce a pipeline
that generates personalized SQs by incorpo-
rating reader profiles (professions and reading
goals) and demonstrate its utility in two ways:
1) as an improved SQ generation pipeline that
produces higher quality and more diverse ques-
tions compared to current baselines, and 2) as
a data generator to fine-tune extremely small
models that perform competitively with much
larger models on SQ generation. Our approach
can not only serve as a drop-in replacement in
current SQ systems to immediately improve
their performance but also help develop on-
device SQ models that can run locally to deliver
fast and private SQ experience.

1 Introduction

Large language models (LLMs) have shown strong
promise as document assistants to help users bet-
ter read and understand their content in the form
of AI-powered reading software and applications
such as ChatPDF,1 NotebookLM,2 and Acrobat’s
AI Assistant.3 One of the core features of these
AI-powered reading applications is automatically
generating suggested questions (SQs) (Wang et al.,
2019; Huang et al., 2023). These questions are
among the first features that users see when they
first upload a document and have the potential to
help improve user engagement (Cox et al., 2019;
Santhosh et al., 2024), and guide the user to more
effectively navigate documents (Chen et al., 2023),

∗Work done during an internship at Adobe.
1www.chatpdf.com
2notebooklm.google.com
3www.adobe.com/acrobat/generative-ai-pdf

ultimately leading to improved productivity. These
automatically generated SQs could also relieve
users from manually typing questions they want to
ask, resulting in a more effortless interaction (Sar-
war and Eika, 2020).

Typically, users with different backgrounds
and interests may possess distinct goals and
information-seeking needs, even when reading the
same document. Ideally, for different users, the
AI-powered reading applications would tailor the
generated SQs to their backgrounds and needs. Un-
fortunately, the current SQ feature across read-
ing applications relies mostly on the document
as the anchor for generating document-relevant
SQs but largely ignores information about users
themselves. One challenge lies in the difficulty
of obtaining such user profile information during
reading, likely because of privacy considerations
and because user activities, from which we can
draw inferences about the user, are difficult to track
and record, especially when the document is in the
form of a PDF. As a result, without user informa-
tion, the generated SQs may appear homogeneous,
repetitive, and ineffective. These observations and
challenges motivate our work: how to personalize
the generated SQs to tailor to the backgrounds and
reading goals of different individuals, especially
with the absence of user profile information?

1.1 Contributions

We situate our work in the context of reading in
professional work environments and investigate
persona-based SQ generation by synthetically in-
jecting user profile information, in the form of their
profession and reading goals, into the SQ gener-
ation process. We propose a simple framework,
Persona-SQ for such a synthetic persona-based
SQ generation system, where an LLM first gen-
erates a few user profiles and then generates SQs
for each user profile. Each generation stage has
a scoring process to retain only high-quality and
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Figure 1: An illustration of Persona-SQ, our personalized suggested question generation pipeline.

relevant generated profiles and questions.
We validate our approach by generating SQs

from three sets of public documents drawn from
diverse domains including finance, legal, and
academia. Various metrics, including human eval-
uations and our newly designed diversity met-
rics, show that our Persona-SQ system instantiated
using GPT4o (OpenAI, 2024), consistently pro-
duces more diverse and higher quality SQs than
the GPT4o baseline that generates SQs without us-
ing persona information. This encouraging result
implies that our method has the potential to be a
simple drop-in upgrade to improve existing SQ gen-
erators when they are implemented using powerful
LLMs through API calls.

We further showcase the utility of Persona-SQ
by instantiating it with an open-source model
(Llama-3.1-70B (Dubey et al., 2024)). We utilize
it to curate a large synthetic SQ dataset with 100k
questions from thousands of diverse, real-world
documents which we then use to fine-tune very tiny
models of only 360 million parameters for the task
of SQ generation. On both automatic and human
evaluations, we demonstrate that models fine-tuned
using the Persona-SQ dataset outperform models
fine-tuned on an SQ dataset without persona and
on public question datasets by a large margin, and
are a strong contender to their much larger counter-
parts such as GPT4o. These small models have the
potential to be deployed on the user’s end device,
delivering a fast and private SQ experience when
reading documents without API calls and without
the document leaving the user’s device.

2 Persona-SQ Framework

We now introduce Persona-SQ, our approach to
generate personalized SQs, which is illustrated in
Figure 1. Persona-SQ consists of five steps: docu-
ment collection, persona generation, question for-
mulation, and robust quality control mechanisms
for filtering suboptimal personas and questions. We

show how to use our pipeline in Appendix B.

Step 1: Collect Documents. We compile sets of
open-source documents from public websites and
datasets. For a given domain d, we denote the cor-
responding document set as Dd = {D1, ..., DU},
where U is the total number of documents.

Step 2: Generate Professions and Goals. For
each document Di within domain d, we employ an
LLM to generate relevant professional roles p and
their corresponding sets of five objectives g1, ..., g5.
These objectives represent the potential goals that
professionals might aim to achieve through their
inquiries. For instance, in the financial domain, the
generated personas include “investors” seeking to
“evaluate the company’s operational performance
and profitability,” and “regulators” aiming to “as-
sess potential future corporate risks.” This process
results in a comprehensive pool of profession-goal
pairs for each domain. The specific prompt tem-
plate used for generating these professions and their
associated goals is detailed in Table 11.

Step 3: Quality Control for Professions and
Goals. We implement two distinct strategies to
ensure the quality of generated personas. First,
we normalize the profession pool by utilizing the
LLM to consolidate overlapping personas gener-
ated from different documents within the same do-
main. For instance, variations such as “accountants”
and “financial accountants” are unified under the
single persona “accountant”. The specific prompt
for this consolidation process is presented in Table
11. Subsequently, we aggregate the goals associ-
ated with each normalized profession. For each do-
main d, we establish a dictionary of persona-goals
pairs, denoted as Hd = {p1 : [g11, ..., g

1
n], ..., p

m :
[gm1 , ..., gmn ]}, where m represents the total num-
ber of personas in domain d, and n denotes the
number of goals per domain. For simplification,
we ignore the subscript d for personas and goals.
Second, we implement a quality assessment mech-
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(a) lawyers (b) patent attorneys (c) finance managers

Figure 2: Examples of the persona coverage ratio (legal). The higher scores of SQs generated with persona compared
to those generated without persona indicate the personalized SQs are more aligned to the intended personas.

anism for the generated goals associated with each
persona. We evaluate each goal on a scale from 1
to 5, based on its relevance to the corresponding
persona. Higher scores indicate a greater likeli-
hood that the persona would pursue that goal when
reading the document. Goals scoring below 4 are
eliminated from the pool. The detailed scoring
criteria and associated prompts are documented
in Table 12. Following this filtration process, we
randomly select five goals from the refined goal
pool for each persona-document pair to facilitate
personalized question generation.

Step 4: Generate Personalized Questions. For
each document, we generate various personalized
questions q according to the persona and goals. We
can formulate the process as the following equation:
{qi1, ..., qiti} = LLM(Pgen, p

i, [g11, ..., g
1
5]), where

ti is the number of generated personalized ques-
tions giving persona pi. The prompt for generation
Pgen is shown in Table 11.

Step 5: Quality Control for Personalized Ques-
tions. We implement three quality control mecha-
nisms to ensure the validity of generated questions:

• Question Length Assessment: We establish
length constraints by filtering out questions
containing fewer than 5 tokens or exceeding
100 tokens to maintain optimal question com-
plexity and clarity.

• Quality Evaluation: We employ an LLM-
based multi-dimensional scoring system
(scale 1-5) based on two critical criteria: (1)
relevance between SQs and the given persona
with goals, and (2) relevance between SQs
and the given document. The generated SQs
whose scores are below 4 are excluded. The
detailed evaluation criteria and scoring prompt
are presented in Table 13.

• Answerability Verification: We evaluate the
answerability of each question using LLM-
based assessment. For questions deemed
answerable, we generate both the answer
and corresponding reference content from the
source document. Unanswerable SQs are
excluded. The verification prompt is docu-
mented in Table 14.

We note that the above description of Persona-
SQ is more suitable for generating a collection of
SQs from a collection of documents. This process
1) ensures that we obtain enough generated SQs
and normalized personas for corpus-level analy-
ses (see Section 3) and 2) simplifies the process
of synthesizing training data for fine-tuning mod-
els for SQ generation (see Section 4). However,
we emphasize that it is straightforward to apply
Persona-SQ for a single document, which provides
personalized SQs in a single reading session; the
only difference is that step 1 is no longer needed
because the document would be provided by the
user from which personas, goals, and personalized
SQs will be generated. We also note that the sys-
tem is extensible; it can be further enriched and
expanded to include not only persona information
but other types of information to guide and im-
prove the resulting SQs for use cases in addition to
personalization.

3 Demonstration 1: Persona-SQ improves
LLM-based SQ generation

In this section, we demonstrate the efficacy of
Persona-SQ when it is instantiated with the state-of-
the-art LLM. We show that Persona-SQ improves
SQ generation compared to the regular SQ gener-
ation pipeline without persona information. We
perform automatic evaluation on a large set of doc-
uments and generate SQs in Section 3.1 and human
evaluation on a small set of documents in Section
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Table 1: The corpus-level cosine similarity scores ↓.

Method Legal Finance Academia

Baseline 95.8 96.5 91.7
Persona-SQ 84.4 89.9 83.2

3.2. Demo is built with Gradio (Appendix A).

3.1 Automatic evaluation

The automatic evaluation seeks to demonstrate
that personalized SQs are distinctly differentiated
across varying objectives, and appropriately tai-
lored to each persona. We introduce five novel
evaluation criteria, including question semantic di-
versity, question persona alignment, and question
quality, which are introduced in this section; along
with persona distribution and persona alignment
distribution skewness, which will be introduced in
Appendix C.2 and C.4 separately.

Dataset We first randomly collect a total of 250
documents from three domains, including finance,
legal, and academia. We apply GPT4o-based
Persona-SQ to generate persona-specific SQs, and
generic SQs without giving persona information
which are used as baselines. Table 9 displays the
statistics on the source documents and the gener-
ated personas and SQs.

Question Semantic Diversity We assess whether
our persona-based approach generates truly dis-
tinct questions for different personas by mea-
suring the cosine similarity between questions
generated for the same document. Using the
gte-Qwen2-1.5B-instruct embedding model
(Li et al., 2023), we compute pairwise similarities
between questions generated for different personas
and average them to obtain document-level and
dataset-level diversity scores. Appendix C.1 pro-
vides further details on the implementation of this
metric. Table 1 shows that, on the corpus level,
Persona-SQ generates more diverse questions com-
pared to the baseline without personas across do-
mains, demonstrating that incorporating personas
leads to more differentiated questions targeting
different user interests. Additional visualizations
in Appendix D.1 illustrate this increased diversity
through similarity heatmaps on a document level.

Question Persona Alignment We assess
whether questions generated by Persona-SQ appro-
priately reflect their intended personas through a
novel “reverse ranking method” where an LLM

Table 2: The corpus-level coverage ratio scores ↑.

Top K Persona Legal Finance Academia

Top 1
Baseline 9.6 9.2 20.8

Persona-SQ 35.1 32.2 31.9

Top 2
Baseline 21.6 20.6 34.3

Persona-SQ 55.9 50.4 50.7

Top 3
Baseline 30.6 27.9 43.7

Persona-SQ 67.7 61.4 61.2

ranks personas based on their relevance to each
generated question. The details of the “reverse
ranking method” is shown in Appendix C.2. Using
this ranking method, we compute a coverage ratio
that measures how well questions align with their
intended personas. For each question generated
using persona pi, we calculate the proportion of
times pi appears as the most relevant persona in
the LLM’s ranking. Higher ratios indicate better
alignment between generated questions and their
target personas. More details are available in
Appendix C.3. We report the average coverage
of all personas in Table 2. It is illustrated that
questions generated by Persona-SQ achieve
significantly higher coverage ratios compared to
the baseline without personas, demonstrating that
our approach generates questions that better reflect
their intended personas. The coverage ratios of
three persons in the legal domain are shown in
Figure 2 as examples.

Question quality We use GPT4o as a
judge (Zheng et al., 2023) to evaluate a small
sample of questions from both Persona-SQ and
baselines. The metrics include relevance, read-
ability, importance, and answerability, following
the suggestions of recent work (Oh et al., 2023;
Fu et al., 2024) and our own observations that
traditional question generation metrics such as
ROUGE (Lin, 2004) are inappropriate to capture
the nuances in a question and it is better to resort
to human evaluation (see next paragraph) and
LLM-based evaluations. Using GPT4o as evaluator
(sample prompts are in Appendix E), we show in
Table 4 that Persona-SQ significantly improves
question importance while mostly maintaining the
performance of other metrics.

3.2 Human evaluation

We also conduct a preliminary user study in a more
realistic scenario where a user uploads a document
and observes a set of SQs. We conduct an A/B
style test where the user sees a total of six ques-
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Table 3: Users rank SQs generated by Persona-SQ sys-
tem more favorably than SQs generated baseline system.

Method Avg. Rank ↓ Win Ratio ↑ MRR ↑
Baseline 4.12 24.2% 0.313
Persona-SQ 2.88 75.8% 0.504

tions, three generated by Persona-SQ and the rest
by the baseline, along with a document. The user’s
task is to rank all six questions in terms of their
preferences in decreasing order, i.e., SQ ranked 1
is the most preferred SQ, without knowing which
question is generated by which process. We use a
subset of 14 documents and recruit 400 users for
this study. We then compute the mean and median
rankings of questions from both Persona-SQ and
baseline, respectively. Both use GPT4o as the LLM
to generate SQs. Results in Table 3 reveal strong
early signal that users prefer SQ generated by our
Persona-SQ system compared to baseline. These
results further validate the usefulness of Persona-
SQ in improving SQs in real-world scenarios.

4 Demonstration 2: Persona-SQ results in
powerful small model for SQ generation

We additionally demonstrate Persona-SQ’s utility
in generating synthetic training data to fine-tune
extremely small models (less than 400 million pa-
rameters) for the task of SQ generation. The reason
for choosing models of such extreme small scale
is twofold. First, the smaller the model size, the
easier it is to implement and run the model within
an AI-powered reading application in an actual pro-
duction environment (more in Appendix F). Sec-
ond, there is a growing interest in finding practical
use cases for extremely small models.4 Both of
these motivate us to focus on scaling down model
sizes and to contribute a new practical use case, i.e.,
SQ generation, for these small models. We build
this model demo with Gradio (Appendix A).

Dataset. We instantiate Persona-SQ with an
open-source LLM, namely Llama-3.1-70B, and
apply it on a large set of diverse documents to gen-
erate between 9 and 16 SQs per document. We
split the dataset according to document IDs into
training, validation, and test sets. Table 10 shows
the resulting dataset’s statistics.

4For example, see https://shorturl.at/Vs7xn and
https://shorturl.at/HEHFu for relevant discussions.

Table 4: Persona-SQ, both using GPT4o and fine-tuned
SmolLM, generates higher-quality SQs across most met-
rics (relevance, readability, importance, and answerabil-
ity) than SQs generated by baselines without persona
information.

Model/Method Rel. Read. Imp. Ans.

Baseline (GPT4o) 4.94 5.00 3.97 4.86
Persona-SQ (GPT4o) 4.94 5.00 4.97 4.75

Baseline (SmolLM 360M) 4.25 4.69 4.14 3.86
Persona-SQ (SmolLM 360M) 4.63 4.77 4.77 4.17

Models and baselines. We fine-tune the
SmolLM 360M Instruct model5 on the SQ dataset
synthesized by Persona-SQ as well as by the
baseline (without using persona). We also fine-tune
them with SQuAD, an open-source QA dataset
that we re-purpose for the SQ generation task.
More details are in Appendix H.

Evaluations We conduct a series of evaluations
similar to the previous section. For automatic
evaluation, we first compute question semantic
diversity and question persona alignment, compar-
ing the model fine-tuned on the Persona-SQ gen-
erated dataset versus the model fine-tuned on an
SQ dataset without persona. Table 5 succinctly
summarizes the results, suggesting that Persona-
SQ results in a model capable of generating more
diverse questions. We then compare the SQs gen-
erated by our Persona-SQ fine-tuned model with
those generated by GPT4o and with those gener-
ated by non-Persona-SQ fine-tuned model. Results
in Table 4 further confirms that model fine-tuned
on Persona-SQ dataset outperforms the baseline
model across the board, and approahes the per-
formance of Persona-SQ instantiated with GPT4o.
For human evaluation, we largely follow the pro-
cedure outlined in the previous section, comparing
Persona-SQ fine-tuned model with GPT4o baseline
without persona. Results in Table 6 show promising
signal that users prefer the Persona-SQ fine-tuned
small model over GPT4o baseline, even though
our model is perhaps hundred times smaller than
GPT4o. More evaluation results are available in
Appendix J.

Deployment considerations Given its tiny size,
the model takes only about 760 megabytes on-

5We have also attempted an even smaller one, SmolLM
135M Instruct, but the results were not competitive; we leave
improving the SQ generation performance for even smaller
models as a valuable future direction.
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Table 5: The evaluation scores of SmolLM-360M and
the baseline. Sim. represents the question semantic di-
versity and coverage ratio topK represents the question
persona alignment.

Coverage Ratio

Method Sim. ↓ Top 1 ↑ Top 2 ↑ Top 3 ↑
Baseline 69.3 50.0 77.3 83.8

Persona-SQ 68.1 55.8 81.7 88.1

Table 6: Users in general prefer SQs generated by our
model fine-tuned on the Persona-SQ dataset to those
generated by GPT4o without persona.

Method Avg. Rank ↓ Win Ratio ↑ MRR ↑
Baseline (GPT4o) 4.38 16.7% 0.301
Persona-SQ (SmolLM) 2.62 83.3% 0.515

device with fp16 weights. With further optimiza-
tion such as quantization aware training, we can
potentially further reduce this model to around
200 megabytes with 4bit weight quantization. La-
tency when running an un-optimized, un-quantized
model on a commercial CPU laptop (MacBook M2)
is around 0.5 seconds for model loading and around
10 seconds for generating a persona and question.
Further optimization techniques could potentially
yield substantial improvements in both storage ef-
ficiency and computational performance. The ex-
ploration of such optimization strategies presents a
promising direction for future research.

5 Related Work

5.1 Question Generation

Prior work on question generation focuses primar-
ily on the educational use case (Wang et al., 2018;
Xu et al., 2022; Luo et al., 2024; Li and Zhang,
2024; Kumar and Lan, 2024). Those works will
result in a question generation pipeline or a model
optimized for educational use cases, specifically,
generating questions that require students to answer
to improve their learning outcomes. In contrast,
our work aims to improve the question quality sug-
gested by the AI assistant / chatbot, which helps
users to better interact with the assistant and under-
stand documents more easily. Recent works have
demonstrated the capability of LLMs to generate
high-quality questions (Yuan et al., 2022; Li and
Zhang, 2024; Wang et al., 2022), which is already
implemented in the current AI Assistant. However,
those works lack investigations with the personal-
ized question generation. Our Persona-SQ frame-

work bridges this gap by leveraging personas to
generate more personalized questions.

5.2 Personalized Large Language Models

Personalized LLMs can be divided into two types:
(1) LLM personalization, in which LLMs need to
take care of users’ personas (e.g., background infor-
mation, or historical behaviors) to meet customized
needs (Salemi et al., 2024; Kumar et al., 2024); and
(2) LLM Role-play, in which LLMs play the as-
signed personas (i.e., roles) and act in accordance
with environmental feedback (Shao et al., 2023;
Shanahan et al., 2023). Our work belongs to the
former type. The definition of persona in LLM
personalization is different in various works. For
example, Sun et al. (2024) utilizes three personas:
distilled persona, induced persona, and historical
action to customize LLM’s output. Some works
define personas as characteristics , general facts
, and historical action to customize the dialogue
between AI Assistant and users (Kim et al., 2024;
Zhang, 2018; Tang et al., 2023). In the personal-
ized healthcare domain, Zhang et al. (2024) takes
the patient profile (e.g., the patient with diabetes)
as the persona. Persona-SQ, on the contrary, de-
fines "persona" in two aspects: (1) the profession
of the users and (2) the reading goals. We posit
that different professions and goals lead to different
interests as part of the same document, thus leading
to more personalized and diverse questions.

6 Conclusion

We introduced Persona-SQ, an approach to im-
prove suggested questions (SQs) in AI-powered
reading applications by incorporating synthetic
user profiles consisting of professions and read-
ing goals. Through extensive experiments on doc-
uments from diverse domains, we demonstrated
that Persona-SQ improves SQ quality and diver-
sity compared to traditional non-personalized ap-
proaches. We further showed that Persona-SQ
can be used to generate synthetic training data to
fine-tune extremely small models (360M parame-
ters) that perform competitively with much larger
models on SQ generation. These results suggest
two promising directions for improving current AI-
powered reading applications: 1) as an immediate
drop-in upgrade to existing cloud-based SQ genera-
tors to produce more diverse and targeted questions,
and 2) as a pipeline to train small, efficient models
that can generate high-quality personalized SQs
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directly on users’ devices. We hope our work spurs
further research into making AI-powered reading
assistants more personalized and accessible.

Limitations

We acknowledge two limitations of our work. First,
Persona-SQ uses synthetically generated personas
(professions and goals) rather than actual user
profiles. While our experiments show that even
synthetic personas improve SQ quality and diver-
sity over non-personalized baselines, this approach
does not yet achieve true personalization. How-
ever, the synthetic personas provide natural anchor
points for collecting user preference signals - if
a user frequently clicks on questions associated
with certain personas, this interaction data could
be used to infer the user’s actual professional back-
ground and interests. Once real user profiles be-
come available through such interaction logging or
other methods, they can directly replace the syn-
thetic personas in our pipeline without architectural
or system changes.

Second, Persona-SQ introduces additional com-
putation from persona generation and multiple qual-
ity control steps, potentially increasing system la-
tency. For cloud deployments where the models
are accessed through APIs, emerging specialized
hardware can help mitigate this overhead. For on-
device deployments, our results with extremely
small models suggest that the entire pipeline can
run efficiently on local devices - the small models
can generate SQs quickly while maintaining com-
petitive quality against much larger models, and
the quality control steps can be simplified or re-
moved since the model is specifically trained for
generating high-quality questions.
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A Demo details

We use Gradio to build the demos.

Persona-SQ with GPT4o demo Figure 3
presents a visual representation of the demonstra-
tion interface. This interactive demonstration show-
cases the capabilities of Persona-SQ powered by
GPT-4o. The interface comprises two primary com-
ponents: a document selection panel in the upper
left section, where users can specify both the do-
main and target document, and a dual-pane display
area. The left pane presents the selected document,
while the right pane displays both personalized and
generalized self-questions. As illustrated in Figure
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4, the interface incorporates evaluation metric se-
lection functionality. Upon metric selection, the
system generates comparative visualizations, jux-
taposing the performance analyses of personalized
and generalized SQs through distinct graphical rep-
resentations.

Persona-SQ fine-tuned model demo A screen-
shot of the demo is shown in Figure 5. After up-
loading the document, we preprocess the document
using PyMuPDF to extract the textual content and
select the first 1500 tokens if the document is too
long as the input to the models. A document pre-
view is shown on the left side of the demo interface.
We then feed the extracted document content into
the Persona-SQ fine-tuned model and GPT4o. The
generated personas and questions are compared
side by side on the right side of the demo interface.

B Utilize Persona-SQ

In this section, we show how to use our Persona-SQ
to generate personalized SQs. We build a python
tool that helps to efficiently generate personalized
SQs. As discussed in Section 2, after collecting
documents, users can first generate high-quality
diverse personas and goals in Step 1-3 using the
following code:

# Generate Personas and Goals
generate_persona_and_goal(domain ,

subdomain , dataset_name ,
save_base_folder , document)

# Normalize Personas and Goals
classify_personas(domain , subdomain ,

dataset_name , save_base_folder ,
persona_and_goal)

# Quality Control for Personas and Goals
control_quality_of_persona_and_goal(

domain , subdomain , dataset_name ,
save_base_folder , persona_and_goals)

Listing 1: Generate Personas

Then, users may generate personalized questions
based on previously generated personas and goals
for each document and evaluate all the SQs:

# Generate Personalized SQs
generate_questions_raw(domain , subdomain

, dataset_name , save_base_folder ,
persona_and_goal , document)

# Evaluate Quality of SQs
control_generated_question_quality(

generated_questions , documents ,
prompt_for_eval_quality)

# Evaluate Answerability of SQs

evaluate_generated_question_answerability
(generated_questions , documents ,
prompt_for_eval_answerability)

# Quality Control for SQs
filter_generated_question(

generated_questions ,
eval_quality_scores ,
eval_answerability_results)

Listing 2: Generate Personas

C Details on metrics

C.1 Questions Semantic Diversity
Specifically, given a document Du, where u
denotes the document index within domain d,
Persona-SQ generates questions for m distinct per-
sonas, represented as p1, ..., pm. For each persona
pi, Persona-SQ produces ti questions, denoted
as qi1, ..., q

i
ti . We employ an embedding model to

transform all questions into vector representations
and compute the cosine similarity between the ques-
tions generated for different personas. For any two
personas pi and pj , the mean question similarity is
computed by:

SIM(pi, pj) =

ti∑
e=1

tj∑
f=1

(COS(qie, q
j
f ))

ti ∗ tj
(1)

Subsequently, we aggregate all pairwise SIM
scores between personas to obtain a comprehen-
sive measure of SQ diversity for document Du.
The aggregate similarity is calculated by:

SIMDu =

m∑
i=1

m∑
j=i+1

SIM(pi, pj)

m(m− 1)
(2)

A higher SIMDu value indicates greater similar-
ity among SQs generated for different personas.
We average them to get the dataset level score, de-

noted as SIMD =
U∑

u=1
SIMDu . Our framework is

designed to yield a lower SIMD, reflecting greater
differentiation between persona-specific questions.

C.2 Metric 2: Persona Distribution
Persona distribution assesses the distribution of
the persona that is related to the SQs generated by
giving one document. We introduce a novel "re-
verse" evaluation method that uses an LLM to rank
personas based on their relevance to each gener-
ated question. For instance, given the SQ "What’s
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Figure 3: Screenshot01 of the Persona-SQ GPT-4o demo.

Figure 4: Screenshot-2 of the Persona-SQ GPT-4o demo.
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Figure 5: Screenshot of the Persona-SQ fine-tuned demo interface.

the profit of the company this year" in the finance
domain, and personas "investor," "auditor," and
"manager," the LLM will return the ordered list
["investor," "manager," "auditor"], indicating de-
creasing relevance to the question. Table 15 pro-
vides example inputs and outputs for this process.

For each question, we select the first rank per-
sona as the corresponding persona. We calculate
the ratio of all corresponding personas of the ques-
tions generated for one document. We show the
persona distribution of one document by bar plot.
As illustrated in Figure 6, the introduction of per-
sonas resulted in a more uniform distribution of
persona-related questions compared to the baseline
generation without persona assignments. Notably,
we observed that in the legal domain, suggested
questions (SQs) generated without persona guid-
ance tend to converge toward a "lawyer" persona.
This phenomenon suggests the existence of domain-
specific dominant personas that implicitly influence
question generation, which potentially limits the
personalization capabilities of AI-powered reading
applications.

C.3 Metric 3: Question Persona Alignment

We utilize Coverage Ratio which assesses how well
the generated SQs align with their intended per-
sonas at the domain dataset level, to evaluate the

Figure 6: The persona distribution.

question persona alignment. We apply the same
"reverse" evaluation aforementioned.

To quantify the coverage ratio, we first define
several key metrics. Let Ti =

∑Nd
u=1 ti,u represent

the total number of questions generated for persona
pi across all documents in domain d, where: ti,u is
the number of questions generated for persona pi

from the u-th document, and Nd is the total number
of documents in domain d.

We then define NUMk
u,(pi,pj)

as the number of
questions that satisfy two conditions: (1) They
were generated by giving persona pi; (2) In the
LLM’s ranking, persona pj appears at position k.
The coverage ratio is then calculated by:

Rk
(pi,pj) =

NUMk
u,(pi,pj)

ti,u
(3)
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A higher value of Rk
d,(pi,pj)

indicates stronger rel-
evance between the generated questions and their
target personas. In our evaluation, we particularly
focus on Rk

d,(pi,pi)
, which measures how often ques-

tions generated for a specific persona are indeed
most relevant to that same persona. Higher val-
ues of this metric indicate better persona-specific
question generation.

C.4 Metric 4: Coverage Ratio Distribution
Skewness

Coverage Ratio Distribution Skewness (CRDS) ex-
tends the coverage ratio metric to evaluate how
effectively Persona-SQ handles less frequent per-
sonas. While the basic coverage ratio measures
persona-question alignment, CRDS specifically as-
sesses the system’s ability to generate relevant ques-
tions across all personas, including those that ap-
pear less frequently in the dataset. We construct a
distribution using the set of coverage ratios Rk

(pi,pi)
for all personas i ∈ 1, ...,m and calculate its statis-
tical skewness—a measure that quantifies the distri-
bution’s asymmetry around its mean. An absolute
skewness value close to zero indicates a more sym-
metric distribution, suggesting that Persona-SQ
generates questions with similar relevance across
all personas, regardless of their frequency in the
dataset. This metric is particularly important for
ensuring the system maintains high performance
even for underrepresented personas.

The distribution characteristics are visualized in
Figure 7. It reveals that persona-guided generation
results in significantly less skewed distributions
compared to non-guided generation. This finding
indicates that Persona-SQ successfully generates
questions that encompass a broader range of per-
sonas, including those less frequently represented
in the dataset.

D More Evaluation Results

D.1 Questions Semantic Diversity

We display more examples of visualized question
semantic diversity from the three domains of legal,
finance, and academia in Figure 10, 11, Figure 12,
13, and Figure 14, 15 respectively.

D.2 Persona Distribution

We display more examples of persona distribu-
tion from the three domains of legal, finance, and
academia in Figure 16, 17, Figure 18, 19, Figure
20, 21 respectively.

D.3 Question Persona Alignment

We display more examples for the coverage ra-
tio from the three domains of legal, finance, and
academia in Figure 22, Figure 23, and Figure 24.

E Auto-evaluation prompt

Below is an example prompt for evaluating ques-
tion answerability:
Your job is to evaluate the quality of a

question generated based on the text of a
document. The purpose of the question is
to serve as a "suggested question" next to
the document in a "smart" document reader
software, in order to help the reader
(user of the document reader software)
better navigate the document and provide
the reader a better reading experience.
Your job is to determine whether you

believe the suggested question can be
answered from the information contained
in the document. Higher answerability
means that the question can be directly
answered based on the content available
in the document.
You will reply with one of the

following options : ’Strongly Disagree’,
’Disagree’, ’Undecided’, ’Agree’,
’Strongly Agree’.

For example, given the question below:
Question: {sample_question}
If I were asked whether this question

is answerable, I would reason as follows:
1. Reasoning : {sample_reasoning}. 2.
Answer : {sample_answer}

Below is the text of a document the
reader is reading: {document}
Below is the question: {question}
Read the document’s content and then

think step by step about whether the
question can be answered based on
the document’s content. Then make
an evaluation decision based on your
reasoning.
You must format your response as

follows: 1. Reasoning: [Your
reasoning here] 2. Answer: [choose
one of ’Strongly Disagree’, ’Disagree’,
’Undecided’, ’Agree’, ’Strongly Agree’]

The above prompt for evaluating answerability
is different from the prompt in Table 14 directly
returning the answer or None if not answerable,

221



(a) With Persona (b) Without Persona

Figure 7: The coverage ratio distribution, showing that Persona-SQ covers more diverse questions than the baseline.
For clarity, we print the persona label every three presonas in x-axis.

which is used for filtering out invalid questions.
For other evaluation metrics, we can simply insert a
different metric definition in the second paragraph,
and use a different sample question, rationale, and
answer as the guilding in-context example. Please
note that this prompt is for evaluating the questions
by giving scores.

F Disk space considerations for on-device
model deployment

In contrast to the operating system that has the ca-
pacity to accept models with billions of parameters
and gigabytes of disk space, an AI-powered read-
ing application cannot, because a billion-parameter
model within an application will not only signifi-
cantly increase the application’s download and the
installer’s size but also likely strain the device’s
memory and battery capacity when running such
model in the application on top of the operating sys-
tem. Models of hundreds of millions of parameters
are an ideal choice because they can be quantized to
take only several hundreds of megabytes, making
them a more suitable option for deploying within
an application.

G Qualitative examples

Table 7 shows a few examples comparing our
Persona-SQ fine-tuned model with SQuAD fine-
tuned model and GPT4o prompting.

H Model details

To construct the fine-tuning dataset, we assemble
each data point in the synthetic training data into
the chat format consisting of a “user” turn and
an “assistant” turn compatible with the instruc-
tion fine-tuning input style. For the Persona-SQ

dataset, the user turn is the following: Please
read the document below and then do the
following: 1) make some predictions about
the reader who is likely to read it,
including the reader’s profession, the
reader’s intent of reading this document,
and what this reader might already know
related to this document; and 2) generate
a guiding question such that the answer
to this question will be interesting
and informative to the reader you
just predicted. ###Document:{document}.
The assistant’s turn is formatted as follows:
###Reader profile: {persona} ###Question:
{question}. For the non-persona SQ dataset, the
user turn is formatted as follows: Please read
the document below and then generate a
guiding question such that the answer
to this question will be interesting and
informative to the reader who is reading
this document. ###Document: {document}.
And the assistant’s turn is formatted as follows:
###Question: {question}. For dealing with
long documents, we split it into chunks of 1500
tokens with 200 tokens overlap as the “document”
input in the above prompts. documents with less
than 500 tokens are discarded. We use the chunked
documents as input for Persona-SQ to generate syn-
thetic training data as well as for fine-tuning. We
leave extending the model to handle longer context
for future research. For the SQuAD baseline, we
use the non-persona chat format to assemble the
document and questions into the non-persona SQ
training data.

For all experiments, we fine-tune for one epoch,
with 4 A100 80G GPUs, batch size of 4 per device,
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Table 7: Qualitative results comparing the generated SQs among GPT4o, SQuAD baseline model, and Persona-SQ
fine-tuned model.

Document link Document overview Generated questions (randomly selected 3)

SQuAD fine-tuned GPT4o Persona-SQ fine-tuned

Document 1 The document is about
marriage and turning dis-
agreement into growth,
providing advice on con-
flict resolution in relation-
ships.

What did the father give
up to see if the boy would
respond?

What did Paul say regard-
ing the issue of the dead?

Who is the protagonist of
the book and what is it’s
occupation?

Who is the booklet dedi-
cated to?

How should disagree-
ments be dealt with
privately?

What is the importance of
using ’I’ statements during
conflicts?

How to avoid getting stuck
in unresolved conflicts?

What are some healthy
ways to express feelings?

What are the effects of un-
resolved conflicts on mar-
riage?

Document 2 This document is a Pre-
mier Chiropractic Adult
Health History Form for
patients to fill out before
their appointment.

What does it mean to
"ackchie" under HIPAA?

How can you draw a line
to represent your pain or
discomfort?

What is the most common
way that chiropractic care
is performed?

What is the fee for copy-
ing X-Rays on a disc?

How are spinal health
problems identified in chi-
ropractic?

What risks are associated
with chiropractic care?

How does chiropractic
care treat herniated discs?

How long does the adjust-
ment procedure take?

What is my insurance
coverage for chiropractic
care?

Document 3 The document discusses
the importance of choos-
ing a qualified nutrition-
ist for personalized nutri-
tion advice and the poten-
tial risks of receiving ad-
vice from unqualified indi-
viduals in California.

What did Tribole help
Barnes with?

Who was the former pro-
fessional football player
who became discouraged
after being forced to pack
290 pounds?

How common is it for per-
sonal nutrition advice to
be unreliable?

Who monitors question-
able nutrition practices in
California?

What is the role of reg-
istered dietitians in nutri-
tion?

How did a nutritionist help
a woman with celiac dis-
ease?

What are some common
myths about nutrition?

What motivates clients to
make healthy choices?

What qualifications are
necessary to practice nutri-
tion therapy?

Table 8: Main results of various fine-tuned SmolLM 360M comparing to SQs generated by GPT3.5 Turbo. The
model fine-tuned on Persona-SQ generated dataset achieves the best performace among all model variants and is the
first best tiny model to match the performance of GPT3.5 Turbo.

Model Win Tie Lose avg win+match rate

SQuAD model 12.67 (3.06) 36.33 (7.02) 147 (5.29) 25%
non-filtered, non-persona model 95.33 (5.03) 8.33 (2.08) 98.33 (3.21) 51.32%
non-filtered, persona model 104.33 (6.11) 10 (3.46) 87.67 (4.16) 56.60%
filtered, non-persona model 106.33 (2.52) 8.67 (4.04) 87 (3.46) 56.93%

TinyDocLM-SQ 107.67 (6.43) 10.67 (1.53) 83.67 (7.51) 58.58%

gradient accumulation step of 1, and learning rate
of 1× 10−5.

I Synthetic training data statistics

Table 10 and figures 25 and 26 shows the statistics
of the document domains, document toke counts,
and the number of questions generated per domain.
In total, we synthetically generated about 23k ques-
tions from around 1600 documents across a variety
of professional documents.

J Additional results on Persona-SQ
fine-tuned models

J.1 Automatic evaluations

We additionally conduct an automatic evaluation by
comparing SQs generated by the fine-tuned mod-
els with those generated by GPT3.5 Turbo. We
present the two sets of three questions, one set
from one of our fine-tuned models and the other
set from GPT3.5 Turbo, along with the document
from which the questions are generated, to an eval-
uator, who judges which set is better, or if both sets
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are equally good or bad. The evaluation criteria
emphasizes the naturalness and attractiveness of
these questions when users see them at the very
beginning of reading a document. In practice, we
use GPT4o for this evaluation task. We compute
a “win/tie rate”, i.e., the proportion of documents
which the fine-tuned model is judged to be either
better than GPT3.5 Turbo, equally good, or equally
bad. Table 8 shows win/tie rate using GPT4o as
the evaluator. The model fine-tuned on the dataset
synthesized by Persona-SQ achieves highly com-
petitive performance against GPT3.5 Turbo. Com-
parisons among models fine-tuned on other datasets
demonstrate 1) the usefulness of quality filters
and persona in producing a higher quality dataset
and thus a better performing model, and 2) pub-
lic QA dataset, when used as fine-tuning dataset
for SQ generation, is undesirable for real-world
documents.

J.2 Qualitative examples
Table 7 displays a few qualitative examples com-
paring the generated SQs comparing various mod-
els, showcasing that our Persona-SQ fine-tuned
model’s outstanding performance compared to
other fine-tuned models and its competitiveness
against prompting much larger models.

K Human evaluation procedure

We conduct our human evaluation on on Prolific.
We design the survey using Qualtrics; an example
is shown in Figure 8 and 9. We show the evaluator
the task, the document title, document summary,
and document URL from which the full original
document can be accessed. Then we present the
evaluators two sets of three questions. The evalua-
tor will rate the quality along several axes and then
rank the questions in terms of preference. When
ranking for preference, the question ordering is
randomized.

L More details on the demonstrations

For the model demonstration, to speed up the gen-
eration from GPT4o and save costs, we prompt it
with the same prompt as the Persona-SQ fine-tuned
model.
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Figure 8: A screenshot of the user evaluation survey, where the document title, document summary (automatically
generated), the full document link, and the two sets of questions are shown to the user. Content in brackets are
placeholders for the actual content.

Figure 9: A screenshot of the user evaluation survey, where we ask the evaluators to rank, via drag and drop, the
questions in terms of their preference. The order of the questions presented to the evaluator is randomized by
Qualtrics.
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Table 9: The statistics of the documents and persona-based SQs.

Domain Subdomain Dataset #. Doc
Avg.

Length
#. Persona

#. Gen.
Question

#. Gen. Ques. after
Quality Control

Finance Annual Report Fns2020 (El-Haj et al., 2020) 50 42583 68 9214 7621
Legal Contract CUAD (Hendrycks et al., 2021) 100 9622 73 12902 9262

academia Paper qsper (Dasigi et al., 2021) 100 4355 41 12311 7708

Table 10: Statistics of the synthetic Persona-SQ fine-tuning dataset. Note that some documents do not have the
vertical tag; in those cases, we use GPT4o to give the document a tag and include the LLM-produced tags in the
statistics computation. Some verticals do not belong to the seven major verticals, which we group them together
into the “Unknown” vertical.

vertical #documents avg #questions per document median #words in question

Publishing 334 16 7
Healthcare 374 14 7
Research 308 14 8
Legal 244 10 8
Government 195 12 7
Marketing 73 18 7
Science 111 11 8
Unknown 25 9 7
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(a) With Persona (Case 1) (b) Without Persona (Case 1)

(c) With Persona (Case 2) (d) Without Persona (Case 2)

(e) With Persona (Case 3) (f) Without Persona (Case 3)

Figure 10: Case 1-3: Document-level comparison of semantic similarities between SQs generated with and without
persona across three different cases in legal domain.
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(a) With Persona (Case 4) (b) Without Persona (Case 4)

(c) With Persona (Case 5) (d) Without Persona (Case 5)

(e) With Persona (Case 6) (f) Without Persona (Case 6)

Figure 11: Case 4-6: Document-level comparison of semantic similarities between SQs generated with and without
persona across three different cases in legal domain.
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(a) With Persona (Case 1) (b) Without Persona (Case 1)

(c) With Persona (Case 2) (d) Without Persona (Case 2)

(e) With Persona (Case 3) (f) Without Persona (Case 3)

Figure 12: Case 1-3: Document-level comparison of semantic similarities between SQs generated with and without
persona across three different cases in finance domain.
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(a) With Persona (Case 4) (b) Without Persona (Case 4)

(c) With Persona (Case 5) (d) Without Persona (Case 5)

(e) With Persona (Case 6) (f) Without Persona (Case 6)

Figure 13: Case 4-6: Document-level comparison of semantic similarities between SQs generated with and without
persona across three different cases in finance domain.
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(a) With Persona (Case 1) (b) Without Persona (Case 1)

(c) With Persona (Case 2) (d) Without Persona (Case 2)

(e) With Persona (Case 3) (f) Without Persona (Case 3)

Figure 14: Case 1-3: Document-level comparison of semantic similarities between SQs generated with and without
persona across three different cases in academia domain.
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(a) With Persona (Case 4) (b) Without Persona (Case 4)

(c) With Persona (Case 5) (d) Without Persona (Case 5)

(e) With Persona (Case 6) (f) Without Persona (Case 6)

Figure 15: Case 4-6: Document-level comparison of semantic similarities between SQs generated with and without
persona across three different cases in academia domain.
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(a) Case 1

(b) Case 2

(c) Case 3

Figure 16: Case 1-3: Document-level comparison of persona distribution between SQs generated with and without
persona across three different cases in legal domain.
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(a) Case 4

(b) Case 5)

(c) Case 6

Figure 17: Case 4-6: Document-level comparison of persona distribution between SQs generated with and without
persona across three different cases in legal domain.

234



(a) Case 1

(b) Case 2

(c) Case 3

Figure 18: Case 1-3: Document-level comparison of persona distribution between SQs generated with and without
persona across three different cases in finance domain.
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(a) Case 4

(b) Case 5)

(c) Case 6

Figure 19: Case 4-6: Document-level comparison of persona distribution between SQs generated with and without
persona across three different cases in finance domain.
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(a) Case 1

(b) Case 2

(c) Case 3

Figure 20: Case 1-3: Document-level comparison of persona distribution between SQs generated with and without
persona across three different cases in academia domain.
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(a) Case 4

(b) Case 5)

(c) Case 6

Figure 21: Case 4-6: Document-level comparison of persona distribution between SQs generated with and without
persona across three different cases in academia domain.
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(a) accountants (b) business owners (c) consultants

(d) data analysts (e) employees job candidates (f) environmental consultants

(g) event managers (h) financial advisors (i) health and safety officers

(j) insurance agents (k) marketers (l) plan administrators

(m) procurement officers (n) project managers (o) risk managers

Figure 22: The coverage ratio of 15 examples personas in the legal domain.
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(a) accountants (b) auditors (c) board members

(d) business strategists (e) community stakeholders (f) company management

(g) executives (h) financial analysts (i) hr professionalss

(j) investors (k) lawyer (l) market analysts

(m) marketing professionals (n) shareholders (o) tax authorities

Figure 23: The coverage ratio of 15 examples personas in the finance domain.
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(a) academic professors (b) ai researchers (c) computer vision experts

(d) educators (e) general public (f) linguists

(g) machine learning engineers (h) privacy advocates (i) product managers

(j) researchers (k) search engine engineers (l) social media analysts

(m) software developers (n) students (o) voice assistant developers

Figure 24: The coverage ratio of 15 examples personas in the academia domain.
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Table 11: Prompts for generating personas and questions.

Step Prompt

Generate Personas

In some professional setting, for some document domains, people with different back-
grounds would read them with very different purposes/goals and ask very different questions.

Your job is to predict what profession would read this document, and what goals they want
to achieve.

The goals should be closely related to the profession. Your prediction should try to be
various. The statement describing the goal can be either first-person or a general declarative
sentence.

You should think step by step and try your best to be creative. One profession can have
different number of goals. The goals should be very diverse but related to the corresponding
profession.

The profession can also be non-professional.
The following is a document from $DOMAIN$ $SUBDOMAIN$:
$DOCUMENT CONTENT$.
You should generate output in the following JSON format, for example:

{
"domain": {

"subdomain": {
"profession": ["goal 1.", "goal 2."]

}
}

}
According to the document from the domain $DOMAIN$ $SUBDOMAIN$, your answer is:

Normalize Personas

You are an AI helper to help users to classify professions into different groups.
The professions are as follows: $PERSONAS$.
You should return in a JSON format. The key is profession and the value is a list of given

professions. For example:
{

"Accountants": ["Accountants", "Financial Accountants"],
"Auditors": ["Auditors", "auditors"]

}
Based on the given professions, your answer for the groups of personas is:

Generate Questions

You are a PDF Reader AI Assistant. You will be given a long PDF document, a user
profession, and several goals of the user. Your task is to generate a series of questions that
users with the specified profession and goals might be interested in.

The user’s profession and goals are provided below:
**Profession:** $PROFESSION$
**Goals:** $GOALS$
Please generate questions that meet the following criteria:
1. **Personalized:** The questions should align with the user’s interests and profession.
2. **Logical:** The questions should follow a logical order.
3. **Comprehensive:** The questions should cover as much useful information as possible

to ensure the user can achieve their goals.
Output the questions in a JSON format. For example:

{
"Question 1": "xxx",
"Question 2": "xxx",

}
Ensure that the output is in a JSON format without any additional text or errors.
Ensure that generate a series of questions as various as possible.
The following is the document:
$DOCUMENT CONTENT$
The generated questions are:
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Table 12: Prompts for persona quality control.

Step Prompt

Goals Quality

You are an AI assistant to help user to finish the task. You will be provided with one
persona, and many goals candidates corresponding to the persona. The goals are the purposes
of a user want to achieve by reading a document.

Your job is to score the goals based on the consistency between the goals, persona and the
domain of the document.

Provide your rating on a scale from 1 to 5 based on the criteria below:
- **Rating 1**: The goal quality is extremely poor. The generated goal is not described in

a valid format with ovbious grammar error or it is not a goal but a question or something
else.

- **Rating 2**: The goal quality is somewhat poor. The generated goal is in a valid format
but it is totally unrelated to the persona or the document domain.

- **Rating 3**: The goal quality is good. The generated goal is related to both the
document and the persona, but the connection is not very strong. The goal is somewhat
meaningful. Sometimes, the persona might want to achieve the goal but sometimes not.

- **Rating 4**: The goal quality is very good. The generated goal is closely related to
both the document and the target persona. For most cases, the persona may have the goal
when they read the document.

- **Rating 5**: The goal quality is excellent. The generated question is highly relevant to
both the document and the target persona. The persona always have the goal when they read
the document.

Here is the persona: $PERSONA$
Here are the goals that are separated by ";":
$GOALS$
You should return in a JSON format. The key is the repeat of the goal, and the value is the

score. For example:
{ "I want to understand the document in details.": 5 }

Based on the provided persona and goals, your scores for the goals are:
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Step Prompt

Score Questions

You will be given a long document, a target persona with specific goals, and several
questions that the target persona might ask. Your task is to evaluate the quality of these
generated questions based on the document and the target persona’s goals.

Here is the document: $DOCUMENT$
In this task, you need to evaluate the quality of the generated questions based on the

document and the persona’s goals. The quality of the generated questions depends on how
meaningful, valuable, and relevant they are to the document and persona’s goals.

Provide your rating on a scale from 1 to 5 based on the criteria below:
- **Rating 1**: The question quality is extremely poor. The generated question is

completely unrelated to the document and persona’s goals.
- **Rating 2**: The question quality is somewhat poor. The generated question is related

only to the document or only to persona, but not both. The question may also be meaningless
in helping persona achieve their goals.

- **Rating 3**: The question quality is good. The generated question is related to both
the document and the target persona, but the connection is not very strong. The question
is somewhat meaningful and can help the persona partially achieve one of their goals. The
persona might ask the question, but not always.

- **Rating 4**: The question quality is very good. The generated question is closely
related to both the document and the target persona. However, compared to the target persona,
the question is more likely to be asked by one of OTHER PERSONAS.

- **Rating 5**: The question quality is excellent. The generated question is highly
relevant to both the document and the target persona. The persona will definitely ask the
question about the reference document. Compared to "OTHER PERSONAS", the question
is more likely to be asked by the target persona.

For each question, conduct the evaluation as described above. If you provide score of 4,
also reply which "other persona" is more likely to ask the question compared to the target
persona; if you provide other scores, reply none for this. Your response should be in JSON
format, with the question as the key and the score with other persona as the value.

Here is the target persona: $PERSONA$.
Here are the goals of the target persona: $GOALS$.
Here are the generated questions separated by semicolons: $QUESTIONS$.
Here are OTHER PERSONAS: $OTHER_PERSONA$.
Ensure that the key is an exact copy of the question and the score is between 1 and 5.

Ensure the output follows a VALID JSON FORMAT!
Given the example questions: "Question A?; Question B?", the example output is:

“‘json
"Question A?": [4, "other_persona"],
"Question B?": [3, "None"]

“‘
The score you give for each question is:

Table 13: Prompts for question quality control.
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Table 14: Prompts for checking the answerability of generated questions.

Step Prompt

Score Questions

You will be given a long document and several questions related to the document. Your
task is to evaluate whether these questions can be answered based on the content of the
document.

Here is the document: $DOCUMENT$
For each question:
1. If the document contains the answer, provide the answer and the exact reference text

from the document. The answer should not be a direct copy from the original document.
You should answer the question in your own words but refer to the document contents. The
reference text should contain enough information to answer the question. If the reference
texts contain different parts, concatenate every parts together.

2. If the document does not contain the answer, return "None" for both the answer and the
reference.

You will be given several questions to evaluate. Conduct the task described above for each
question. Your response should be in JSON format, with each question as the key and the
answer and reference as the values.

Ensure that the key is an exact copy of the question and the reference is an exact copy of a
text span in the given document. Ensure the output follows a VALID JSON FORMAT!

Example of two questions (the first question is answerable, while the second one is not
answerable):

**Questions:**
1. Question 1?
2. Question 2?
**Answers:**

“‘json
{

"Question 1?": "Answer": "xxx", "Reference": "yyy" ,
"Question 2?": "Answer": "None", "Reference": "None" ,

}
“‘

**Questions:** $QUESTIONS$
**Answers:**
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Table 15: Prompts for predicting the related persona given on generated question.

Step Prompt

Predict related personas

You will be given a summary of a document, one question and several personas. Your task
is to conduct a multiple choice to choose the personas that might be interested in the given
question that is related to the document. You should respond in a JSON format.

Here is an example. In this example, four personas are given to you, and the persona3 is
the most one to be interested in the question, while the persona2 is the second one. Persona1
and persona4 are not interested in the question. Example of the INPUT and OUTPUT:

**INPUT**:
**Document**: Document content.
**Question**: Question?
**Personas**: Persona1, persona2, persona3, persona4.
**OUTPUT**:

“‘json
{

"order 1": "persona3,
"order 2": "persona2"

}
“‘

**INPUT**:
**Document**: $DOCUMENT$
**Question**: $QUESTION$
**Personas** $PERSONA$
**OUTPUT**
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Figure 25: Number of documents according to the docu-
ment domains, in the Persona-SQ synthetic fine-tuning
dataset.
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Figure 26: Distribution of token counts for all docu-
ments, in the Persona-SQ synthetic fine-tuning dataset.
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