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Abstract

Many endangered languages are at risk of ex-
tinction due to barriers in communication and
generational gaps that hinder their preservation.
A cause for languages becoming endangered
is the lack of language educational tools and
artificial intelligence (AI) models for these low-
resource languages. To address this, we pro-
pose the ATAIGI learning app designed with
Al-powered models leveraging multimodal gen-
erative techniques. Our app offers users a com-
prehensive learning experience by providing
translated phrases and definitions, example sen-
tences, illustrative images, romanized pronunci-
ation, and audio speech to accelerate language
learning. ATAIGTI is built on five Al models that
are rigorously benchmarked individually, with
our Transliteration Model achieving state-of-
the-art results for Taiwanese Hokkien translit-
eration. ATAIGI is available for all to learn the
endangered language of Taiwanese Hokkien,
an endangered language spoken in Taiwan. A
human evaluation conducted demonstrates the
effectiveness of ATAIGI in improving language
proficiency and cultural understanding, support-
ing its potential for the preservation and edu-
cation of endangered languages like the Tai-
wanese Hokkien. App deployed using Netlify',
codebase available on GitHub?.

1 Introduction

Natural language processing tools and models used
for language learning are commonly applied to
high-resource languages (HRLs) rather than low-
resource languages (LRLs) (Schwartz et al., 2004).
Recent language learning tools showed they could
be effective in helping users learn a language (Doi
et al., 2021; Woo and Choi, 2021; Rebolledo Font
de la Vall and Gonzalez Araya, 2023). Existing re-
search (Kim et al., 2023) investigates the feasibility
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of GPT (Radford et al., 2018) as a learning tool
for a second language; however even a model as
powerful as GPT does not perform well for LRLs
(Ghosh and Caliskan, 2023; Stap and Araabi, 2023;
Robin et al., 2022). Despite the abundance of soft-
ware tools and literature on HRLs available, LRLs
are often overlooked due to the scarcity of data and
models required to create learning tools.

Taiwanese Hokkien is an endangered LRL that
represents a cultural heritage on the brink of ex-
tinction (Chen, 2023). A generational linguis-
tic gap exists between the elderly who predomi-
nantly communicate in Taiwanese Hokkien, and
the younger generation who communicate in HRLs
such as Mandarin and English. Although useful
tools such as the translation tool iTaigi® and the
text-to-speech (TTS) tool TauPhahJi* are available,
but the scattered and unintegrated nature of these
resources makes it difficult for users to master the
LRL. When using specific vocabulary, learners of-
ten face difficulties recalling suitable terms and
examples quickly.

We created ATAIGI, which pronounces “learning
Taiwanese Hokkien” in its native tongue, to serve as
a learning framework for teaching the endangered
language of Taiwanese Hokkien. Based on the
mentioned shortcomings, the ATAIGI learning app
makes the following contributions:

1) Developed a complete learning system in Tai-
wanese Hokkien (Figure 1) that provides transla-
tions of simple to understand phrases, and also
examples of sentences, images, Romanized pro-
nunciation, and audible speech to improve learning
and memory retention.

2) Utilized five AI models to support a compre-
hensive Taiwanese Hokkien learning framework.
Two models were specifically trained for our pro-

3iTaigi is a dictionary introducing Taiwanese local lan-
guage terms, documenting modern expressions used in Tai-
wan.

*TauPhahli converts Taiwanese Hokkien Hanzi into its
romanized form and then into speech.
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Figure 1: System Structure of ATAIGI. After translating phrases with the Taiwanese Hokkien Translation Model
(Sec. 2.1.2, gray rounded box), we use the Context Generator Model (Sec. 2.1.3, blue rounded box), which is
fine-tuned with Taiwanese Hokkien data, to obtain example sentences that contain the vocabulary using prompts.
These example sentences, after translated back to English, are then inputted into Text2Image Model (Sec. 2.1.4,
orange rounded box) which is used to generate images. Finally, the Hokkien Transliteration Model (Sec. 2.1.5, green
rounded box) converts the words and sentences into Romanized pronunciation for Text2Speech Model (Sec. 2.1.6,

yellow rounded box) to generate speech.

posed framework: a novel Context Generation
Model that converts phrases into contextual sen-
tences and a state-of-the-art Hokkien Transliter-
ation Model. These custom-trained models ad-
dressed limitations in existing pre-trained tools
for generating contextual content and accurate
transliteration of Taiwanese Hokkien. The frame-
work incorporates three additional models fine-
tuned specifically for Taiwanese Hokkien: a Tai-
wanese Hokkien Translation Model (Lu et al.,
2024), a Text2Image Model, and a Text2Speech
Model, each carefully adapted to improve linguis-
tic accuracy and performance within the Taiwanese
Hokkien context. The above five models were
human-evaluated and benchmarked to ensure their
robustness and effectiveness in learning Taiwanese
Hokkien.

We have developed a user-friendly learning ap-
plication through these Al-powered generative
models to bridge generational communication
gaps for Taiwanese Hokkien. A comprehensive
user study validated ATAIGI’s efficacy, demon-
strating significant improvements in Taiwanese
Hokkien proficiency across diverse participants.
High engagement and satisfaction ratings affirmed
ATAIGT’s potential for endangered language preser-
vation. ATAIGI will carry the mission of cultural

preservation and serve as a bridge for communica-
tions between generations. A video demonstration
is available at https://youtu.be/fc409Q7;jL2c.

2 ATaigi Language Application System

To use ATAIGI (Figure 1), the user first inputs an
English or Chinese phrase, which is entered into
the Taiwanese Hokkien Dictionary to retrieve its
definition. Then the phrase is translated into Tai-
wanese Hokkien by the Taiwanese Hokkien Trans-
lation Model (Sec. 2.1.2). Meanwhile, the output
of the Translation Model and Context Generation
Model (Sec. 2.1.3) is Romanized by the Hokkien
Transliteration Model (Sec. 2.1.5) and then con-
verted into audible speech by the Text2Speech
Model (Sec. 2.1.6) to assist users in correctly pro-
nouncing and articulating phrases and sentences.

2.1 Backend AI Models
2.1.1 Datasets

There were five open-source datasets used to train
the Context Generation Model and to build a dictio-
nary for Hokkien Transliteration Model (Table 1).
The Context Generation Model used the Dictionary
Jfrom Ministry of Education for training and test-
ing, and the Hokkien Transliteration Model used
all datasets except iCorpus for building a dictio-
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nary and used iCorpus for evaluation. Refer to
Appendix B for more details.

Dataset | Entries Count | Training Model

Dictionary from Context
Ministry of Education 16,863 Generator
(for Context Generation Model)

Dictionary from

Ministry of Education 21,077

(for Hokkien Transliteration Model) Hokkien
Tyrics 322,449 Transliteration
TAT 39,260 Model
Chhoetaigi 49,958

iCorpus 450

Table 1: Datasets for model training and testing. The
datasets have been carefully curated to include a diverse
range of topics (including official information, lyrics, to
civics) to ensure that robust models are built. Italicized
font is used to refer to dataset names.

2.1.2 Taiwanese Hokkien Translation Model

ATAIGI is integrated the Taiwanese Hokkien Trans-
lation Model introduced by Lu et al. (2024) is in-
tegrated to translate Mandarin and English from
and to Taiwanese Hokkien. The model uses a col-
lected Hokkien monolingual corpus and parallel
datasets to train a LLaMAZ2-based model (Touvron
et al., 2023). They conducted experiments to en-
hance dual translation performance between Tai-
wanese Hokkien with both English and Traditional
Mandarin Chinese, resulting in the state-of-the-art
translation® between Hokkien and these two high-
resource languages in the open-source domain.

2.1.3 Context Generation Model

The Context Generation Model generates an ex-
ample sentence in Taiwanese Hokkien containing
the specified phrase for the user to understand the
usage of the phrase in a sentence and contextual
setting. The model utilizes supervised fine-tuning
with a pre-trained Hokkien 13B model (Lu et al.,
2024) based on Llama2 model that is trained us-
ing over 630,000 tokens to generate sentences
for given Taiwanese Hokkien phrases. A LoRA
adapter (Hu et al., 2021) is trained on top of the
pre-trained model using the dataset Ministry of Ed-
ucation dictionary®, to better fine-tune the context
generation model to output context that aligns more
closely with daily usage of certain words. Refer
to Appendix C for more details with the LoRA
training.

3Achieved BLEU scores of 20.99 and 32.98 for trans-
lations from English and Traditional Mandarin Chinese to

Taiwanese Hokkien Hanzi, respectively.
The Ministry of Education dictionary
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We designed two types of prompts to generate
contexts containing phrases. The first provides the
phrases to the model and allows the model to gen-
erate example sentences composed of the phrases.
However, due to a repetition error where one single
word or phrases are repeated, we designed a second
prompt to force the model to overcome this error
by starting the phrase and preventing the model
from taking over the context. Refer to Appendix D
for more details.

2.1.4 Text2Image Model

To help users understand the context and meanings
of the example sentence, we used a Text2Image
Model that generates images that match the corre-
sponding example sentence.

The Text2Image Model is based on the text-to-
image diffusion model DALL-E 3 from the Ope-
nAl API. Since DALL-E 3 only takes English
prompts as input, the Hokkien contextual sentences
generated by the Context Generation Model are
first translated into English before being sent into
the Text2Image Model. Furthermore, the API for
the DALL-E 3 model has safeguards that ensure
the quality of the images generated, and no harmful
content will be generated from the model.

To ensure that the Text2Image Model outputs
appealing visual content for language learning, we
requested for “comic” style in the prompts for the
DALL-E 3 model.

2.1.5 Hokkien Transliteration Model

The Hokkien Transliteration Model converts
Hokkien Hanzi sentences into its complementary
Hokkien Romanized phonetic representations so
that the user can read the Hokkien pronunciation.
This model functions by receiving input text in
Hokkien Hanzi characters and producing the corre-
sponding Romanized phonetic representation.

To achieve this, the implementation utilizes the
jieba’ segmentation tool to segment the input text
into individual Hanzi words. These segmented
words are then Romanized using a comprehensive
dictionary consisting of 88, 000 pairs of Hokkien
Hanzi words and their corresponding Romanized
phonetic representations. The dictionary is con-
structed from a dataset containing 432, 744 pairs of
sentences and encompasses both individual words
and complete sentences. Adhering to the Taiwan
Language Phonetic Alphabet, each Hanzi word’s

’jieba text segmentation: A popular Chinese word seg-
mentation module tool.
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Figure 2: User Flow Diagram of ATAIGI showing Seamless User Interface and Effective Functionality.

representation is hyphenated for multi-syllable
words, which is used to construct the dictionary.
The selection process for the phonetic representa-
tion of each Hokkien Hanzi word prioritizes the
most frequently occurring representation. Addi-
tionally, the system records each Hanzi character
alongside its corresponding phonetic representation
during the pairing process.

When a segmented word lacks a direct trans-
lation in the dictionary, a maximum matching al-
gorithm is employed to translate the word. The
phonetic representations are then hyphenated since
they are within the same word.

2.1.6 Text2Speech Model

The Text2Speech Model is an extension of the Tai-
wanese across Taiwan (TAT) corpus (Liao et al.,
2022), the first large-scale publicly available cor-
pus of modern Taiwanese from across Taiwan. The
authors used it as a dataset for model training
and produced a high-quality Taiwanese language
tool. By giving Hokkien phrases or sentences
such as those generated by the Hokkien Transliter-
ation Model and Context Generation Model, the
Text2Speech Model generates audible Taiwanese
Hokkien speech.

2.2 Frontend Framework Implementation

The deployed tool revolves around a REACT
NATIVE web application, selected for its cross-
platform compatibility with an emphasis on mobile
users. Developed with EXPO in REACT NATIVE,
NODE, NATIVE BASE (UI component library), and
No-SQL database FIREBASE. The application is
GITHUB auto-deployed with NETLIFY.

The user flow (Figure 2) with our application
is as follows: upon inputting a phrase (with op-
tional phrase suggestion) in English or Chinese
(A), the back-end logic checks if the input exists in
the database (B, C) and retrieves the corresponding
translation, definitions, and example sentences (D1,
D2, D3), along with API calls to the models de-
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scribed earlier (E) to retrieve visual representation
and pronunciation (F). If the input does not exist,
the application calls APIS (E) to retrieve the trans-
lation, visual representation, and pronunciation (F).
The system logs unrecognized inputs for future
evaluation and prevents the generation of mislead-
ing outputs for undefined words. At the bottom of
the results page, users can provide positive or neg-
ative feedback using thumbs up or thumbs down
buttons and leave comments on any app features
to enhance user experience. More details can be
found in Appendix E.1

The utilization of a database in our application
serves a critical role in reducing the amount of
time required for the user to get a response. Our
database aims to prioritize efficiency and scalabil-
ity to ensure possible future amendments to our
model and our learning tool, bringing us to the
database schema that contains two primary col-
lections, sentence and translation, with details
shown in Table 2.

3 Evaluation

Comprehensive evaluations were conducted for
each model to ensure effective contribution and
acceptable model performance. The evaluation is
crucial for the correctness of each of the models
by verifying that it: 1) functioned as intended, 2)
generated the intended data, and 3) contributed ef-
fectively to the overarching objective.

Context Generation Model To ensure the Con-
text Generation Model generates appropriate sen-
tences, we evaluated its fluency, semantic correct-
ness and sentence length. We utilize the state-of-
the-art language model GPT-4 to assess these as-
pects (Fu et al., 2023). Customized prompts in-
cluded the phrase, its corresponding sentence in
Hokkien and its definition (Appendix D). We used
GPT-4 to rate the fluency and semantic consis-
tency between the generated sentence and the def-
inition of the Hokkien phrase on a 10-point scale.



Collection | Field Description

sentences

Sentence translationList

Stores sentences in Traditional and Hokkien Chinese, and English.
A list of unique document IDs in the Translations collection.

Translation | englishDefinitions
englishInput
hokkienTranslation

sentence

imageURL The URL of a pre-generated image (Figure 1) from the input phrase.
chineselnput The input phrase in simplified or traditional Chinese.
definitions Hokkien explanations of the phrase.

English explanations of the phrase

The input phrase in English.

The translated Hokkien phrase.

A unique document ID in the Sentence collection.

Table 2: Database Schema for the ATAIGI with collection type and each name of the fields with descriptions.

Due to GPT-4’s limited performance with low-
resource languages, we initially employ our Tai-
wanese Hokkien Translation Model to translate the
generated sentences and definitions from Hokkien
to English. Following this translation, we proceed
with the evaluation.

The scores rated by GPT-4 were then aggre-

gated and averaged, resulting in a fluency score
of 8.19 and a meaning score of 7.71. These scores
reflect that Context Generation Model has strong
performance, indicating that our Context Genera-
tion Model can produce sentences that are both lin-
guistically fluent and semantically coherent. This
evaluation method, using pre-eminent language
models such as GPT-4, provides a standardized,
objective and cost-effective approach to measuring
the capabilities of our Context Generation Model.
More importantly, the high fluency and meaning
scores generated demonstrate the effectiveness of
the Context Generation Model, which highlights
its robustness in our framework.
Text2Image Model In order to evaluate the im-
ages, we make use of the HEIM evaluation method
(Lee et al., 2023), where we selected two metrics
from the HEIM evaluation method , aesthetics and
alignment, supplemented by a human evaluation,
to holistically assess the quality of the image gen-
erated in our system (Table 3).

For aesthetics evaluation, we employed the
LAION Aesthetics metric (Schuhmann et al.,
2022), to quantify visual appeal. Compared to a
Stable Diffusion XL Model (SDXL 1.0), our cho-
sen model has obtained an aesthetics score higher
than the baseline SDXL model. This makes it a
better choice compared to SDXL to output more
aesthetically appealing images that complement
our system.

To evaluate the alignment between the generated
images and their corresponding sentence, we utilize
the CLIP Score (Hessel et al., 2021) , indicating
the degree of alignment between the visual content
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and the textual descriptions. Our chosen model
has obtained a better CLIP Score than a standard
SDXL model, making it a better choice than SDXL
to output images that align better with the given
context.

In addition to these automated metrics, we con-
ducted a human evaluation on the Text2Image
Model alongside the user study for our system.
This human assessment provides a holistic judge-
ment that complements the machine-derived scores
mentioned previously. In the user study, our chosen
model received a high rating of 4.6/5 on average,
across all image component questions, demonstrat-
ing its effectiveness. Details on the user study will
be elaborated in the Qualitative Human Evalua-
tion section.

This study employs a multifaceted evaluation ap-
proach to comprehensively analyze the model’s im-
age generation performance. Based on the scores
shown in Table 3, the DALL-E 3 model outper-
forms SDXL, and is selected for image generation
in this work due to its strong performance.

Model LAION (1) | CLIP Score (1) | Human Evaluation (1)
SDXL 1.0 6.849 30.335 3.7/5
DALL-E 3 (ours) 6.961 31.948 4.6/5

Table 3: Text2Image Model assessed on HEIM metrics.
Bold indicates the best performance in a metric. 1 indi-
cates the higher the better.

Hokkien Transliteration Model We selected 450
sentences from the iCorpus dataset to evaluate
whether the Hokkien Transliteration Model can
accurately translate the input sentences to its Ro-
manized phonetic representation. We employed
three evaluation metrics, BLEU score® (Papineni
et al., 2002), chrF++ (Popovi¢, 2015), and Word
Error Rate (WER). Two distinct evaluation strate-
gies were used. The first strategy involved adding

$BLEU is computed using 1 — 4 gram precision, uniform
weights, brevity penalty, and no smoothing by default.



spaces before and after hyphens to prevent multi-
syllable words from being inaccurately considered
as a single word in the BLEU score metric. The
second strategy involved removing hyphens to ex-
amine the performance of our model on individ-
ual words. Based on these metrics and evaluation
methods (Table 4), our approach demonstrates su-
perior performance compared to both GPT-4 and
the Hokkien LLaMA Translation Model (Lu et al.,
2024).

Model With hyphen

BLEU (1) chrF++ (1) WER(})
66.49 80.19 15.33
28.66 49.91 39.57
44.42 61.74 31.16

Without hyphen
BLEU (1) chrF++ (1) WER (})
81.14 89.94 8.39
28.11 52.96 41.85
57.01 70.81 26.73

GPT-4
Hokkien LLaMA

Table 4: Hokkien Transliteration Model assessed on
multiple metrics. With hyphen means adding spaces
before and after the hyphen, while Without hyphen
means removing the hyphen. Bold indicates the best
performance in a metric. 1 indicates the higher the better.
J indicates the lower the better.

Qualitative Human Evaluation The efficacy of
ATAIGI was evaluated through a comprehensive
study” involving 25 participants with diverse ages
and proficiency levels. The assessment encom-
passed multiple dimensions, including usage pat-
terns, functionality, learning outcomes, and user
satisfaction (Table 5). Results indicated high user
engagement (mean 10 sessions per week), with all
subjects demonstrating enhanced language profi-
ciency (mean increase of 18 points in test scores).
Participants were also tested on their listening and
reading comprehension skills using reference ma-
terials from official sources'?, further validating
the learning outcomes. The overall satisfaction
and unanimous intent to continue using ATAIGI
highlight its effectiveness as a learning platform,
emphasizing its potential for endangered language
education and cultural heritage preservation across
generations and proficiency levels.

4 Conclusion

Our ATAIGI is designed to teach Taiwanese
Hokkien through phrases, example sentences, pic-
tures, audio speech, and translations. The system
is composed of five Al models, the most notable
of which include an innovative Context Genera-
tion Model and high-quality Hokkien Transliter-
ation Model. This system aims to prevent the ex-
tinction of low-resource languages and bridge the

° ATaigi Survey Link
Hokkien Test Link
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Metric

Sample size

Age range

Weekly usage frequency

Core functionality efficacy

Perceived vocabulary acquisition

Cultural comprehension enhancement

Initial test score Average

Midterm test score range (First week)

Final test score range (One month)

Willing to use ATAIGI instead of Dictionary or ChatGPT
Perceived contribution to language preservation
Overall user experience and usability

Opverall satisfaction

Fluent
10
14-50+ years
8.7 sessions  12.3 sessions
3.5/5 4315
3.3/5 4.0/5
3.0/5 3.6/5
65.4/100 44.8/100
75.2/100 60.5 /100
82.1/100 73.3/100
45/5 48/5
4.715 4.9/5
47515
45/5

Beginner
15

Table 5: User Study Evaluation Metrics of ATAIGI. Key
performance indicators and user feedback are summa-
rized from a questionnaire survey, with ratings on a
5-point scale. Results are divided into fluent users and
beginners.

gap between different languages and generations.
Empirical evaluation with heterogeneous partici-
pants substantiated ATAIGIs efficacy in enhancing
Hokkien proficiency, confirming its potential for
endangered language preservation. In the future,
speakers of low-resource languages could use this
system to overcome cross-language barriers and
preserve their cultural heritage.

5 Limitations

The system architecture of ATAIGI is designed with
high levels of modularity and flexibility, thus en-
abling seamless integration of state-of-the-art mod-
els as these become available. While the current
image generation model may not represent the lat-
est advancements, it provides a solid foundation
for continuous improvement. Similarly, the Con-
text Generation Model is evaluated using GPT-4,
with Hokkien sentences translated into English due
to GPT-4’s limited Hokkien proficiency. Despite
the acknowledged tendency of GPT-4 to produce
high scores, it is important to note that the Hokkien
transliteration model was initially evaluated using
450 sentences, thereby establishing a benchmark
for future expansion.

The implementation of the tool framework may
lead to higher storage costs, particularly in image
storage. Assuming a worst-case scenario where
each word in the Taiwanese Hokkien Language
Common Words Dictionary requires a unique im-
age, this would be approximately 16,000 images or
60 GB, which is a very large cost in terms of pre-
computed storage. Currently, we are parsing manu-
ally generated CSV data to upload to FIREBASE to
reduce load time and provide pre-computed results,
which would not be feasible for larger datasets. In
addition, FIREBASE, being a No-SQL database,


https://docs.google.com/document/d/1nzBWDiqMFtzldBhuzF3I3lbqGAh_lmUlbIZAMhTQc78/edit?usp=sharing
https://drive.google.com/drive/folders/1mF8BCKdW6rsJEpo2VTzIJZNSo3pvLAGn?usp=share_link

is suitable and scalable for the current use case.
However, if the tool requires more complicated
relational database features, it could lead to incon-
veniences. Transitioning to SQL databases paired
with ORM such as PRISMA would provide better
structure and long-term scalability and make the
usage of No-SQL redundant. However, this transi-
tion would involve an initial increase in production
time.

Ethics Statement

Ensuring the appropriateness and reliability of con-
tent is significant, especially within the context of
an educational tool, where even minor deviations
can yield substantial impacts. Consequently, this
study has deployed rigorous human vetting proto-
cols before incorporating example sentences into
the database. The objective of this manual review
process is to filter and eliminate any sentences or
visuals that may depict violent or vulgar content.
This screening procedure becomes particularly vi-
tal in situations where the model demonstrates a
tendency to generate violent or inappropriate text
and images. This action is pivotal in maintaining
the ethical integrity of the application and ensuring
the provision of suitable and constructive content.

The paper has been approved by Ontario Tech
REB: 17995 and UofT REB: 00046686.
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Appendix
A Background and Preliminaries

Taiwanese Hokkien, also known as Hokkien,
Hoklo, Taigi, Southern Min, or Min Nan, is a
branch of the Southern Min dialects. It has evolved
independently of those in Fujian due to histori-
cal and geographical separation and has been in-
fluenced by indigenous languages, Dutch, and
Japanese (Liao et al., 2020). The writing system for
Taiwanese Hokkien is currently categorized into
four types: Traditional Chinese with additional
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characters (Hanzi), two types of Romanization sys-
tems known as Péh-6e-ji (POJ) and kau-iok-poo
Tai-16 (KIP), as well as mixed representation. This
paper exclusively uses KIP for Romanization.

B Dataset Details

The Dictionary from Ministry of Education
serves as a key resource for training our Context
Generation Model and building a dictionary for
Hokkien Transliteration Model. This authoritative
dictionary provides crucial word information, pho-
netic readings, definitions, and example sentences.
From its 16, 863 usable entries, a random split for
training and test data yielded 9,446 entries for
training and 7,417 for testing, focusing on words
with example sentences and excluding idiomatic
expressions. Hokkien Transliteration Model uses
21,077 entries for its dictionary.

The lyrics dataset was compiled from Hokkien
songs shared in Facebook communities'!, totaling
322,449 entries.

The TAT dataset consists of 39,260 entries
sourced from speech transcription texts from the
Taiwanese Across Taiwan (Liao et al., 2020) speech
recognition competitions.

The ChhoeTaigi'> dataset integrates multiple
datasets, compiled and digitized for easier retrieval
of Hokkien words. In total, we used 49, 958 entries.

iCorpus' is created by Academia Sinica. dataset
is composed of news articles from diverse domains.
We selected 450 entries from this corpus to evaluate
our Hokkien Transliteration Model.

C Training Details for Context
Generation Model

We implemented parameter-efficient fine-tuning
via LoRA with the specifications shown below:

Learning Rate | le-4
LoRA Rank 64
Dropout Rate | 0.05

Table 6: Training settings for Context Generation Model

"'The compilation of Taiwanese Hokkien songs by private

citizens, featuring Hokkien lyrics and its Romanized forms.
Zhttps://github.com/ChhoeTaigi/ChhoeTaigiDatabase
BThe Taiwanese Hokkien News Corpus
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D Prompts Used in Context Generation
Model

Our ATAIGI uses two types of prompts to
generate data for different scenarios.  Dur-
ing the model training process, we input Tai-

wanese Hokkien phrases at . Prompt
ates sentences for each word, most of which are
fluent and reasonable. However, some words are
not included in the generated sentences or do not
form reasonable sentences after several attempts.
Therefore, prompt " is used
to process this part of the text. It is important to
note that the generated sentence will always start
with the specified word due to a prompt limitation.
Therefore, this characteristic is considered of lower
priority.

On the other hand, we use GPT3.5-turbo via
prompt to evaluate the output of the Context Gener-
ation Model. The evaluation template is generated
by GPT4. The input should include the Taiwanese
Hokkien phrase in , the Taiwanese Hokkien
sentence in [igeae=l, and the Chinese definition
of the phr. The evaluate
prompt template is as follows.
Word: {word}

Sentence: {sentence}

Word definition: {definition}

On a scale of 1-10, how fluent and
logical does this sentence appear to be
? In the context of this sentence?, how

match does the meaning of this word and

its defined explanation? On a scale of
1-10

E Frontend Details

E.1 Application Structure Overview

The application’s architecture is modular, focusing
on specific user interface components and inter-
action handling. The main components are User
Interface that is designed for easy navigation and
interaction, it displays translation results along with
pronunciation and images. API Calls facilitates
communications with the connection endpoints to
the models. Back-end Logic efficiently manipu-
lates data to store and display it from the database.

User Interface The user interface (Figure 3 in
Appendix) contains five pages: landing, home,
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Result
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Hokkien Translation
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2 BENEY. 8,
3. B S,
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English Definition

Chinese Example Sentence
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English Example Sentence

People used to be more sentimental

1. Along time ago.

2. Things and stories from the past.

3. Simple and old-fashioned.

4.Bad o terrible.

5. Appendix - Hundred Family Surnames.

&

Feedback: | Natural transiation
Correct context/image  Polite

Context Appropriate language  Good pronunciation

Natural translation

Submit

) 0 rusheoss £33 sevng

Figure 3: User Interface. Develop user-friendly inter-
faces to enhance usability and user experience.

loading, result, and settings.

API Calls The REACT NATIVE application uti-
lizes AX10s!, a promise-based HTTP client, to
manage API calls. This choice allows for an
efficient and straightforward way to send asyn-
chronous HTTP requests to REST (Represen-
tational State Transfer) endpoints and perform
CRUD (CREATE, READ, UPDATE, and DELETE)
AX10S simplifies the process of fetching data and
handling responses, making the app’s data interac-
tion smooth and reliable.

Back-end Logic The back-end logic mainly han-
dles the following functionalities, store data from
EXCEL files to FIREBASE, CRUD for database
collections as needed and enables the user flow as
discussed previously (Figure 2).

E.2 User Interface

Frontend user interface of the application (Figure 3)
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