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Abstract
Scientific figure captions are essential for com-
municating complex data but are often over-
looked, leading to unclear or redundant descrip-
tions. While many studies focus on generating
captions as an ‘output’, little attention has been
given to the writer’s process of crafting captions
for scientific figures. This study examines how
researchers use AI-generated captions to sup-
port caption writing. Through thematic anal-
ysis of interviews and video recordings with
18 participants from diverse disciplines, we
identified four key themes: (1) integrating cap-
tions with figures and text, (2) bridging gaps
between language proficiency and domain ex-
pertise, (3) leveraging multiple AI-generated
suggestions, and (4) adapting to diverse writ-
ing norms. These findings provide actionable
design insights for developing AI writing assis-
tants that better support researchers in creating
effective scientific figure captions.

1 Introduction and Backgrounds

Scientific figures communicate complex data and
concepts to readers in research papers (Durbin Jr,
2004). These figures are accompanied by captions,
providing essential context and explanations to en-
hance the reader’s understanding of the presented
information (Qian et al., 2021). Writing figure
captions may seem straightforward, but many re-
searchers overlook them, resulting in unclear expla-
nations that confuse readers (Jambor et al., 2021;
Huang et al., 2023). Crafting a good caption de-
mands clarity, brevity, and alignment with the fig-
ure’s purpose, making it more challenging than
it appears. It requires specialized language and
detailed explanations to effectively communicate
abstract and complex scientific concepts (Gomez-
Perez and Ortega, 2019). The difficulty of this task
has contributed to the prevalence of low-quality
captions in scientific literature (Huang et al., 2023),
highlighting the need for improved approaches to
caption writing.

Meanwhile, artificial intelligence (AI), espe-
cially large language models (LLMs), offers seem-
ingly promising solutions for producing reasonable
quality captions (Anagnostopoulou et al., 2024;
Liew and Mueller, 2022; Rotstein et al., 2024;
Gopu et al., 2023). For example, the SCICAP

project (Hsu et al., 2021) compiled a large dataset
of scientific figures and captions from arXiv pa-
pers to develop models for generating high-quality
captions for scientific figures. Many caption-
generation models have been proposed for scien-
tific figures (Rojas and Carranza, 2024; Cao and
Liu, 2024; Singh et al., 2023; Wu et al., 2024).
Despite these advancements, there remains a lim-
ited understanding of how AI-generated captions
benefit writers of scholarly papers. While prior re-
search has demonstrated that AI-generated captions
are effective from a reader’s perspective, as shown
through human evaluation methods (Zhang et al.,
2024; Aguirre et al., 2023; Hsu et al., 2023), their
utility for writers has been underexplored from
a Human-Computer Interaction (HCI) perspec-
tive. Prior studies often only focused on readers’
perspectives—having people evaluate AI-generated
captions by providing ratings or feedback—rather
than examining the writing process itself from the
writers’ perspective. Recent efforts have started
to address this gap. For instance, SCICAPENTER

showed that AI-generated captions can reduce cog-
nitive load for writers (Hsu et al., 2024), and an-
other study investigated how different configura-
tions and inputs improve caption generation to as-
sist writers (Ng et al.). However, these efforts em-
phasize quantitative measures, such as cognitive
load or usability of AI outputs, and fall short of
capturing qualitative, higher-level insights from
practitioners engaged in the caption-writing pro-
cess, which can guide the design of future writing
assistants.

This paper seeks to address this gap by exam-
ining how scholarly paper writers interact with
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AI-generated captions during the writing process
through a qualitative lens. We analyzed video
recordings and transcripts from a think-aloud
study (Ng et al.) in which participants rewrote
figure captions for their previously published pa-
pers, as well as their post-study interview responses.
Using thematic analysis (Clarke and Braun, 2017),
guided by a design space for writing assistants pro-
posed by Lee et al. (Lee et al., 2024), we tailored
the framework to the unique context of scientific
figure captions. We identified four main themes in
the study data: (i) the multimodal and complex con-
text inherent in figure caption writing, (ii) the gaps
between domain-specific knowledge and linguistic
expression, especially in describing complex scien-
tific concepts in English, (iii) the diverse ways par-
ticipants utilized AI-generated suggestions, and (iv)
the variations in norms and conventions for figure
captions across different academic disciplines. By
identifying these challenges and insights, this paper
seeks to bridge the gap between current AI capa-
bilities and the specific needs of scientific writers,
contributing to the advancement of more effective
and intuitive writing assistance technologies.

2 Methods

2.1 Data

We acquired the video recordings and transcripts
collected in a prior study by Ng et al. (Ng
et al.), which involved 18 participants from di-
verse research fields. The participant pool included
researchers from Computer Science/Informatics
(28%), Human-Computer Interaction (22%), Artifi-
cial Intelligence/Robotics (17%), and other fields
such as Energy and Minerals Engineering, Me-
chanical Engineering, Environmental Engineering,
Chemistry/Biochemistry, Materials Science, and
Cybersecurity (6% each). Participants were aged
22 to 44, with the majority (78%) between 26 and
29 years old. 72% of participants reported that
English was not their first language. We briefly
outline their study protocol below.

Original Study: Caption Re-Writing Study
and Interview. The original study used a mixed-
methods approach that combined writing tasks,
think-aloud protocols, and semi-structured inter-
views (Ng et al.). Sessions were conducted via
Zoom and lasted approximately one hour. The
procedure consists of three main steps: (1) Pre-
task Interview, participants described their typical

caption-writing process, figure creation methods,
and characteristics of effective captions.

(2) Writing Task, participants received a
Google Doc link to rewrite two captions from their
previously published works. They were provided
with three configurations of AI-generated captions
using GPT-4o, which varied by input type and out-
put length:

1. UNLIMITED: Figure image and reference
paragraphs as input, with no output length
restrictions.

2. 30-WORD: Same inputs as UNLIMITED, but
output limited to 30 words.

3. TEXT-ONLY: Reference paragraphs only
as input (no image), with unlimited output
length.

An example of these caption generation config-
urations is provided in Appendix A (Fig. 2). Par-
ticipants could use these AI-generated captions in
any way they found helpful while completing their
task. Throughout the process, participants verbal-
ized their thoughts using a think-aloud protocol.

(3) Post-task Interview, participants reflected
on the AI-generated options, suggested improve-
ments for AI tools, and compared their rewritten
captions to the originals.

2.2 Analysis Approach

We conducted a qualitative analysis to explore how
participants interact with AI-generated captions,
how they write captions, and how they view AI use
for scientific figures.

We adopted an existing design space for intel-
ligent writing assistants by Lee et al. (Lee et al.,
2024) as our deductive framework, applying its
five aspects, i.e., Task, User, Technology, Interac-
tion, and Ecosystem, to organize and interpret the
data. We used thematic analysis (Clarke and Braun,
2017) on interview transcripts and video record-
ings as follows: First, the first author of this paper
reviewed all the transcripts and manually annotated
text spans relevant to the five aspects. Then, these
annotation were then grouped into specific codes
(Fig. 1). Finally, the codes were synthesized into
higher-level themes, capturing areas of agreement
and divergence among participants. As a result, we
identified four main themes from the data, which
we describe in the section below.

2



Figure 1: Codes developed for qualitative analysis of researchers’ interactions with AI-generated captions, catego-
rized under Lee et al. (Lee et al., 2024)’s design space aspects: TASK, USER, INTERACTION, and ECOSYSTEM.

3 Findings

Our analysis identified four key themes regarding
researchers’ experiences with AI-generated cap-
tions for scientific figure caption writing. These
themes corresponded to the TASK, USER, IN-
TERACTION, AND ECOSYSTEM aspects of the
guiding design space (Lee et al., 2024), while the
TECHNOLOGY aspect was less prominent in partic-
ipants’ concerns. Below, we detail the four themes
that emerged from our thematic analysis, noting
their alignment with the relevant design space as-
pects. In the following, we used the participant
labels (P1, P2, P3, etc.) from the original interview
study. Keeping these labels maintains consistency
between our analysis and the prior work.

3.1 Considering Figures, Captions, and Text
in a Multi-modal Context (TASK)

Our findings reveal a strong connection between
figures, captions, and main text in research papers.
Participants stressed the need for AI-generated cap-
tions to align with each figure and its context (P2,
P3, P7, P8, P11, P12). For example, P2 highlighted
the importance of context awareness: “It depends
on the figures in different sections of the research
papers. If it is in the results section or the methods
section, we will use the precise [caption].” More-
over, our findings highlight the importance of treat-
ing captions, figures, and main text as an intercon-

nected whole (P1, P2, P3, P7, P11, P15, P16). As
P15 explained: “It depends on the situation or con-
text of the paragraph. Sometimes I write text first
and then add the captions and images [figures].
But sometimes, if I already have images [figures], I
make sentences around them.”

Many participants also emphasized the impor-
tance of avoiding redundancy among figures, cap-
tions, and the main text (P7, P9, P11, P14, P16,
P17). As P11 noted: “Add details and data in cap-
tions or under figures that you didn’t mention in the
text of your paper... if you have described or men-
tioned some of the details that is [sic] visible in the
figure, there is no need to repeat that information
over and over again in the caption.”

3.2 Gaps in Confidence Across Language and
Domain Knowledge (USER)

Our findings indicate a clear contrast in partici-
pants’ confidence regarding language proficiency
versus technical or domain expertise. Many par-
ticipants, especially non-native English speakers,
reported lower confidence in writing captions due
to language concerns (P4, P5, P8, P10, P15). As
P8 noted: “Difficult to write these long captions
because for me it’s hard to construct nice and beau-
tiful sentences.” By contrast, participants generally
felt more assured in their domain knowledge (P1,
P11, P15, P16, P18). Several even believed their
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expertise surpassed the capabilities of AI. For ex-
ample, P1 remarked: “I feel like I know best. And
so I would do what I think is best. I feel like I might
know better than AI on how to caption the figure
on my paper.”

This theme highlights a key challenge in caption
writing: many researchers, especially non-native
English speakers, struggle with language despite
their technical and domain expertise. For captions
specifically, this language barrier is significant be-
cause captions must clearly communicate complex
visual information independently.

AI captioning tools can address this gap by
complementing researchers’ domain knowledge
with language support: Researchers verify scien-
tific accuracy, while AI improves linguistic clarity.
This collaboration directly addresses the unique
demands of figure captions, helping researchers
create clear, accessible visual explanations for di-
verse scientific audiences.

3.3 Leveraging Multiple (AI) Suggestions and
Perspectives (INTERACTION)

In the original study, participants were presented
with multiple AI suggestions generated by different
approaches. Our analysis shows that offering mul-
tiple perspectives—despite being generated by AI
instead of humans—can be beneficial, as it could
inspire paper writers. Paper writers can explore dif-
ferent angles instead of relying on a single solution,
thereby enhancing creativity and decision-making.
We further break it down into two types of usages:

3.3.1 Inspiration Through Diversity of
Suggestions

Participants valued AI’s ability to present mul-
tiple approaches to caption writing, often using
these ideas as inspiration rather than direct answers.
Many participants (P2, P3, P4, P6, P9, P10, P11,
P13, P14, P15, P16, P17, P18) incorporated multi-
ple suggestions into their work, finding it helpful
to compare options and select the most useful el-
ements for their final captions. P3 offered an in-
sightful analogy: “[It] feels like having three extra
collaborators write captions for me and then I’m
like cherry picking different parts to write my cap-
tion.” This collaborative view highlights how AI
can supplement, rather than replace, human creativ-
ity in scientific writing.

3.3.2 Trust Through Repetition of Suggestions
A notable finding emerged on how participants han-
dled multiple AI-generated suggestions. Partici-
pants often used a comparative approach, trusting
elements that appeared consistently across differ-
ent outputs. As P10 noted: “I will read all the
suggestions and think about what is [sic] the com-
mon things in the captions, so which means that
kind of information is important.” Several partici-
pants (P6, P10, P14) observed that seeing similar
content across AI suggestions influenced their own
writing, guiding them to adopt particular phras-
ings or details. This observation reveals a potential
cognitive bias in AI writing assistants, where repe-
tition across suggestions may inadvertently shape
researchers’ perceptions of what is important or
accurate. Recognizing this effect is essential for
designing AI tools that support, rather than unduly
influence, scientific communication.

3.4 Adapting to Diverse Norms in Scientific
Writing (ECOSYSTEM)

Our analysis identified significant variations in
caption writing practices across scientific disci-
plines and publication venues, shaped by explicit
venue-specific requirements and implicit discipline-
specific styles. It highlights the complex challenges
researchers face when crafting captions. These
challenges involve balancing formal guidelines
with unwritten conventions:

3.4.1 Explicit Venue-Specific Requirements
Participants stressed the importance of following
explicit guidelines set by conferences and journals,
highlighting a need for flexible AI writing assis-
tants. Several participants (P4, P6, P10, P11, P12,
P18) noted challenges related to page or word lim-
its and specific formatting rules. As P10 explained:
“A lot of conference and journal have different lim-
its. Sometimes I want to write more information,
but I have to cut down some of it.” This tension
between providing comprehensive captions and ad-
hering to publication constraints suggests that AI
tools should be capable of tailoring output to spe-
cific venue requirements, such as word count or
formatting rules.

3.4.2 Implicit Discipline-Specific Styles
Beyond explicit guidelines, variations in caption
styles across disciplines presented a more implicit
challenge. Many participants (P2, P5, P7, P8, P9,
P11, P12, P15) reported relying on examples from
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their field to guide their caption writing. As P15
described: “If I make the captions for the [figure],
then first I refer to other papers because there are
a lot of papers about with the same or similar
topics.”. This reliance on field-specific examples
highlights the influence of unwritten disciplinary
norms on caption writing. These norms are often
understood within the community but not explicitly
documented. Some participants also noted highly
specific conventions unique to their fields. For in-
stance, P9 remarked: “I don’t know other majors
and other research papers, how they arrange their
papers. But I think for data science area, it is not
professional to include numbers [in captions].”

These findings reveal a wide range of implicit
writing styles across disciplines that researchers
learn through exposure and practice rather than
formal guidelines.

4 Discussion

Our analysis identifies four key themes that can
guide the development of more effective writing
assistants for scientific figure captions: (1) inte-
grating captions with figures and text, (2) address-
ing gaps between language proficiency and do-
main expertise, (3) utilizing multiple AI-generated
suggestions, and (4) accommodating diverse writ-
ing norms. In this section, we propose practi-
cal design recommendations for future caption-
writing tools, using two illustrative examples to
highlight strengths and limitations: SCICAPEN-
TER (Hsu et al., 2024), which generates captions
with quality ratings and contextual information
to aid refinement (see Appendix B, Fig. 3), and
FIGURA11Y (Singh et al., 2024), which focuses on
accessibility by creating alt text drafts and offering
interactive revision tools (see Appendix C, Fig. 4).
By analyzing these systems, we identify gaps in
current approaches and offer insights to guide the
development of more versatile and user-centered
AI writing assistants.

4.1 Design Suggestions

4.1.1 Integrating Captions with Figure and
Text

Our study showed that writers often struggle to
maintain consistency between captions, figures,
and main text. While SCICAPENTER partially
addresses this need by displaying related figure-
mentioning paragraphs alongside captions, provid-
ing useful context during caption editing. However,

it lacks deeper integration between captions and
the broader manuscript structure for the writer to
tracing the connection easily.

Recommendation. Future AI caption writing
tools could enable interactive linking between cap-
tions, figures, and text to improve consistency and
reduce redundancy:

1. Interactive Linking and Visualization: Cre-
ate clickable, color-coded links between fig-
ure components, captions, and related text sec-
tions, allowing researchers to easily trace rela-
tionships between different elements of their
manuscript, enhancing overall coherence.

2. Automated Consistency Checking: Imple-
ment automated checks to flag discrepan-
cies in terminology or data representations,
prompting researchers to review and refine
content for improved accuracy and coherence
throughout their manuscripts.

4.1.2 Bridging Language Gaps While
Incorporating Domain Expertise

AI tools excel at generating linguistically co-
herent captions but often struggle with nuanced
domain-specific knowledge. While systems like
FIGURA11Y demonstrate the potential of human-
AI collaboration, they still have limitations in
understanding complex domain-specific relation-
ships.

Recommendation. Future AI caption writing
tools could combine AI language capabilities with
user domain expertise:

1. Domain Knowledge Input Interface: Al-
low researchers to input key domain concepts
or terminology, guiding AI outputs to ensure
captions are tailored to specific disciplines
or venues. This could involve developing an
interface where users can upload custom glos-
saries or select from a searchable ontology of
domain-specific terms, which would help the
AI model generate more accurate and relevant
captions.

2. AI Confidence Highlighting and Output Re-
finement: Develop AI models that assess their
confidence in generated content, highlighting
areas of low confidence for user refinement,
thus leveraging human expertise to ensure sci-
entific accuracy.
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4.1.3 Leveraging Multiple AI Suggestions
Our study revealed that diverse AI suggestions in-
spire creativity. SCICAPENTER generates multiple
options with quality ratings, but lacks diversity in
focusing on different aspects of the figure (e.g.,
methods vs. results).

Recommendation. Future AI caption writing
tools could generate and combine diverse sugges-
tions:

1. Multi-prompt Generation: Implement paral-
lel prompting strategies using different instruc-
tion sets (e.g., focusing on visual elements,
data relationships, or research implications).

2. Interactive combination interface: Provide
a modular editing environment where users
can combine elements from multiple sugges-
tions, such as drag-and-drop paragraph com-
ponents.

4.1.4 Adapting to Diverse Writing Norms
Participants noted that caption styles vary across
disciplines and venues. While existing systems like
SCICAPENTER provide general-purpose solutions,
they lack customization for specific norms. For
example, it does not allow users to tailor captions
to discipline-specific styles or venue requirements.

Recommendation. Future AI caption writing
tools could adapt to different writing contexts:

1. Venue-Specific Template: Offer pre-
configured templates based on common
guidelines from major journals to ensure
compliance with submission standards (e.g.
word limits, formatting conventions).

2. Exemplar-Based Learning: Analyze cap-
tions from similar publications within a disci-
pline to generate outputs aligned with estab-
lished norms, using visually or contextually
similar figures as guides.

4.2 Limitations
Our study provides valuable insights into how re-
searchers interact with AI-generated captions for
scientific figures, but it has limitations that should
be addressed in future research. First, the original
study’s controlled environment, where participants
rewrote captions for their previously published pa-
pers, may not fully capture the complexities of real-
world scientific writing scenarios. Typically, paper

authors write captions for works in progress rather
than published papers, which presents different
challenges and considerations. Second, while we
refer to SCICAPENTER and FIGURA11Y as exam-
ples to illustrate design suggestions, these systems
differ significantly from the original study setup.
In the study, participants received AI-generated
captions through Google Docs in a one-way in-
teraction—they could not prompt the AI for re-
finements or engage in iterative feedback. This
contrasts with SCICAPENTER and FIGURA11Y,
which offer interactive caption refinement capabili-
ties. Our work provides foundational insights into
researchers’ needs that could enhance these and
future systems.

5 Conclusion and Future Work

This study explored how researchers interact with
AI-generated captions to improve scientific figure
caption writing. By conducting thematic analy-
sis of interviews and video recordings, we identi-
fied four key themes: (1) integrating captions with
figures and text, (2) bridging gaps between lan-
guage proficiency and domain expertise, (3) lever-
aging multiple AI-generated suggestions, and (4)
adapting to diverse writing norms. These themes
highlight the unique challenges of caption writ-
ing and provide actionable insights for designing
AI writing assistants. By focusing on the writer’s
process rather than just the output, this research
contributes to a deeper understanding of how AI
can assist researchers in crafting effective figure
captions. These insights lay the groundwork for
developing more effective and intuitive AI tools
that enhance scientific communication.

Building on these insights, future research
should focus on developing and testing AI tools
for scientific caption writing in real-world scenar-
ios. Such evaluations will reveal their effectiveness
and usability while providing deeper insights into
researchers’ needs and challenges. Observations of
authentic writing practices will guide refinements,
ensuring that AI systems address the complexities
of caption writing across disciplines. This work
will lead to more adaptable, user-centered AI solu-
tions that enhance both the writing process and the
quality of scientific communication.
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A AI-Generated Caption Example

Figure 2: GPT-4o generated captions in three different configurations: (i) GPT-4o (image+text) with a 30-word
limit, (ii) GPT-4o (text-only) with unlimited length, and (iii) GPT-4o (image+text) with unlimited length. Reprinted
From (Ng et al.).
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B Design of SCICAPENTER

[This image shows the interface of the SCICAPENTER system, which includes several key components for
document and caption management.]

Figure 3: Overview of SCICAPENTER system interface. PDF Upload Panel (A): A drag-and-drop interface for
uploading PDF files. Navigation Bar (B): A horizontal bar showing a list of figures extracted from the uploaded
document. Figure Image (C): The main area displaying the image of the selected figure. Caption Editor (D): A
text box for editing the caption of the selected figure. Caption Rating (F): A feedback system that allows GPT to
rate the quality of the caption, represented by a star rating. Caption Analysis (Check Table) (E): Icons indicating
the presence or absence of key elements in the caption, such as helpfulness or takeaway message. Explanation for
the Rating (G): A textual explanation providing insight into why a particular star rating was given to the caption.
Machine-generated Captions & Their Ratings (H): This section includes long and short captions generated by
AI models, each accompanied by their respective star ratings. Figure-mentioning Paragraphs (I): Paragraphs in
the document that mention the target figure, providing context or additional information.

9



C Design of FIGURA11Y

[This image shows the interface of the FIGURA11Y system, which includes several key components for
document and caption management.]

Figure 4: Overview of FIGURA11Y system interface. On the left, it shows (A) the figure and (B) extracted metadata.
On the right, it shows (C) the description authoring field, (D) the Generate at Cursor feature with generated initial
text below, (E) the Potential User Questions request button and results, and (F) a pre-generated draft description.
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