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Abstract

This paper provides a proof of concept that au-
dio of tabletop role-playing games (TTRPG)
could serve as a challenge for diarization sys-
tems. TTRPGs are carried out mostly by con-
versation. Participants often alter their voices to
indicate that they are talking as a fictional char-
acter. Audio processing systems are susceptible
to voice conversion with or without technologi-
cal assistance. TTRPG present a conversational
phenomenon in which voice conversion is an in-
herent characteristic for an immersive gaming
experience. This could make it more challeng-
ing for diarizers to pick the real speaker and
determine that impersonating is just that. We
present the creation of a small TTRPG audio
dataset and compare it against the AMI and the
ICSI corpus. The performance of two diarizers,
pyannote.audio and wespeaker, were evaluated.
We observed that TTRPGs’ properties result in
a higher confusion rate for both diarizers. Ad-
ditionally, wespeaker strongly underestimates
the number of speakers in the TTRPG audio
files. We propose TTRPG audio as a promising
challenge for diarization systems.

1 Introduction

Speaker diarization is the process of determining
how many people speak in a raw audio file and who
spoke in which time frames (Ryant et al., 2021;
Park et al., 2022). Rapid improvements have been
made due to recent deep learning techniques (Park
et al., 2022). However, the performance of diariza-
tion systems varies depending on the domain it is
applied to, and is especially bad if multiple speak-
ers talk in a restaurant setting (Ryant et al., 2021).
It has also been shown that the performance is not
yet good enough for in-person role-play dialogues
in health care education (Medaramitta, 2021).

This study proposes tabletop role-playing games
(TTRPGs) as a challenge for speaker diarization
systems. TTRPGs are mostly played by conver-
sation. Multiple people pretend to be characters

and either describe their characters (descriptive)
or speak as their characters (in-character). Dur-
ing in-character conversations, people usually al-
ter voices, e.g. by adjusting tone or speed, or
even by using an accent. This property of TTRPG
makes it a natural challenge for diarization. A di-
arizer should be able to recognize which person
is speaking, even if the speaker impersonates an-
other (probably fictional) character. We provide
a proof of concept for how TTRPGs can poten-
tially be used as an additional benchmark for a di-
arizer. We create a small TTRPG audio dataset, ap-
ply pyannote.audio (Bredin, 2023) (MIT license)
and wespeaker (Wang et al., 2023) (Apache-2.0)
on it and compare the diarizers’ performance with
their performance on the AMI dataset (Kraaij et al.,
2005) and the ICSI dataset (Janin et al., 2003) (both
CC-BY 4.0). We show that the error rate, espe-
cially the confusion about who is speaking when,
is higher for the TTRPG audio than other datasets.
Furthermore, we find that wespeaker underesti-
mates the number of speaker in the TTRPG audio.

2 Background

This section introduces diarization systems and
how they can be fooled. We explain TTRPGs and
why they could pose an interesting challenge, and
we give details about the AMI and ICSI datasets.

2.1 Challenges in diarization systems

There are various applications for diarization sys-
tems (Nagavi et al., 2024), such as forensic anal-
ysis (Grünert et al., 2023). Since the 1990s, there
has been continuous development in diarization sys-
tems. New deep learning techniques have brought
rapid improvements (Park et al., 2022). Speech
diarizers are usually trained on and/or evaluated
against datasets like CALLHOME (Canavan et al.,
1997), the AMI corpus (Kraaij et al., 2005), the
ICSI Meeting Corpus (Janin et al., 2003), the
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dataset of the CHiME-6 challenge (Watanabe et al.,
2020), People’s Speech (Galvez et al., 2021), or
VoxConverse (Chung et al., 2020). These datasets
are sourced from different speech domains and
differ in a wide range of settings. They are un-
scripted telephone conversations (Canavan et al.,
1997), meeting recordings (Kraaij et al., 2005;
Janin et al., 2003), dinner party recordings (Watan-
abe et al., 2020), or YouTube videos (Chung
et al., 2020). Particularly notable diarizers in-
clude pyannote.audio (Bredin, 2023; Plaquet and
Bredin, 2023), wespeaker (Wang et al., 2023) and
USTC-NELSLIP (Wang et al., 2021).

Identifying which domains or speaker behaviors
are challenging for an audio processing tool is an
important part of making models more robust in
the future. In the most recent DIHARD Diarization
Challenge (Ryant et al., 2021), the best performing
diarization system (Wang et al., 2021) achieved
a Diarization Error Rate (DER) of 19.37% in a
domain-balanced evaluation set (core evaluation
set) in Track 2 (diarization from scratch). Of the
11 domains examined, the three hardiest domains
were speech in restaurant by 4 to 7 speakers, web
videos mostly containing multiple speakers, and
meetings containing 3 to 7 speakers with a DER
ranging from 35% to 45% (Ryant et al., 2021). This
suggests that domains with three or more speakers
which naturally contains more overlapping speech
still pose a challenge for state-of-the-art systems.

The identification and mitigation of ways to
worsen an audio processing result is an active area
of research, especially in the field of speaker iden-
tification and diarization. One common approach
in this field is voice spoofing, which is by creating
a speech sample that mimics a target speaker (see
Yan et al. (2022) for an overview). Existing tech-
niques include replaying speech samples recorded
from a target speaker, speech synthesis, voice con-
version, and human impersonation which is by
mimicking a target speaker without technologies.
Both voice professionals and non-professionals are
able to spoof a system via impersonation, espe-
cially if the impersonator’s natural voice is similar
to that of the target speaker (Lau et al., 2004, 2005).

Speaker recognition and diarization systems also
struggle with non-adversarial attacks. For instance,
speech from identical twins is a phenomenon which
is difficult to recognize (Revathi et al., 2021) and
distinguish because of similar vocal tract struc-
ture and other anatomical, physiological and physi-
cal characteristics. As even non-professionals are

able to spoof speaker identification by changing
their voices, speakers changing their voice to act
as someone else could be a natural challenge for
diarizers. This assumption is supported by the
fact that diarizers’ performances are not yet good
enough for in-person role-play dialogues in health
care education (Medaramitta, 2021).

2.2 Tabletop Role-Playing Games – TTRPGs
TTRPG are mostly played out by conversation.
One or more players take the role of a character
living in a world created by a game master (GM).
Two types of conversations can occur: In-character
conversations, in which the participants talk as if
they were characters, and descriptive conversations,
in which the participants say what their characters
are doing or what is happening in the world. Most
TTRPG consist of battle scenes in which the char-
acters fight, and role-playing scenes in which the
characters do something else, e.g. talk to each other
or interact with the Non-Player Characters (NPCs).

These conversations exhibit interesting linguistic
properties. The linguistic information can falsely
indicate a change of speaker. A sentence like “I
walk towards the innkeeper: ‘Could I have some-
thing to drink?’”, could be said by one person. The
role of the GM is particularly challenging, as they
play every NPC in the world, and thus change
between different direct speech without actually
changing the speaker. For example, a GM says:
“‘Can I have something to drink?’ – ‘We have wa-
ter’ – ‘One water, please!’” representing the speech
of three characters.

TTRPG players tend to change their voice dur-
ing in-character conversations. This can be ad-
justing the speed rate, voice quality, pitch range
or even speaking in an accent. This change can
be a challenge for diarization systems (Lau et al.,
2004, 2005). Even context switching can cause the
diarization performance to drop, as lexical infor-
mation contains information about when speakers
changed (Park et al., 2019). The diarizer has access
to lexical information in principle and could use it
to determine speaker change. This could result into
a performance drop when the lexical information
about a speaker change is inaccurate.

Due to these unique properties of TTRPG con-
versations, which we will be referring to as linguis-
tic properties of TTRPGs, we look into whether
TTRPGs can serve as a new speech domain for
the evaluation of diarization systems. A diarizer
should be able to distinguish between a real change
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of speakers and the change of a voice due to imper-
sonation. Only the former should be detected as
change of speaker by a diarization system. Evaluat-
ing diarization systems against TTRPG dialogues
could lead to more robust diarizers. Unintentional
voice changes appear naturally in everyday conver-
sations because of mood changes, quoted speech
or to contextualize an utterance (Günthner, 1999).
Therefore, robustness against voice change could
be beneficial for diarizing of natural conversation
as well.

2.3 Reference datasets: AMI and ICSI
corpora

To evaluate how TTRPG properties influence di-
arization, we used reference datasets from a sim-
ilar speech domain: The AMI corpus (headset
mix) (Kraaij et al., 2005) and the ICSI Meeting
corpus (headset mix) (Janin et al., 2003, 2004).
They share multiple properties with the TTRPG do-
main. They are unscripted, conversational record-
ings from multiple speakers in a meeting scenario.
Both datasets are in English and contain native and
non-native English speakers. They have been an-
notated by multiple annotators and their agreement
has been assessed. However, the inter-annotator
agreement has not been reported.

The AMI corpus consists of 170 audio files with
97 h and 40min of audio, the ICSI corpus of 75
audio files with 71 h and 41min of audio.

As one of the applied diarizers,
pyannote.audio (Bredin, 2023) (see sec-
tion 4.2) was trained on the AMI corpus, it
should perform particularly well on it. This
means a comparison with the AMI corpus keeps
our findings of pyannote.audio conservative.
Therefore, we only used the test dataset which
pyannote.audio was not trained on (16 files)
from the AMI corpus on pyannote.audio. These
test files contain 9 h and 4min of audio.

3 Related Work

Previous work suggested that TTRPG dialogues
provide an appropriate challenge for artificial in-
telligence (Ellis and Hendler, 2017; Martin et al.,
2018). Datasets of written TTRPGs conversa-
tions (Callison-Burch et al., 2022; Louis and Sut-
ton, 2018; Rameshkumar and Bailey, 2020) have
been applied to different tasks, such as text gen-
erating (Callison-Burch et al., 2022; Newman and
Liu, 2022; Si et al., 2021) and character understand-

ing (Louis and Sutton, 2018).
We extend the application of TTRPG dialogues

from the written to the audio domain. Audio pro-
cessing is done, for example, in automatic speech
recognition (Huang et al., 2023), voice-based writ-
ing (Goswami et al., 2023), or diarization (Qamar
et al., 2023; Qasemi et al., 2022) which we focus
on.

Previous work showed that people can spoof
speaker identification models by changing their
voice (Lau et al., 2004, 2005) and diarization mod-
els have poor performance for dialogues in which
people pretend to be someone else (Medaramitta,
2021). While TTRPG players usually do not try to
mimick an existing person, many do change their
voices while speaking in-character, thus posing a
naturalistic challenge for diarization.

4 Data and methods

This section provides an overview about how we
created our TTRPG dataset and how we applied
a diarizer on the audio files. Our TTRPG dataset
was compiled using publicly available videos and
subtitles. As this paper is a proof of concept and
the data are not shared to any third-party, we had no
ethical concerns in experimenting with the audio
files (see section 8). All scripts for the data process-
ing and analyses, and links to the source videos
we compiled the TTRPG data from are publicly
available.1 The processed annotated transcripts are
available from the authors upon request.

4.1 Creating TTRPG dataset

The TTRPG dataset was created by extracting the
audio files of English TTRPG campaigns from
YouTube during August 2023. The campaigns
was selected with the following steps: i) access
YouTube in a Firefox browser (incognito mode),
ii) search for “TTRPG campaign episode 1”, iii)
include only videos that have manually added sub-
titles, and iv) select the first six campaigns with dis-
tinct (i.e., non-overlapping) speakers. Only videos
with manually added subtitles were used. This was
done because speech-to-text systems do not per-
form well on natural conversations, and overlap of
speech (which frequently happens in the videos)
remains a key challenge (Liesenfeld et al., 2023).

Five of the six campaigns consisted of battle and
role-playing scenes (see section 2), one contained

1https://github.com/LiRem101/
playing-with-voices
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roleplay scenes only. We selected one hour of role-
play and, if available, one hour of battle audio from
each campaign. We identified the onset of the role-
play portion using the first interaction between two
player characters, and the onset of the battle por-
tion when the GM signals the start of the battle.
One campaign was removed, as cursory inspection
revealed high subtitle inaccuracies. This resulted
in 21 files with 3 h and 52min of battle, and 4 h
and 57min of roleplay. The speakers speak Ameri-
can English. We could determine the age of 72%
of the speakers (mean: 36 years, min: 27, max:
48). This was determined by checking the people’s
Wikipedia entries or their public social media chan-
nels and using the day the respective video was
uploaded as the reference date.

The subtitles were used to create the ground
truth diarization files. Some included the in-
formation about who spoke what, for others
this was added manually. We applied forced
alignment to the audio files and subtitles using
Wav2Vec2FABundle (Baevski et al., 2020). Com-
bined with the knowledge of who said which words,
we created diarization ground truth files by look-
ing at the time stamps of each word and treating a
gap of 0.5 s or less between two words of the same
speaker as one utterance. While how short pauses
are handled is not described for AMI and ICSI,
a different approach from ours for the reference
datasets should not influence our results, because
we ignore 0.5 s around the start and the end of an
utterance in the evaluation (see section 5.2).

A shortcoming of creating diarization ground
truth this way is that overlapping speech as well
as utterances that are not included in the subtitles
files are not taken into account. These are further
investigated in section 5.3. To overcome this, we
manually annotated ten minutes of one role-playing
audio manually without help of subtitle files or
forced alignment. This annotation contains the
information of whether the speech was in-character
or not. As this is a proof of concept, the annotations
was created by only one person (one of the authors,
ANON) with the help of spectrograms, therefore
inter-annotation-agreement was not evaluated.

4.2 Applying the diarizers
We applied the diarizers pyannote.audio
(v. 3.1.0) (Bredin, 2023) and wespeaker (v.
1.2.0) (Wang et al., 2023) on AMI, ISCI and our
TTRPG dataset. A computing cluster was used to
diarize the audio files. It took 2.2 s and 0.67 s per

second of audio on average for pyannote.audio
and wespeaker respectively, using a single CPU
(Intel Xeon Gold 6136 (Skylake), 3.00GHz).

4.2.1 pyannote.audio’s algorithm
pyannote.audio diarizes audio files by first ap-
plying local speaker segmentation and embed-
ding (pyannote, 2023). This is done on overlapping
frames of 5 s with 500ms steps. A maximum of
three speakers can be determined in each frame.
Afterward, global agglomerative clustering is used
to assign each local speaker to a global cluster.

4.2.2 wespeaker’s algorithm
wespeaker diarizes an audio file by first dividing
the audio into frames of voice activity detected by
Silero-VAD (Team, 2021), and then applying a pre-
trained ResNet34 architecture (Zeinali et al., 2019)
on these frames for embedding extraction.

Spectral clustering is applied on the cosine sim-
ilarity matrix of the embedding extraction to de-
termine the number of speakers n. The largest
n eigenvalues of the cosine similarity matrix and
their corresponding eigenvectors are used to deter-
mine the active speaker(s) of each frame, by using
kmeans and demanding n clusters. n is either given,
if the number of speaker is known, or determined
by the largest difference between the i-th and j-th
eigenvalue. i and j default to 1 and 20.

5 Results

In this section, we present our findings about the
diarization of TTRPG audio files compared to the
AMI and ICSI dataset. We used pyannote.audio
(v. 3.1.0) and wespeaker (v. 1.2.0) to di-
arize 21 TTRPG audio files, the 171 (16 for
pyannote.audio) AMI audio files, and the 75
ICSI audio files. The evaluation was done using
pyannote.metrics (v. 3.2.1) (Bredin, 2017). We
applied Mann-Whitney U tests (Mann and Whit-
ney, 1947) to some result datasets to check whether
the distributions of the datasets were significantly
different, using a significance threshold of 5%. In
this section, we only comment if the differences
were significant or not. The exact values of the
Mann-Whitney U tests can be found in appendix A.

5.1 Amount of detected speakers

In TTRPGs, the speakers change their voices dur-
ing talking to emphasize that they talk in the role of
a character. We therefore expected that a diarizer
would detect more individual speakers in TTRPGs
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Figure 1: The relative amount of detected speakers
by pyannote.audio compared to the amount of actual
speakers in the audio files. Differences between TTRPG
and AMI (U = 155, p = 0.70) and TTRPG and ICSI
(U = 606.5, p = 0.11) were not significant (two-sided).

Figure 2: The relative amount of detected speakers by
wespeaker compared to the amount of actual speakers
in the audio files. Significant differences (two-sided)
were found between all distributions (AMI/ICSI U =
9459, p = 2 · 10−11, AMI/TTRPG U = 3495, p =
2 · 10−15, ICSI/TTRPG U = 1539, p = 5 · 10−12).

than dialogues that do not have this property, such
as the AMI. The 21 TTRPG files contained 5.48
speakers on average, the 171 AMI files 3.99 (16
AMI files 3.94) speakers on average, and the 75
ICSI files 5.95 speakers on average.

The hypothesis of the diarizer finding more
speakers in the TTRPG dataset was not supported.
We measured the relative amount of detected speak-
ers divided by the amount of actual speakers. The
results of pyannote.audio can be seen in fig. 1. It
found 1.52 on average for the AMI dataset, 1.42 for
the ICSI dataset, and 1.56 for the TTRPG dataset.
This difference was not statistically significant in
a two-sided Mann-Whitney U test (table 2, ap-
pendix A). The results of wespeaker can be seen in
fig. 2. It found 1.17 on average for the AMI dataset,

1.01 for the ICSI dataset, and 0.30 for the TTRPG
dataset. A two-sided Mann-Whitney U test (Mann
and Whitney, 1947) showed significant differences
between all distributions (table 2, appendix A).

Considering AMI and ICSI, the relation of de-
tected speakers against the actual number of speak-
ers is significantly smaller for wespeaker than
for pyannote.audio (table 2, appendix A), and
wespeaker’s predictions are closer to the actual
value. However, wespeaker drastically underesti-
mates the number of speakers in TTRPG.

5.2 Diarization errors

The Diarization Error Rate (DER) captures three
types of errors (Park et al., 2022) – Missed de-
tection (the diarizer failed to detect speech in the
ground truth), False alarm (the diarizer detected
speech that is not in the ground truth) and Con-
fusion (the wrong speaker(s) assigned to detected
speech). The DER is the sum of these errors di-
vided by the audio time. A 0.5 s collar around the
start and the end of a speaker talking was removed
from the evaluation (0.25 s before and after, respec-
tively). This was done because it is difficult to
pinpoint when exactly speech has begun.

All average error rates and Mann-Whitney U test
results used in this section to check for significant
differences can be found in table 3 (appendix A).

Both pyannote.audio and wespeaker had
the highest average DER while diarizing the
TTRPG, with 0.33 (pyannote.audio) and 0.48
(wespeaker) respectively (figs. 6 and 7, ap-
pendix B). The results on the other datasets were
significantly lower. pyannote.audio reached an
average of 0.12 on AMI and 0.28 on ICSI, while
wespeaker had an average of 0.19 on AMI and
0.27 on ICSI (table 3, appendix A).

To understand this difference in DER better, we
examined each of the three error types separately.

The missed detection rates between TTRPG
and AMI are not significantly different for
pyannote.audio or wespeaker, while ICSI dif-
fers significantly from AMI and TTRPG for both
diarizers (table 3, appendix A). The respective box-
plots can be found in figs. 8 and 9, appendix B.

The TTRPG false alarm rates are signif-
icantly higher than the AMI rates for both
pyannote.audio and wespeaker. The TTRPG
dataset’s false alarm also differs significantly from
the ICSI dataset, but is not significantly higher,
since the ICSI dataset shows the highest false alarm
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Figure 3: Confusion rates of the AMI, ICSI and the
TTRPG datasets by pyannote.audio. TTRPG shows
significantly higher confusion than AMI (U = 32, p =
2·10−5, one-sided test) and ICSI (U = 75, p = 1·10−10,
one-sided test).

Figure 4: Confusion rates of the AMI, ICSI and the
TTRPG datasets by wespeaker. TTRPG shows sig-
nificantly higher confusion than AMI (U = 165,
p = 7 · 10−12, one-sided test) and ICSI (U = 54,
p = 4 · 10−11, one-sided test).

rate of all datasets (table 3, appendix A). The distri-
butions can be seen in figs. 10 and 11, appendix B.

As with both diarizers ICSI has higher false
alarm but lower missed detection than AMI, we sus-
pect that the differences between those two datasets
root in a more careful annotation on ICSI’s refer-
ence files. This is backed up by fewer interjections
in the ICSI reference files than in the AMI refer-
ence files (see section 5.3) and the fact that both
diarizers showed this result.

However, the diarizers do not score well on
missed detection or false alarm on the TTRPG
dataset. We suspected that this was not due to the
poor performance of the diarizer, but by the quality
of the ground truth files. This is further evaluated
in sections 5.3 and 5.4.

Figures 3 and 4 show the confusion of the diariz-

ers for the TTRPG dataset compared to the AMI
and ICSI dataset. For the confusion, the TTRPG
rates are significantly higher than the AMI rates
and the ICSI rates for both diarizers, while the con-
fusion of AMI and ICSI datasets does not differ
significantly on pyannote.audio, but does differ
on wespeaker (table 3, appendix).

To establish whether these performance differ-
ences are independent of the diarizer’s ability to
detect the number of speakers (section 5.1), we
repeated our diarization experiments with the ac-
tual number of speakers given to the system. This
modification did not influence the error rates of
missed detection and false alarm. While we ex-
pected that it would decrease the confusion er-
ror, it in fact led to an increase of the AMI and
ICSI dataset confusion on pyannote.audio, to a
point where the difference between both datasets
was no longer significant (AMI: 0.034 → 0.19,
+459%, ICSI: 0.022 → 0.15, +582%, TTRPG:
0.12 → 0.15, +25%). On wespeaker, the average
confusion rates changed for AMI and ICSI if we
gave the number of speakers to the diarizer (AMI:
0.022 → 0.018, −19%, ICSI: 0.012 → 0.019,
+58%, TTRPG: 0.29 → 0.29, ±0%). However,
the AMI and ICSI confusion stayed significantly
smaller than the TTRPG confusion (table 3, ap-
pendix A). The respective boxplots can be found at
figs. 12 and 13, appendix B.

5.3 Weaknesses of the TTRPG reference files
The TRPG reference files were created with sub-
titles and forced alignment, as described in sec-
tion 4.1. While with this approach the ground truth
can be efficiently obtained, it does negatively influ-
ence its quality because it depends on the quality
of the subtitles and of the forced alignment process.
This has been especially evident when we had to
exclude one of the chosen campaigns, after notic-
ing its gross error rates and finding that its subtitle
was far from being verbatim (see section 4.1).

Even after excluding campaigns with gross tran-
scription issues, the approach of using subtitles had
two problems. First, subtitles often lacked filler
words like “uhmm” or “ehh” and paraphrased the
meaning of words. Secondly, the use of subtitles
and forced alignment ignored overlapping speech
by multiple speakers. It either ignores all but one
speaker or appears as if the words would have been
said after each other. Both problems would lead
to missing speech in the ground truth, which can
result in an apparently higher false alarm rate we
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observed in section 5.2 compared to AMI. To ver-
ify this further, we evaluated the properties of the
TTRPG dataset and compared it to AMI and ICSI.

spaCy’s en_core_web_trf (v. 3.7.3) (Honnibal
and Montani, 2023) was used to identify the num-
ber of words tagged as an interjection in our ground
truth, AMI, and ICSI. The TTRPG dataset subtitles
have 4% of interjections, while AMI transcriptions
have 13% and ICSI transcriptions 9.5%. Addi-
tionally, we calculated the amount of overlapped
speech given by the reference files. The TTRPG
files consisted of 0.2% of overlapped speech, while
AMI has 6.5% and ICSI 3.8%. These differences
suggest that the reference files of our own dataset
do not depict overlapping speech sequences cor-
rectly, and that some utterances may be missing.
This is also backed by the manually annotated ref-
erence TTRPG file, which contains 4, 6% of over-
lapped speech.

5.4 Manually annotated reference file

To estimate how much the aforementioned issue
of the reference files influenced our results, we an-
notated 10min of one TTRPG audio file manually
with the information which speaker spoke at what
time and repeated and extended our error analy-
ses.2 To get a representative example of TTRPG,
we chose a role-playing file whose DER, confusion,
false alarm and missed detection rate was among
the ones closest to the average. We annotated a
continuous portion that contained frequent speech
from all speakers and in-character conversations.

The resulting error rates can be seen in table 1,
compared to the error rates from the automatically
created reference files. The manually created ref-
erence files result in overall smaller error rates
when pyannote.audio was used. While the con-
fusion rate only decreased by 5%, the false alarm
decreased by 61% and the missed detection by
50%. If the number of speakers was given to the
diarizer upfront, the rates decreased by 8%, 60%,
and 40% respectively. For wespeaker, all error
rates but missed detection got smaller. The confu-
sion rate decreased by 13% (8% if speaker number
was given) and the false alarm by 56% (71%). The
missed detection rate raised by 83% (83%).

These results suggest that the higher confusion
error on TTRPG datasets was due to the linguis-
tic properties of TTRPG datasets, while the higher

2To manually annotate the whole TTRPG dataset was not
feasible given our resources and we will leave this for future
research.

Anno-
tation

Diar-
izer

Speaker
num.
given

DER Conf FA MD

MAN PA No 0.30 0.20 0.07 0.03
AUTO PA No 0.45 0.21 0.18 0.06

MAN PA Yes 0.35 0.25 0.08 0.03
AUTO PA Yes 0.52 0.27 0.20 0.05

MAN WS No 0.55 0.40 0.04 0.11
AUTO WS No 0.61 0.46 0.09 0.06

MAN WS Yes 0.47 0.34 0.02 0.11
AUTO WS Yes 0.50 0.37 0.07 0.06

Table 1: The error rates created by 10 min of manually
annotated reference files compared to the error rates that
are created by the subtitle reference files.MAN: manual,
AUTO: automatic, DER: diarization error rate, Conf:
confusion; FA: false alarm, and MD: missed detection.
PA: pyannote.audio, WS: wespeaker.

false alarm rates were caused by imperfect refer-
ence files.3

5.5 Detailed error analyses

To further understand the errors of the diarizer, we
examined the confusion matrices for the manually
created reference (see fig. 5; the rows of the ma-
trices are normalized). For the matrices, we only
examined regions that have been labeled as speech
in the reference and the prediction, ignoring false
alarm and missed detection. The manually created
reference contained information whether speech
was “in-character” or “descriptive”. We differen-
tiated in the matrices between these two ways of
speaking for every person.

Figure 5a (left) is the confusion matrix when
pyannote.audio has not been given the number
of actual speakers. Two male speakers (M1 and
M2) have been “merged” and are mostly mapped to
the predicted SP_01. In this audio file, M0 has had
the position of the GM, meaning that the speaker
had not one in-character voice but several (see sec-
tion 2.2). This seems to lead to wrong predictions
by the diarizer, such as that in-character of M0
“creates” a new speaker SP_04. Additionally, SP_0
has been assigned to many other actual speakers,
especially M1 and F0.
pyannote.audio identifies three speakers that

get mapped to small amounts of actual speakers.
SP_04 is a speaker created by M0’s in-character

3We cannot offer an explanation for why the missed detec-
tion for wespeaker increases. The point that the quality of the
reference files does not influence our findings is not affected.
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(a) Confusion matrix created by pyannote.audio, right
if the speaker number is given, left if it is not.

(b) Confusion matrix for wespeaker (given speaker num-
ber). No given number resulted in one detected speaker.

Figure 5: The confusion matrices for the 10min manually annotated audio. The audio contained 5 speakers, 3 male
(M0 to M2) and 2 female (F0 and F1). The reference (rows) for each speaker is divided into what the speaker said in
their descriptive voice (D) and their in-character voice (IC). The predictions are given by the columns, normalized
with respect to the reference. Shown for pyannote.audio result (fig. 5a) and wespeaker result (fig. 5b).

voice. SP_05 is a speaker created mostly by the
in-character voice of F0. SP_06 seem to be parts
of the actual M1. It is interesting to note that the
in-character voices of the two female voices (F0 IC
and F1 IC) and M0 IC seem to be more distinc-
tive “speakers” respectively than M1 and M2, who
are merged into one detected speaker. To exam-
ine how distributed the mappings are, Shannon
entropy (Shannon, 1948) was calculated over each
row in the confusion matrix (the higher the entropy,
the more distributed a mapping is). The average
entropy over all rows, descriptive voices and in-
character voices are 0.59, 0.48 and 0.70 respec-
tively. This shows that the change of voice of the
players results into a higher scattering of detected
speakers if pyannote.audio is used.

Figure 5a (right) is the confusion matrix when
pyannote.audio has been given the number of ac-
tual speakers. All male speakers are mapped to
the same predicted speaker. Two extra speakers
(SP_04 and SP_03) consist of some of M1’s ut-
terances and the in-character voice of F0. Again,
the change of voice leads to a higher scattering of
detected speakers. The average entropy over all
rows, descriptive voices and in-character voices are
0.32, 0.27, and 0.38 respectively.

Figure 5b shows the confusion matrix when
wespeaker has been given the number of ac-
tual speakers. A confusion matrix without the
speaker number given has not been created, since
wespeaker predicted only one speaker in this case.
This aligns with our findings that wespeaker finds

small numbers of speakers for the TTRPG files
(see section 5.1). The average entropy over all
rows, descriptive voices and in-character voices are
1.17, 1.38, and 0.96. In the case of wespeaker,
the in-character voices are not more scattered than
the descriptive voices. However, the scattering is
higher than pyannote.audio’s overall.

6 Conclusion

This paper aimed to provide a proof of concept that
TTRPG audio files serve as a complex but natural
challenge to diarization systems. We were able
to show that pyannote.audio’s and wespeaker’s
speaker confusion increased for TTRPG compared
to AMI and ICSI audio files (see sections 5.2
and 5.4), which we consider to be similar except
for the unique TTRPG properties (see section 2.3).
We found evidence that a low-resource method
of annotating a TTRPG dataset does not conceal
the fact that a diarizer gets confused by TTRPGs’
properties. Additionally, we found that it could
be advantageous to annotate whether utterances
are in-character or descriptive, to be able to eval-
uate the diarization performance in more depth.
pyannote.audio’s and wespeaker’s confusion in-
creased for TTRPG audios. Nevertheless, the rel-
ative amount of speakers pyannote.audio found
compared to the amount of speakers that actually
are in the audio file did not change. In case of
wespeaker we found that the number decreased,
indicating that its clustering algorithm gets con-
fused by people changing their voices frequently
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(see section 5.1).
The fact that TTRPG data confuse the diariz-

ers aligns with the findings of other work show-
ing that diarization performance is not yet good
enough for other naturalistic dialogues such as in-
person role-play dialogues in health care educa-
tion (Medaramitta, 2021). We conclude that using
a dataset of this kind as a challenge or even train a
diarizer on it could make diarizers more robust.

7 Limitations

This work presents a proof of concept which needs
further investigation to ensure our findings can be
generalized. Other SOTA diarizers should be tested
on top of pyannote.audio and wespeaker. Ad-
ditionally, we only compared the diarization per-
formance to the AMI and ICSI corpora and had
a relatively small sample size. As mentioned in
section 5.3, the ground truth for the TTRPGs is
imperfect, however as shown in section 5.4 we
showed evidence that the imperfect ground truth
do not compromise our core findings. Our claim
concerning the reduction in confusion error rates
for manually aligned audio in Section 5.4 needs
to be further validated statistically. This can be
done in a larger study that examines multiple sets
of manual and automatic annotated audio.

As pyannote.audio has been trained on parts
of the AMI dataset, we probably have a bias to-
wards the diarization of AMI, even though we
tested pyannote.audio on the AMI audio files that
have not been used to train it. Nevertheless, our
comparison between AMI and TTRPG could be
unfair. However, as we also used the ICSI corpus
and wespeaker had similar results about the con-
fusion rate, we have evidence that the bias towards
AMI did not influence our results.

We did not examine whether our results would
still hold after taking into account of lexical infor-
mation which has been shown to improve DER
over acoustic only systems (Flemotomos and Dim-
itriadis, 2020). Additionally, the acted speech in
TTRPG context may not be helpful for training
diarizers that are meant to be applied to natural-
istic speech, as acted conversation does not repre-
sent natural conversation accurately (Schuller et al.,
2010).

We were not able to take into account the voice-
artist skills, and age group (children vs. adults) of
the players, since our players were all adults and
their voice-artist skills were not quantified. The

players’ attributes, such as these, must be consid-
ered to fully establish TTRPGs as benchmarks for
diarization systems.

8 Ethical considerations

Our TTRPG dataset was compiled using publicly
available videos and subtitles. The processing was
performed on an off-line computing cluster, mean-
ing we did not upload the speaker files to any third-
party. As this paper is a proof of concept and the
data are not published or shared to any third-party,
we had no ethical concerns in experimenting with
the audio files.

The findings of our paper and the publishing of
the YouTube links to the TTRPG videos we used
puts TTRPG content at risk to be downloaded for
dataset-creation or used as training data without the
creators’ consent. We appeal to researchers to only
create datasets and train models with data for which
consent of the creators was given. We believe that
we have only slightly increased the risk of YouTube
videos being used without the creators’ consent, as
the videos could already be copied relatively easy
from YouTube.

The usage of pyannote.audio, wespeaker, the
AMI and the ICSI dataset in this work are compati-
ble with their intended use for research.

The involved university does not require IRB
approval for this kind of study, which uses publicly
available data.

We do not see any other concrete risks concern-
ing dual use of our research results. Of course, in
the long run, any research results on AI methods
based on large language models could potentially
be used in contexts of harmful and unsafe appli-
cations of AI. But this danger is rather low in our
concrete case.
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A Mann-Whitney U test results

For a better overview, we provide the values of the
Mann-Whitney U tests (Mann and Whitney, 1947)
in this paper.
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Model
Computational

property Set 1 (Average) Set 2 (Average) Type U p
PA Detected speaker no.

Actual speaker no. AMI (1.53) ICSI (1.43) two-sided 684 0.38

PA Detected speaker no.
Actual speaker no. AMI (1.53) TTRPG (1.56) two-sided 155 0.70

PA Detected speaker no.
Actual speaker no. ICSI (1.43) TTRPG (1.56) two-sided 606.5 0.11

WS Detected speaker no.
Actual speaker no. AMI (1.17) ICSI (1.01) two-sided 9458 2 · 10−11***

WS Detected speaker no.
Actual speaker no. AMI (1.17) TTRPG (0.30) two-sided 155 2 · 10−15***

WS Detected speaker no.
Actual speaker no. ICSI (1.01) TTRPG (0.30) two-sided 606.5 5 · 10−12***

PA/WS Detected speaker no.
Actual speaker no. AMI PA (1.53) AMI WS (1.17) one-sided 2169 4 · 10−6***

PA/WS Detected speaker no.
Actual speaker no. ICSI PA (1.43) ICSI WS (1.01) one-sided 5195 6 · 10−19***

Table 2: The Mann-Whitney U test (Mann and Whitney, 1947) results of the tests of section 5.1. PA:
pyannote.audio, WS: wespeaker.

Model
Computational

property Set 1 (Average) Set 2 (Average) Type U p
PA DER AMI (0.12) TTRPG (0.33) one-sided 14 1 · 10−6***
PA DER ICSI (0.28) TTRPG (0.33) one-sided 492 0.004**
WS DER AMI (0.19) TTRPG (0.48) one-sided 126 1 · 10−12***
WS DER ICSI (0.27) TTRPG (0.48) one-sided 152 9 · 10−9***
PA MD AMI (0.066) ICSI (0.018) two-sided 1147 1 · 10−8***
PA MD AMI (0.066) TTRPG (0.066) two-sided 176 0.82
PA MD ICSI (0.018) TTRPG (0.066) two-sided 58 1 · 10−10***
WS MD AMI (0.13) ICSI (0.052) two-sided 11910 2 · 10−28***
WS MD AMI (0.13) TTRPG (0.11) two-sided 2079 0.18
WS MD ICSI (0.052) TTRPG (0.11) two-sided 66 2 · 10−10***
PA FA AMI (0.018) TTRPG (0.15) one-sided 4 3 · 10−7***
PA FA ICSI (0.24) TTRPG (0.15) two-sided 1224 1 · 10−4***
WS FA AMI (0.040) TTRPG (0.078) one-sided 538 1 · 10−7***
WS FA ICSI (0.21) TTRPG (0.078) two-sided 1473 1 · 10−9***
PA Conf AMI (0.034) ICSI (0.022) two-sided 700 0.30
PA Conf AMI (0.034) TTRPG (0.12) one-sided 32 2 · 10−5***
PA Conf ICSI (0.022) TTRPG (0.12) one-sided 75 1 · 10−10***
WS Conf AMI (0.022) ICSI (0.012) two-sided 9411 8 · 10−10***
WS Conf AMI (0.022) TTRPG (0.29) one-sided 165 7 · 10−12***
WS Conf ICSI (0.012) TTRPG (0.29) one-sided 54 4 · 10−11***
PA Conf (SG) AMI(0.19) TTRPG (0.15) two-sided 207 0.24
PA Conf (SG) ICSI (0.14) TTRPG (0.15) two-sided 605 0.11
WS Conf (SG) AMI (0.018) TTRPG (0.29) one-sided 148 4 · 10−12***
WS Conf (SG) ICSI (0.019) TTRPG (0.29) one-sided 54 3 · 10−10***

Table 3: The Mann-Whitney U test (Mann and Whitney, 1947) results of the tests of section 5.2. PA:
pyannote.audio, WS: wespeaker, DER: diarization error rate, MD: missed detection rate, FA: false alarm
rate, Conf: confusion rate, SG: speaker given.
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B Additional Figures

Figure 6: The DER by pyannote.audio. A one-
sided Mann-Whitney U test (Mann and Whitney, 1947)
showed that the TTRPG dataset was significant higher
than AMI (U = 14, p = 1 · 10−6) or ICSI (U = 492,
p = 0.004).

Figure 7: The DER by wespeaker. A one-sided Mann-
Whitney U test (Mann and Whitney, 1947) showed that
the TTRPG dataset was significant higher than AMI
(U = 126, p = 2 · 10−12) or ICSI (U = 152, p =
9 · 10−9).

Figure 8: The missed detection by pyannote.audio. A
two-sided Mann-Whitney U test (Mann and Whitney,
1947) did not show significant differences between AMI
and TTRPG (U = 176, p = 0.8), but ICSI differs
significantly from AMI (U = 1147, p = 1 · 10−8) and
TTRPG (U = 58, p = 1 · 10−10).

Figure 9: The missed detection by wespeaker. A two-
sided Mann-Whitney U test (Mann and Whitney, 1947)
did not show significant differences between AMI and
TTRPG (U = 2079, p = 0.2), but ICSI differs signif-
icantly from AMI (U = 11910, p = 2 · 10−28) and
TTRPG (U = 66, p = 2 · 10−10).
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Figure 10: The false alarm by pyannote.audio. A
two-sided Mann-Whitney U test (Mann and Whitney,
1947) showed a significant difference between ICSI and
TTRPG (U = 1224, p = 1 · 10−4). A one-sided test
showed the TTRPG rates to be significantly higher than
the AMI rates (U = 4, p = 3 · 10−7).

Figure 11: The false alarm by wespeaker. A two-
sided Mann-Whitney U test (Mann and Whitney, 1947)
showed a significant difference between ICSI and
TTRPG (U = 1473, p = 1 · 10−9). A one-sided test
showed the TTRPG rates to be significantly higher than
the AMI rates (U = 538, p = 1 · 10−7).

Figure 12: The confusion by pyannote.audio if the
numbers of speakers has been given. A two-sided Mann-
Whitney U test (Mann and Whitney, 1947) did not show
significant differences between AMI and TTRPG (U =
207, p = 0.2) or ICSI and TTRPG (U = 605, p = 0.1).

Figure 13: The confusion by wespeaker if the number
of speakers has been given. A two-sided Mann-Whitney
U test (Mann and Whitney, 1947) showed significant
differences between AMI and TTRPG (U = 148, p =
1 ·10−12) or ICSI and TTRPG (U = 54, p = 3 ·10−10).
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