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Abstract
Aspect Sentiment Quad Prediction (ASQP)
aims to identify quadruples consisting of an
aspect term, aspect category, opinion term,
and sentiment polarity from a given sentence,
which is the most representative and challeng-
ing task in aspect-based sentiment analysis.
A major challenge arises when implicit sen-
timent is present, as existing models often con-
fuse implicit and explicit sentiment, making it
difficult to extract the quadruples effectively.
To tackle this issue, we propose a framework
that leverages distinct labeled features from di-
verse reviews and incorporates pseudo-token
prompts to harness the semantic knowledge
of pre-trained models, effectively capturing
both implicit and explicit sentiment expres-
sions. Our approach begins by categorizing
reviews based on the presence of implicit sen-
timent elements. We then build new samples
that combine those with implicit sentiment and
those with explicit sentiment. Next, we employ
prompts with pseudo-tokens to guide the model
in distinguishing between implicit and explicit
sentiment expressions. Extensive experimen-
tal results show that our proposed method en-
hances the model’s ability across four public
datasets, averaging 1.99% F1 improvement,
particularly in instances involving implicit sen-
timent1.

1 Introduction

Aspect-Based Sentiment Analysis (ABSA) focuses
on identifying opinions and sentiments related to
specific aspects in user-generated content (Pon-
tiki et al., 2014). A key challenge in ABSA is
the task of Aspect Sentiment Quad Prediction
(ASQP) (Zhang et al., 2021a). ASQP involves
extracting four elements from a sentence: aspect
terms, aspect category, opinion terms, and senti-
ment polarity and presenting them as quadruples.

* Corresponding author.
1We release our code at https://github.com/

chienarmor/absa-implicit

I expected quite a bit more from such an expensive menu .
Review Sentence:

Aspect (A) Category (C) Sentiment (S) Opinion (O)

Quadruples:
(menu, food prices, negative, expensive) ✓
(menu, food quality, negative, NULL) ✓
(NULL, food quality, negative, NULL) ✘

Figure 1: An example of the ASQP task is illustrated,
where the aspect term, aspect category, opinion term,
and sentiment polarity are highlighted in green, blue,
orange, and red, respectively. "NULL" indicates cases
where the review contains implicit aspect terms or opin-
ion terms. Current models tend to confuse implicit and
explicit sentiment expressions, as seen in the last row of
the extracted sentiment quadruples.

For example, in the sentence "I expected quite
a bit more from such an expensive menu," two
quadruples are identified: (menu, food prices, neg-
ative, expensive) and (menu, food quality, negative,
NULL), as illustrated in Figure 1. Initially, some
works treated ASQP as a classification task, Qiu
et al. (2011) proposed the Double Propagation
(DP) method, which first identifies aspect-opinion-
sentiment triples, then classifies the aspect category.
Building on Wan et al. (2020), Cai et al. (2021) in-
troduced TAS-BERT-ACOS, which can simultane-
ously extract category-sentiment pairs and aspect-
opinion pairs. Then, Xiong et al. (2023) proposed
the BART-based Contrastive and Retrospective Net-
work (BART-CRN), which uses a machine reading
comprehension-based contrastive and retrospective
learning module to establish connections between
all quadruples. Recently, significant progress has
been made in generative methods for aspect senti-
ment analysis. These approaches involve training
models by constructing output targets using dif-
ferent schemas (Zhang et al., 2021a,b; Bao et al.,
2022), adopting different data augmentation meth-
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ods (Hu et al., 2022; Gou et al., 2023; Zhang et al.,
2024b), or employing template-agnostic prompt
selection methods (Hu et al., 2023).

However, existing approaches often fail to dif-
ferentiate between explicit and implicit sentiment
expressions in reviews, making it difficult for mod-
els to capture implicit sentiment accurately. We
reproduce the experiments from Gou et al. (2023)
and find that if there is only implicit sentiment in
the sample, that is, both the aspect term and the
opinion term are marked as NULL, then the aspect
term or opinion term in the quaternion extracted
by the current model will be the content of the
sentence instead of NULL. This phenomenon oc-
curs frequently, and vice versa. When the aspect
term or opinion term is implied rather than directly
stated, models tend to confuse the two types of
sentiment, resulting in inaccurate extraction of sen-
timent quadruples.

In light of this observation, we propose a novel
framework for Aspect Sentiment Quad Predic-
tion (ASQP) that leverages review combination
and pseudo-tokens to address the above challenge.
Firstly, many reviews feature only explicit or im-
plicit sentiment elements, so our framework merges
reviews containing both types to generate more
complex sentiment-rich samples. Based on these
enhanced reviews, we treat sentiment quadruple
extraction as a generation task, guiding model
training through prompts that incorporate pseudo-
tokens. These pseudo-tokens are tailored to match
the specific sentiment expressions (explicit or im-
plicit) present in each review. Finally, we apply
constrained decoding to ensure consistency be-
tween the model’s generated results and the senti-
ment elements identified in the review. We exten-
sively evaluate our framework across four public
datasets, including the ACOS and ASQP bench-
marks. The experimental results demonstrate that
our method, despite its simplicity, outperforms ex-
isting approaches. Detailed analysis reveals sev-
eral strengths of our framework, such as the use of
pseudo-token prompts and the combination of both
implicit and explicit sentiment reviews, which sig-
nificantly enhance the model’s capacity to capture
complex emotional nuances. Our framework shows
substantial improvements over strong baseline mod-
els, both in fully supervised and low-resource set-
tings.

Our major contributions are as follows:

(1) We introduce a framework for extracting sen-

timent quadruples in the ASQP task by com-
bining original reviews and embedding the
pseudo-tokens to the prompt.

(2) We introduce a method that classifies reviews
based on implicit or explicit sentiment expres-
sions and then creates new samples by merg-
ing the classified reviews. Additionally, we
use prompts with pseudo-tokens to guide the
model in distinguishing between complex sen-
timent expressions.

(3) We conducted extensive experiments on four
ASQP datasets, demonstrating that our ap-
proach outperforms current strong baselines.

2 Methodology

2.1 Formulation and Overview
In this section, we discuss the Aspect Sentiment
Quad Prediction (ASQP) task. Given an input re-
view sentence X = {x1, x2, · · · , xl} with length l,
the objective is to extract all sentiment quadruples
Q = {(a, c, s, o)}Mj=1, where M represents the to-
tal number of extracted quads. Here, a denotes the
aspect term, which can either be a specific term
from the review sentence or designated as NULL;
s indicates the sentiment polarity, categorized as
positive, negative, or neutral; and o refers to the
opinion term, also potentially NULL. The variable
c represents the aspect category, which is drawn
from a predefined set of categories C. For the
training set D = {(Xi,

∑M
j=1Qij)}Ni=1, where N

represents the total number of reviews, we aim to
maximize the likelihood:

L(D) =

|D|∏

i=1

∏

(a,c,s,o)∈Qi

P ((a, c, s, o)|Xi) (1)

where P ((a, c, s, o)|Xi) represents the conditional
probability of observing the quad (a, c, o, s) given
review sentence Xi.

As illustrated in Figure 2, our proposed frame-
work comprises three components. First, recog-
nizing that individual review sentences may lack
sufficient semantic information, we employ a hy-
brid algorithm to classify original reviews and pri-
oritize the combination of review sentences with
significantly differing semantic features. This pro-
cess combines reviews containing only implicit
sentiment expressions with those containing ex-
plicit sentiment expressions. Second, based on the
combined reviews and their sentiment elements,
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Implicit
……

Implicit Set 𝐷I

Hybrid 
Algorithm

[A] <null> [C] <itc> [S] <its> [O] <null>

[A] <null>

[A] <null>

LM

NULL[A] [C] restaurant general [S] positive [O] NULL

food[A] [C] food quality [S] positive [O] great

......

(NULL, restaurant general,
positive,  NULL)

(food, food quality,
positive,  great)

[O] <null> [S] <its> [C] <itc>

[C] <itc> [O] <null> [S] <its>
[A] <eta> [C] <etc> [S] <ets> [O] <eto>

[A] <eta>

[A] <eta>

[O] <eto> [S] <ets>

[O] <et4> [O] <eto>

Step 2: Pseudo-Tokens Prompting with Combined Reviews

Step 3: Aggregation

Step 1: Algorithm-Guided Review Combination

[C] <etc>

[C] <etc>

Explicit
……

Explicit Set 𝐷E

Mixed
……

Mixed Set 𝐷M
Combined Set D′

i will be back.
</s>

food is great.

Figure 2: An overview of the proposed framework. The framework combines original reviews and guides model
training through prompts with pseudo-tokens. In step 1, three sets, DI , DE , and DM , represent implicit sentiment,
explicit sentiment, and mixed sentiment, respectively. Set D

′
is created by recombining these three sets. In step

2, we use abbreviations to denote pseudo-tokens. For example, <its> represents the pseudo-token for sentiment
polarity in the implicit sentiment set, and <ets >represents the pseudo-token for sentiment polarity in the explicit
sentiment set. Recombined reviews are connected using the </s> symbol.

we select prompts with varying pseudo-tokens to
guide the T5 model during training. Additionally,
inspired by Gou et al. (2023), we rearrange the
order of sentiment elements in the prompts to fur-
ther enhance our dataset. During the inference
phase, different prompts yield varying results. To
aggregate these outcomes, our framework utilizes
a voting mechanism. Next, we will describe each
section in detail.

2.2 Algorithm-Guided Review Combination

Many studies (Zhai et al., 2022; Yu et al., 2023b;
Zhang et al., 2023; Wang et al., 2023) are currently
exploring data augmentation methods for sentiment
analysis. However, these approaches often over-
look the impact of missing explicit or implicit sen-
timent on the data. In our framework, we designed
a data augmentation strategy to address this gap.
Assuming a review sentence Si contains na

i aspect
terms and no

i opinion terms, we categorize the senti-
ment elements accordingly. If all na

i +no
i elements

are implicit (marked as NULL), we label the re-
view as implicit. Conversely, if they are all explicit
(words present in the sentence), we label it as ex-
plicit. Review sentences containing both types are
classified as mixed. This classification results in
three sets: DI for reviews with only implicit senti-
ment expressions, DE for those with only explicit
expressions, and DM for reviews containing both.

Next, we prioritize combining DI and DE by se-
quentially pairing review sentences from these sets.
Since their sizes may differ, the larger set will also
be combined with DM . Any remaining review sen-
tences that do not form pairs will stand alone. The
method is formally summarized in Algorithm 1.
Through these steps, our framework enhances the
semantic features of selected reviews in the origi-
nal dataset, resulting in richer representations for
analysis.

Algorithm 1 Hybrid Algorithm
1: Input: Training set D = {Si}Ni=1, aspect term na

i ∈
{Si, NULL}, opinion term no

i ∈ {Si, NULL}
2: Output: Combined dataset D

′

3: Initialize: D
′
= ∅, DI = ∅, DE = ∅, DM = ∅

// Classification Stage
4: for each review sentence Si ∈ D do
5: If na

i + no
i = NULL, assign Si → DI

6: Else if na
i + no

i ∈ Si, assign Si → DE

7: Else, assign Si → DM

8: end for
// Combination Stage

9: while |DI | > 0 and |DE | > 0 do
10: Select Sj ∈ DI , Sk ∈ DE

11: S
′
= Combine(Sj , Sk) or Combine(Sk, Sj)

12: Add S
′ → D

′

13: end while
14: If |DI | ̸= |DE |, combine remaining review sentences

from larger set with DM

15: Add any unpaired review sentences from DI , DE or DM

individually to D
′

16: Return D
′
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2.3 Pseudo-Tokens Prompting with Combined
Reviews

Following the methods of Hu et al. (2022) and
Gou et al. (2023), our framework models the task
of extracting sentiment quadruples as a sequence-
to-sequence generation problem. Prompts with
pseudo-tokens are appended to the input sequence
to guide the model in understanding the relation-
ships among the four sentiment elements and in
distinguishing between the semantic features of
implicit and explicit sentiment expressions. The
model then autoregressively generates all sentiment
quads present in the reviews.

Since pseudo-tokens do not carry specific seman-
tic meanings, the model iteratively adjusts their
semantic features during training. Over time, the
pseudo-tokens align with appropriate vector rep-
resentations in the model’s embedding space. We
define two categories of pseudo-tokens to repre-
sent sentiment elements in implicit and explicit
review sentences. For implicit reviews, we design
five pseudo-tokens, ’<implicit_vtoken_a>’, ’<im-
plicit_vtoken_c>’, ’<implicit_vtoken_s>’, ’<im-
plicit_vtoken_o>’ and ’<null>’, while for ex-
plicit reviews, we design four pseudo-tokens, ’<ex-
plicit_vtoken_a>’, ’<explicit_vtoken_c>’, ’<ex-
plicit_vtoken_s>’, ’<explicit_vtoken_o>’. Thus,
we design eight pseudo-tokens corresponding to
the four sentiment elements in implicit and explicit
reviews, along with one additional token to repre-
sent when the aspect or opinion terms are marked
as NULL. Unlike Gou et al. (2023), we do not re-
place implicit aspect terms with "it" but instead
use NULL directly. Since our framework first com-
bines the original reviews, we select pseudo-tokens
based on the sentiment types of the two sub-clauses
in the combined sentence, connecting them with
’</s>’. For instance, a review sentence might look
like this:

[A] <null> [C] <implicit_vtoken_c> [S] <im-
plicit_vtoken_s> [O] <null> Xi </s> [A] <ex-
plicit_vtoken_a> [C] <explicit_vtoken_c> [S] <ex-
plicit_vtoken_s> [O] <explicit_vtoken_o> Xj .

The pseudo-tokens must align with the general
sentiment elements prompt format: ’[A] [C] [S]
[O]’. Similar to previous work (Hu et al., 2022; Gou
et al., 2023), we adjust the relative positions of the
sentiment elements within the prompt, allowing the
model to generate sentiment quads from different
templates rather than relying on a fixed order.

2.4 Training
We utilize a standard transformer-based encoder-
decoder architecture for the text generation process,
initializing model’s parameters with the pre-trained
language model T5 (Raffel et al., 2020). We in-
put U = (u1, u2, ..., ul, ul+p) contains review sen-
tence and prompt into the language model to com-
pute the conditional probability ŷi:

ŷi = LM(u1, u2, ..., ul, ul+p) (2)

where p represents the length of the prompt. Next,
we calculate the cross-entropy loss L between the
decoder output and the target sequence Yi:

L = −
N∑

i=1

logŷi (3)

2.5 Inference
For inference, the framework employs an aggrega-
tion strategy to combine the results generated from
different prompt templates with pseudo-tokens.
The final output is selected through a voting mech-
anism. Given the small size of the training dataset,
the model’s generated sequences may not always
meet the desired criteria, so we apply constrained
decoding to regulate token generation.

2.5.1 Multi-Prompts Aggregation
We select the sentiment quads that appear most
frequently across templates and include them in the
final result set. Specifically, the framework defines
a minimum threshold k to filter out quads that occur
infrequently, retaining only those that appear more
often.

P = {q|q ∈
m⋃

i=1

Ti and (

m∑

i=1

1Ti(q) ≥ k)} (4)

where q denotes the quad obtained in the template
Ti, m is the number of templates and P is the final
prediction of quads.

2.5.2 Constrained Decoding
We employ a constrained decoding strategy
(Hokamp and Liu, 2017; Bao et al., 2022; Gou
et al., 2023) to ensure that the tokens generated
by the model belong to the appropriate set. This
method dynamically adjusts the candidate token
list based on the previously generated token rather
than relying on the entire vocabulary. Appendix A
provides a detailed candidate list for the next token
following the current token.
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3 Experimental Setup

3.1 Datasets

To validate the effectiveness of our proposed frame-
work, we conducted extensive experiments on
four public datasets: Laptop-ACOS, Restaurant-
ACOS, Rest15, and Rest16. Cai et al. (2021)
created the Laptop-ACOS and Restaurant-ACOS
datasets. Laptop-ACOS is derived from Amazon
reviews (2017-2018) (Zhang et al., 2024a), while
Restaurant-ACOS is an extension of the SemEval
2016 Restaurant dataset (Pontiki et al., 2016). Both
quadruples in these two datasets contain implicit as-
pects or opinions, and Laptop-ACOS has a higher
percentage of implicit opinions than Restaurant-
ACOS. The Rest15 and Rest16 datasets were cre-
ated by Zhang et al. (2021a), based on the SemEval
shared challenges, with annotations for aspect cat-
egories and opinion terms from Peng et al. (2020)
and Wan et al. (2020). In these two datasets, only
aspect terms contain implicit sentiment, while opin-
ion terms do not. Appendix B provides detailed
statistics for these four benchmark datasets.

3.2 Implementation Details

We use the T5-BASE model (Raffel et al., 2020)
from the Huggingface Transformers library2 (Wolf
et al., 2020) as the pre-trained model for our frame-
work. T5 follows a standard encoder-decoder archi-
tecture similar to the Transformer (Vaswani, 2017).
The same hyperparameters are applied across all
datasets, with detailed settings provided in Ap-
pendix C. All experiments were conducted using
an NVIDIA RTX 4090 GPU.

In the main experiments, using the aforemen-
tioned datasets, the number of orders m varies
between 1 and 15. For the low-resource setting
experiments, m is fixed at 5. To maintain sim-
plicity, the number of orders during inference is
the same as during training. Consistent with prior
works (Peng et al., 2020), we evaluate model per-
formance using standard metrics: F1 score (F1),
recall (R), and precision (P). All reported results in
supervised settings are averaged over 5 runs with
different random seeds.

3.3 Baselines

To validate the effectiveness of our proposed frame-
work, we compare our results with other strong
baseline models:

2https://github.com/huggingface/transformers

EXTRACT-CLASSIFY is a robust model in-
troduced by Cai et al. (2021), which employs
an extraction-based approach. PARAPHRASE
(Zhang et al., 2021a) is currently the leading ABSA
model. This model transforms quadruple extrac-
tion into full-text generation with the assistance
of Pre-trained Language Models. GAS (Zhang
et al., 2021b) is an ABSA model that transforms
the classification-based scheme into a generative
paradigm. DLO/ILO (Hu et al., 2022) augments
dataset given the order-free property of the quadru-
plet based on templates. UAUL (Hu et al., 2023)
is a template-agnostic method based on T5 that
effectively handles negative noise and enhances
prediction accuracy. MvP (Gou et al., 2023) in-
corporates the DLO method (Hu et al., 2022) and
employs element markers to represent the infor-
mation structure (Paolini et al., 2021). Mivls (Nie
et al., 2024) adopts a non-autoregressive generative
framework and induces a latent variable learning to
model the aspect and opinion elements. ADA-joint
(Zhang et al., 2024b) proposes an Adaptive Data
Augmentation (ADA) framework to tackle the data
imbalance in the ASQP task.

4 Results and Discussions

4.1 Main Results

Supervised settings. The main results of our ex-
periments are summarized in Table 1, with the F1
score being the most critical evaluation metric. Our
proposed framework outperforms the compared
methods across all four datasets. Specifically, it
achieves improvements in F1 score of 3.96% on
ACOS-Laptop, 2.58% on ACOS-Rest, 1.34% on
Rest15, and 0.82% on Rest16 over the current state-
of-the-art. We attribute the strong performance of
our framework to two key factors: (1) The majority
of reviews in the original datasets contain either
explicit or implicit sentiment expressions. By com-
bining these sentence types, our framework allows
the model to learn richer semantic representations.
(2) The use of pseudo-token prompts during train-
ing effectively leverages the pre-existing knowl-
edge in the pre-trained model. Our framework per-
forms particularly well on the ACOS-Laptop and
ACOS-Rest datasets, where both the aspect term
and opinion term may be labeled as NULL, indicat-
ing implicit sentiment in the sentence. In contrast,
in the Rest15 and Rest16 datasets, only the aspect
term can be marked as NULL. This suggests that
our framework is especially effective in handling
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Model ACOS-Laptop ACOS-Rest Rest15 Rest16
P R F1 P R F1 P R F1 P R F1

EXTRACT-CLASSIFY 45.56 29.28 35.80 38.54 52.96 44.61 35.64 37.25 36.42 38.40 50.93 43.77
PARAPHRASE - - - - - - 46.16 47.72 46.93 56.63 59.30 57.93
GAS 43.46 42.69 43.07 59.81 5731 58.63 47.15 46.01 46.57 57.30 57.82 57.55
DLO 43.40 43.80 43.60 60.02 59.84 59.18 47.08 49.33 48.18 57.92 61.80 59.79
ILO 44.14 44.56 44.35 58.43 58.95 58.69 47.78 50.38 49.05 57.58 61.17 59.32
DLO+UAUL 43.78 43.53 43.65 61.03 60.55 60.78 48.06 50.54 49.26 59.05 62.05 60.50
PARAPHRASE+UAUL 44.91 44.01 44.45 60.39 60.04 60.21 48.96 49.81 49.38 58.28 60.58 59.40
MvP - - 43.92 - - 61.54 - - 51.04 - - 60.39
Mivls 53.47 33.45 43.71 60.46 51.14 55.25 54.46 48.53 51.25 57.01 59.54 58.79
ADA-joint 45.03 44.53 44.78 60.15 61.95 61.04 49.31 53.96 51.53 59.34 62.83 61.03

ours(5 templates) 47.57 47.91 47.74 62.84 63.19 63.02 52.55 53.21 52.87 62.60 60.95 61.76
ours(15 templates) 49.42 48.08 48.74 63.85 64.41 64.12 52.83 50.44 51.61 62.64 61.08 61.85

Table 1: Results for supervised settings on four datasets of ASQP tasks. The best and the second best results are in
bold and underlined, respectively. In this experiment, mm is set to 1-15, and we choose mm equal to 5 and 15.

Dataset Model 1% 5% 10% AVG

ACOS-Laptop MvP† 14.63 27.01 32.01 24.55
ours 11.01 33.54 38.21 27.59

ACOS-Rest MvP† 16.70 32.31 42.38 30.46
ours 18.88 44.77 46.27 36.64

Rest15 MvP† 14.02 26.57 31.48 24.02
ours 16.16 30.44 37.99 28.20

Rest16 MvP† 17.88 37.67 42.91 32.82
ours 20.42 38.87 48.26 35.85

Table 2: Results for low-resource settings. The results
with "†" are reproduced by their released code.

reviews with implicit sentiment expressions.

Low-resource settings. To further evaluate
the performance of our framework in low-resource
settings, we trained both our model and MvP us-
ing only 1%, 5%, and 10% of the data from the
four datasets. The F1 scores on the test sets are
shown in Table 2. Our framework consistently out-
performs MvP, even with limited training samples.
Notably, our framework achieves better results than
MvP across all resource settings. In low-resource
scenarios, the reduction in sample size makes it
crucial to increase the complexity of individual
samples. Since our proposed framework combines
reviews with different sentiment categories, a sin-
gle review sentence may contain both implicit and
explicit sentiment expressions, allowing the model
to learn more complex representations. This clearly
demonstrates the ability of our framework to adapt
quickly in low-resource scenarios, highlighting its
robustness and efficiency when sample sizes are
limited.

4.2 Ablation Study
In this section, we conducted ablation exper-
iments to assess the effectiveness of our pro-
posed framework, specifically focusing on the
Algorithm-Guided Sample Mixing and Pseudo-
Tokens Prompting with Mixed Samples compo-
nents. All experiments were carried out in a su-
pervised setting, and the results are summarized in
Table 3.

First, we removed the review combination mod-
ule and used the original dataset for experiments.
The results show that removing this component led
to a decrease in F1 scores on the ACOS-Laptop,
ACOS-Rest, Rest15, and Rest16 datasets by 2.72%,
1.97%, 2.08%, and 2.85%, respectively. This
demonstrates the critical role review combination
plays in our framework, which will be further dis-
cussed in Section 4.2.1. Next, we excluded the
pseudo-tokens from the prompt sequences, result-
ing in performance drops across all datasets. The
F1 scores for ACOS-Laptop, ACOS-Rest, Rest15,
and Rest16 declined by 1.74%, 1.88%, 3.53%, and
0.83%, respectively. This indicates that pseudo-
tokens significantly enhance the effectiveness of
the prompts, which will be thoroughly analyzed in
Section 4.2.2. Finally, we removed the constrained
decoding module, resulting in a slight decrease in

Model Laptop Rest Rest15 Rest16

ours (5 templates) 47.74 63.02 52.87 61.76
w/o sample combination 45.02 61.05 50.79 58.91
w/o pseudo-tokens 46.00 61.14 49.34 60.93
w/o cd 47.17 62.72 51.28 60.95

Table 3: Results from the ablation study under super-
vised settings for our framework with five templates.
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Model
ACOS-Laptop ACOS-Rest

EA & EO IA & EO EA & IO IA & IO EA & EO IA & EO EA & IO IA & IO

TAS-BERT-ACOS 26.1 41.5 10.9 21.2 33.6 31.8 14.0 39.8
Extract-Classify-ACOS 35.4 39.0 16.8 18.6 45.0 34.7 23.9 33.7
PARAPHRASE 45.7 51.0 33.0 39.6 65.4 53.5 45.6 49.2
GEN-SCL-NAT 45.8 54.0 34.3 39.6 66.5 56.5 46.2 50.7

ours 50.3 57.1 47.1 45.1 65.7 65.1 66.7 71.6

Table 4: Breakdown of F1 performance per example split, with each split comprising reviews containing that
quadruple type. E: explicit, I: implicit, A: aspect, O: opinion. The best and the second best results are in bold and
underlined, respectively.

model performance.

4.2.1 Effect of Review Combination

The results shown in Table 3 clearly demonstrate
that removing the review combination component
leads to a significant drop in F1 scores, highlighting
the effectiveness of our proposed review combina-
tion approach. This method serves as a form of
data augmentation, combining reviews that contain
only implicit sentiment expressions with those that
have only explicit sentiment expressions. By merg-
ing these types of reviews, the model is able to
capture richer sentiment features from a single sen-
tence, improving its ability to handle more complex
sentiment scenarios. Importantly, this augmenta-
tion technique relies solely on the original dataset
without introducing any external data.

To further analyze the framework’s performance,
we evaluated its effectiveness across specific sen-
timent quadruples, as shown in Table 4. The sen-
timent quads were categorized into four groups
based on whether the aspect term and opinion term
are implicit: EAEO, IAEO, EAIO, and IAIO. We
tested the framework on the ACOS-Laptop and
ACOS-Rest datasets, and the results indicate that
our framework outperforms previous state-of-the-
art models (Wan et al., 2020; Cai et al., 2021; Zhang
et al., 2021a; Peper and Wang, 2022) across all cat-
egories of sentiment quads, particularly in cases
where either the aspect term or opinion term is im-
plicit. Additionally, our experiments reveal that
existing models often confuse implicit and explicit
sentiment expressions when extracting sentiment
quadruples. In summary, the review combination
approach we introduced is both effective and im-
pactful.

4.2.2 Effect of Pseudo-Tokens
We designed two types of pseudo-tokens: one to
represent implicit sentiment and the other for ex-
plicit sentiment. The framework selects different
pseudo-tokens based on the types of sentiment
quads in the sentence. Each of the four sentiment el-
ements in a quad is associated with a corresponding
pseudo-token. Additionally, we created a specific
pseudo-token, ’<null>’, to represent implicit as-
pect terms and opinion terms. These pseudo-tokens
help capture relationships between different senti-
ment elements and leverage the prior knowledge
of pre-trained models, making the prompts more
adaptable across contexts.

To explore the impact of the ’<null>’ token,
we conducted ablation experiments on the ACOS-
Laptop and ACOS-Rest datasets, as shown in Ta-
ble 5. When the ’<null>’ token was removed, the
performance of the framework decreased, confirm-
ing that having a dedicated pseudo-token for im-
plicit sentiment elements is indeed effective.

Model ACOS-Laptop ACOS-Rest
P R F1 P R F1

w/o <null> 47.05 46.60 46.82 64.17 63.75 63.96
ours 49.42 48.08 48.74 63.85 64.41 64.12

Table 5: Comparative experiment after removing
’<null>’ from Pseudo-tokens.

4.2.3 Effect of the number of templates
Inspired by the success of multi-order template-
based data augmentation in the MvP model, we fur-
ther investigate the impact of using prompts with
different sentiment element orders for data aug-
mentation. We evaluate the effect of multi-order
templates across all four datasets. As shown in
Figure 3, the F1 score improves consistently across
all datasets as the value of m increases, with the

3878



model reaching near-optimal performance around
m = 5. This indicates that prompts with pseudo-
tokens, when combined with multi-order template
augmentation, can effectively help the model learn
semantic relationships between sentiment elements.
For more analysis on this section, see Appendix C.
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Figure 3: F1 scores of variants by setting different num-
bers of templates in all datasets.

5 Related Work

Task Evolution. According to Liu (2022), Sen-
timent Analysis (SA) is a field that uses computa-
tional methods to analyze opinions and emotions
expressed in text. Aspect-Based Sentiment Analy-
sis (ABSA), a subtask of SA, focuses on sentiment
analysis at the aspect level, identifying four key
elements in a sentence: aspect term, aspect cate-
gory, sentiment polarity, and opinion term. The
aspect term refers to the entity or specific fea-
ture being evaluated, which can be explicitly or
implicitly mentioned. The aspect category repre-
sents the broader domain to which the aspect be-
longs. Sentiment polarity indicates the sentiment
(positive, negative, or neutral) toward the aspect
term, inferred from the opinion term and its con-
text. The opinion term expresses an attitude to-
ward the aspect term, which may also be explicit
or implicit. Two tasks have been defined to extract
all four sentiment elements simultaneously: the
ACOS (Aspect-Category-Opinion-Sentiment) task
introduced by Cai et al. (2021), and Aspect-Based
Sentiment Quadruple Prediction (ASQP) defined
by Zhang et al. (2021a), both aiming to extract
sentiment quadruples from review sentences.

Generative Methods. Instead of separate or
pipeline methods (Phan and Ogunbona, 2020), re-
cent research has increasingly adopted generative

approaches to address various ABSA challenges.
These generative methods excel by minimizing the
error propagation common in pipeline models and
leveraging rich semantic label information (Paolini
et al., 2021; Zhang et al., 2022; Yu et al., 2023a).
Moreover, Hu et al. (2022) and Gou et al. (2023)
explored the impact of element ordering and pro-
posed methods to enhance data on the target side by
selecting optimal element orders for ABSA tasks.
Additionally, Zhang et al. (2024b) introduced an
adaptive data augmentation framework to enhance
data quality within a generative approach further.
Another study (Zhang et al., 2024c) proposes a
self-training framework with a pseudo label scorer,
which constructs human and AI annotated compar-
ison datasets, uses a generative model as the scorer,
conducts two stage filtering in self-training, and
applies the scorer as a reranker to improve model
performance.

6 Conclusion

In this paper, we present a framework designed to
address the challenge of distinguishing between
implicit and explicit sentiment expressions when
extracting sentiment quadruples. Our approach
first uses a hybrid algorithm to reorganize the orig-
inal dataset based on sentiment expression types.
We then introduce the prompts with pseudo-tokens
through multiple templates to guide the model’s
training. We design nine pseudo-tokens, each rep-
resenting the sentiment elements under different
types of sentiment expression. Depending on the
sentiment expression present in the reorganized re-
view sentences, the appropriate pseudo-tokens are
embedded in the prompt. Finally, a voting strat-
egy is applied to aggregate the results generated
by the model from different prompts, yielding the
final output. Extensive experiments demonstrate
that this framework enhances the model’s ability
to extract sentiment quads, particularly in cases
involving implicit sentiment expressions.

7 Limitations

In our proposed framework, we use a straightfor-
ward hybrid algorithm to reorganize the original
reviews. This serves as a form of data augmen-
tation; however, it focuses solely on combining
data without considering its quality. While this
approach enriches the original reviews with more
diverse sentiment expressions, it overlooks the se-
mantic relationships between the two reviews being
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merged. When there is a semantic connection be-
tween the combined reviews, the resulting samples
are of higher quality.
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A Constrained Decoding and Experiment
settings

The specific constraint decoding strategy and exper-
imental settings are shown in Table 6 and Table 7

B Data Statistics

Table 8 shows the data statistics of all datasets of
the ASQP and ACOS task.

Current Token Candidate tokens

[A] Input Sentence, NULL, [SSEP]
[C] Aspect Category, [SSEP]
[S] Positive, Negative, Neutral, NULL, [SSEP]
[O] Input Sentence, NULL, [SSEP]

Table 6: Candidate tokens of different current token.
The [SSEP] token is used to separate multiple sentiment
quads within a single input sentence.

Hyperparameters Ours
Ours (Low Resource)
1% 5% 10%

Epoch 20 200 100 50
Batch Size 16 8
Learning Rate 1e-4

Table 7: Hyper-parameters for all supervised and low-
resource settings.

C Analysis of Multi-prompts

C.1 Effect of different aggregation strategies

The multi-order template data augmentation strat-
egy can lead the model to generate different sen-
timent quads. Therefore, selecting the final quads
from these varied results becomes crucial. To ad-
dress this, we employ a voting strategy. During
result aggregation, a threshold value k is set. Only
quads that appear more than k times in the result
set are included in the final output. As seen in
Figure 4 and Figure 5, increasing k improves pre-
cision but reduces recall, with minimal fluctuation
in the F1 score. This occurs because a smaller k al-
lows more quads to be selected, boosting recall but
introducing potential errors that lower precision.
Conversely, a larger k reduces recall but increases
precision. To balance model performance, we rec-
ommend setting k to half the number of generated
prompts.
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Figure 4: The precision, recall and F1 score for ACOS-
Laptop training on aggregation strategies
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Figure 5: The precision, recall and F1 score for ACOS-
Rest training on aggregation strategies

C.2 Effect of prompt input position

We explored the impact of placing the prompt at
different positions within the input sequence, con-
sidering two configurations: placing the prompt
at the beginning (pre) or at the end (post) of the
sequence. Experiments on the ACOS-Laptop and
ACOS-Rest datasets, as shown in Table 9, reveal
that both settings yield similar F1 scores. However,
the pre setting results in higher precision but lower
recall, while the post setting produces the opposite
effect. Since T5 is a generative model, placing the
prompt at the end likely encourages the model to
generate more sentiment quads based on the senti-
ment elements present in the prompt, which could
explain this outcome.
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Dataset
ACOS-Laptop ACOS-Rest Rest15 Rest16

#S #Q #IS #S #Q #IS #S #Q #IS #S #Q #IS

Train 2934 4172 1527 1530 2484 589 834 1354 227 1264 1989 382
Dev 326 440 155 171 261 74 209 347 58 316 507 87
Test 816 1161 407 581 913 267 537 795 184 544 799 146

Table 8: Statistics of the datasets. #S and #Q are the numbers of review sentences and sentiment quads. #IS are the
numbers of review sentences which contain implicit sentiment expression.

Model ACOS-Laptop ACOS-Rest
P R F1 P R F1

post 47.57 47.91 47.74 62.84 63.19 63.02
pre 48.57 47.29 47.92 62.31 62.86 62.58

Table 9: The impact of prompt at different positions in
the input sequence.
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