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Abstract

Previous research has shown that fine-tuning
language models on general tasks enhance their
underlying mechanisms. However, the impact
of fine-tuning on poisoned data and the result-
ing changes in these mechanisms are poorly un-
derstood. This study investigates the changes
in a model’s mechanisms during toxic fine-
tuning and identifies the primary corruption
mechanisms. We also analyze the changes af-
ter retraining a corrupted model on the original
dataset and observe neuroplasticity behaviors,
where the model relearns original mechanisms
after fine-tuning the corrupted model. Our find-
ings indicate that: (i) Underlying mechanisms
are amplified across task-specific fine-tuning
which can be generalized to longer epochs, (ii)
Model corruption via toxic fine-tuning is local-
ized to specific circuit components, (iii) Mod-
els exhibit neuroplasticity when retraining cor-
rupted models on clean dataset, reforming the
original model mechanisms.

1 Introduction

Recent progress in transformer-based language
modelling (Vaswani et al., 2017; OpenAI et al.,
2023; Touvron et al., 2023) has garnered atten-
tion in widespread applications (Karapantelakis
et al., 2024; Zhou et al., 2024; Raiaan et al., 2024).
However, such models’ safety, robustness and in-
terpretability remain a pertinent issue (Liu et al.,
2024; Mechergui and Sreedharan, 2024).

Furthermore, mechanistic interpretability has
garnered attention (Wang et al., 2022; Zhong et al.,
2024; Conmy et al., 2023). It concerns itself with
reverse-engineering model weights into human in-
terpretable mechanisms/algorithms (Olah, 2022) by
viewing models as computational graphs (Geiger
et al., 2021) and analyzing subgraphs of the model
with distinct functionality, called circuits (Elhage
et al., 2021). Through considerable manual effort
and intuition, recent works have reverse-engineered

mechanisms of transformer-based language models
for specified tasks (Wang et al., 2022; Hanna et al.,
2024a; García-Carrasco et al., 2024; Lindner et al.,
2024; Prakash et al., 2024).

Prior work (Prakash et al., 2024) has suggested
that fine-tuning enhances the underlying mecha-
nisms of the entity tracking task (Kim and Schuster,
2023) when fine-tuning on code, mathematics, and
instructions. In the following sections, we build
upon prior work as one of our main contributions
and extend the results to task-specific fine-tuning
up to long training duration while providing the
circuits formed across epochs and analyzing the
changes in model mechanisms.

With the recent improvements to language mod-
eling, works have focused on the security issues
posed by such models (Shu et al., 2023; Carlini
et al., 2023; He et al., 2024) focusing on designing
model poisoning strategies to allow for efficient
backdoors. Our work differs from such poison-
ing literature in that we aim to create data aug-
mentations to fine-tune and corrupt specific mecha-
nisms in the model akin to works focusing on label
poisoning in training scenarios like Huang et al.
(2020), Wan et al. (2023a) and Geiping et al. (2020),
which aim to control model behavior via introduc-
ing poisoned data in training settings. However, as
such changes to model mechanisms remain a mys-
tery in how they affect model behaviors, we take
the case of the Indirect Object Identification task
(Wang et al., 2022) and investigate the mechanism
of corruption in models, utilizing several corrupted
datasets. In addition, inspired by work done by
Lo et al. (2024), we find evidence of neuroplastic-
ity from a mechanistic perspective in the models
which relearn the task after fine-tuning the cor-
rupted model on the correct dataset, highlighting
the inherent inertia of pre-trained language models.
Our key findings are: i) Underlying mechanisms
are enhanced across time, even for longer epochs,
in task-specific fine-tuning, due to a specific mech-
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Figure 1: The new circuit we discovered for task-specific fine-tuning at Epoch 3. The emerging, marked in blue,
circuit components formed performed similar mechanisms as the prior circuit components.

anism, which, for the sake of brevity, we name: am-
plification. ii) The mechanism of model poisoning
via toxic fine-tuning is very localized, specifically
corrupting the capacity of certain attention heads
to perform their respective underlying mechanisms.
iii) Models show the behavior of neuroplasticity,
retrieving their original mechanisms after very few
epochs of retraining on correct/clean datasets. The
code is available on github1.

2 Preliminaries

Indirect Object Identification (IOI): The IOI
task involves identifying the indirect object in a
sentence. For example: "When Mark and Rebecca
went to the garden, Mark gave flowers to". The
task involves two clauses with single-token names.
The first clause contains the subject (S1) and in-
direct object (IO) tokens, while the second clause
contains the second occurrence of the subject (S2)
and ends with "to". The goal is to complete the
second clause with the IO token, which is the non-
repeated name (Wang et al., 2022), see Appendix F
for the original circuit diagram. The circuit that
implements the task contains multiple underlying
mechanisms described as follows:

• Name Mover Heads attend to the previous
names in the sentence, meaning the “to” token
attends primarily to the IO token and less to
the S1 and S2 tokens. They primarily copy
the IO token and increase its logit.

• Negative Name Mover Heads attend to the
previous names in the sentence, their mecha-
nism is suppressing the IO token (i.e., decreas-
ing the logit of the IO token) and writing to
the opposite direction of Name Mover Heads.

1https://github.com/osu-srml/
neuro-amp-circuits

• S-Inhibition Heads attend to the second copy
of the subject token, S2, and bias the query
of the Name Mover Heads against S1 and S2
tokens.

• Duplicate Token Heads identify tokens that
already appeared in the sentence, being active
at the S2 token and attending primarily to the
S1 token.

• Previous Token Heads copy the embedding
of S to the position of S + 1.

• Induction Heads perform the same as Dupli-
cate Token Heads, but via an induction mech-
anism.

• Backup Name Mover Heads are the heads
that perform the mechanism of the Name
Mover Heads if they are ablated.

Path Patching and Knockout were used to iden-
tify and evaluate crucial model components, see
Appendix C and Appendix G for further details
on the circuit discovery procedure(Goldowsky-Dill
et al., 2023).

Cross Model Activation Patching (CMAP):
involves activation patching (Zhang and Nanda,
2023; Goldowsky-Dill et al., 2023) across different
models on the same input (Prakash et al., 2024).
While vanilla activation patching replaces compo-
nents within the same model using different inputs,
cross-model activation patching involves using the
same input across different models, replacing the
corresponding components to observe the differ-
ences in output.

Neuroplasticity: In machine learning, neuroplas-
ticity, refers to the ability of the model to adapt and
regain conceptual representations (Lo et al., 2024).
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We extend this definition to include the ability of a
model to relearn corrupted concepts/mechanisms.

3 Experimental Setting

Model Architecture : GPT-2-small (Radford
et al., 2019) is a decoder-only transformer with
12 layers and 12 attention heads per layer. We fol-
low the notations in (Wang et al., 2022) and denote
head jth in layer i by hi,j . This attention head is
parameterized by four matrices W i,j

Q , W i,j
K , W i,j

V

∈ R
d
H
×d and W i,j

O ∈ R
d
H
×d, where d is the model

dimension, and H is the number of heads in each
layer. Rewriting parameter of attention head hi,j
as low-rank matrices in Rd×d: W i,j

OV = W i,j
V W i,j

O ,
which is referred to as the OV matrix and deter-
mines what is written to the residual stream (El-
hage et al., 2021). Similarly, W i,j

QK = W i,j
Q W i,j

K

is referred to as the QK matrix and computes the
attention patterns of each head hi,j . The unembed
matrix WU projects the residual stream into logit
after layer norm application (Elhage et al., 2021;
Wang et al., 2022).

Fine-Tuning: We fine-tune GPT-2-small on the
IOI Dataset, which we refer to as the clean dataset
(Wang et al., 2022), for a variety of epochs, rang-
ing from 1 to 100 epochs (see section 4). For fine-
tuning, we adopt an unsupervised setting (Radford
et al., 2019), with fixed hyper-parameters across
all experiments (see Appendix B for details). Addi-
tionally, as shown in Figure 2, we create 3 data aug-
mentations of the original IOI dataset for corrupted
fine-tuning. We call these datasets Name Mov-
ing, Subject Duplication, and Duplication datasets
(discussion of results and design for Duplication
dataset is left to Appendix M). We design the
data augmentations and hypothesize impacts on the
model behavior due to the corruptions as follows:

When Mark and Rebecca went to the garden , Mark gave �owers to Rebecca

Tim

Tim

Mark

IOI

Duplication

Name
Moving

Subject
Duplication

Figure 2: Corrupted data augmentations we utilize to
poison model behavior on task

Corrupted Dataset 1: Name Moving. To inves-
tigate the behavior of Name Mover and Negative
Name Mover heads, we create a modified dataset
that disrupts the movement of the IO token to the
output. Specifically, we replace the final token
with a random name rather than the expected IO
token (e.g., altering the second clause from "Mark
gave flowers to Rebecca" to "Mark gave flowers to

Stephanie"). Fine-tuning on this dataset allows us
to analyze how the model’s copying mechanisms
adapt when it must output a name not present in
the input, thereby targeting the copying behavior
of the Name Mover Heads.

Corrupted Dataset 2: Subject Duplication Task.
To interfere with the Name Mover Heads’ role in
outputting the IO token and suppressing the S token
(due to S-Inhibition Heads), we introduce the Sub-
ject Duplication Task. In this task, the output IO to-
ken is replaced with the S token, as in: "Mark gave
flowers to Rebecca" becomes "Mark gave flowers
to Mark". Fine-tuning on this dataset aims to ob-
serve how model mechanisms adapt when forced
to output the S token, despite its repetition, target-
ing the interaction between S-Inhibition and Name
Mover Heads.

Circuit Discovery: Our circuit discovery follows
the method outlined in original IOI work (Wang
et al., 2022), utilizing path patching (Goldowsky-
Dill et al., 2023), activation patching (Meng et al.,
2023; Vig et al., 2020) and analyzing the circuit
components’ behavior. Even though methods like
ACDC (Conmy et al., 2023), EAP (Syed et al.,
2023), and DCM (Davies et al., 2023) reduce the
overhead, in order to stay faithful to the original
work, we adopt their approach.

Circuit Evaluation: We evaluate the circuits
formed and discovered at each fine-tuning iter-
ation, using the minimality, completeness, and
faithfulness criteria (Wang et al., 2022; Prakash
et al., 2024). We define Faithfulness as follows
(see Appendix G and Appendix F for details on
Minimality and Completeness). Let X be a ran-
dom variable representing a sample in our fine-
tuning dataset. Moreover, let CM denote the dis-
covered circuit for model M , and f(CM (X)) be
the logit difference between the IO token and S
token when circuit C of model M is run on input
X and F (C)

def
= EX [f(CM (X))] be the average

logit difference (Wang et al., 2022). Given this,
faithfulness is measured by the average logit dif-
ference of the IO and S token across inputs on the
model M and its circuit C; |F (M)− F (C)|. For
example, the faithfulness of the original IOI circuit:
|F (GPT2) − F (CGPT2)| = 0.46, i.e, the circuit
achieves 87% of the performance of GPT-2-small
(Wang et al., 2022).
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4 Phase Transitions via Fine-Tuning

Motivation: Building on recent advances in mech-
anistic interpretability, such as Zhong et al. (2024)
and Nanda et al. (2023), which explore phase tran-
sitions during grokking in toy models, our work
aims to extend this understanding to fine-tuning.
We focus on elucidating phase transitions in model
mechanisms under various fine-tuning conditions.
By leveraging insights into the model’s existing
mechanisms, we design corruption experiments
that disrupt these mechanisms through targeted
data augmentations. Our goal is to analyze how
fine-tuning on corrupted/clean data reshapes model
behavior, with the goal of a deeper understanding
of fine-tuning dynamics in neural networks.

In the following subsections, we discuss the ef-
fects of task-specific fine-tuning on the original
"clean" dataset, i.e, the IOI dataset, and discover
Circuit Amplification and the underlying mecha-
nisms of the increased capabilities of the model
to perform the underlying task. Furthermore, we
discuss the effects of model poisoning on the un-
derlying circuit of the model for the IOI task and
discover that the underlying changes are localized
to the circuit components of the model. Specifi-
cally, we analyze the effects of fine-tuning on the
attention heads in the original IOI circuit, as the
MLP layers mechanisms do not change across time,
see Appendix L for further explanation.

4.1 Amplification Of Model Mechanisms

First, we study the effects of task-specific fine-
tuning using the IOI dataset (clean dataset) on the
model. We mechanistically interpret the change in
the underlying mechanism. Consistent with expec-
tations, our experiments uniformly demonstrate a
significant boost in IOI task accuracy following the
task-specific fine-tuning on the clean dataset, see
Table 1.
Table 1: Performance, Faithfulness, and Sparsity of
Discovered Circuits at Different Epochs compared to
Model Performance

Epoch F (Y ) F (C) Faithfulness Sparsity |F (C)− F (CMGPT2
)|

1 6.32 6.22 98.4% 1.92% 1.2

3 11.56 11.50 99.5% 1.95% 2.2

10 15.51 15.26 98.4% 1.98% 1.48

15 16.77 16.73 99.7% 2.08% 0.91

25 19.47 19.45 99.89% 2.25% 0.37

50 22.87 22.75 99.7% 2.41% 0.35

100 26.83 26.65 99.3% 2.68% 0.41

We systematically analyze the circuits discov-
ered at various epochs, assessing their faithfulness,
performance, and sparsity. Our results show that

the retrieved circuits exhibit high faithfulness and
minimality scores, surpassing the original IOI cir-
cuit in both aspects. We provide a thorough ac-
count of our circuit discovery and evaluation re-
sults in the Appendix G, and in this section, we
delve into the underlying mechanisms driving this
performance enhancement. Concurrently, we ob-
serve that task-specific fine-tuning enhances the
underlying mechanisms of circuits without intro-
ducing novel mechanisms, even in longer train-
ing scenarios. The enhancement stems from two
sources: (1) amplified capabilities of existing cir-
cuit components and (2) emergence of new com-
ponents that replicate prior mechanisms. We term
this phenomenon Circuit Amplification, and re-
fer to the underlying mechanism as amplification.
Our results, summarized in Table 1, reveal con-
sistent Circuit Amplification in each epoch, note
that in Table 1, F (CMGPT2

) refers to the average
logit difference when the original circuit is run on
the fine-tuned model, so |F (C) − F (CMGPT2

)|
refers to the total contributions of the new circuit
components to the average logit difference. Fur-
thermore, we investigate the impact of fine-tuning
on model components, including Negative Name
Mover heads, which counterintuitively exhibit en-
hanced capabilities despite their negative contribu-
tion to the task. Notably, we do not observe the
diminishing or disappearance of Negative Name
Movers, see Figure 4a; instead, their abilities are en-
hanced. The IOI task circuit formed after 3 epochs
of fine-tuning can be seen in Figure 1.

Intriguingly, we see Circuit Amplification, even
for longer training epochs. This seemed counter-
intuitive as Negative Name Mover heads are ampli-
fied even after longer periods of training, hinting
at their counter-factual importance to the task. Ini-
tial investigation by (McDougall et al., 2023) shows
that these heads are a type of Copy Suppressor
Heads and are key to the behavior of Self-Repair
in language models (Rushing and Nanda, 2024).
These findings resonate with our result, as we see
these heads get amplified over time.2

Mechanism of Enhancement: Given the presence
of Circuit Amplification, we now move to one of
our key contributions, understanding how circuit
amplification takes place. We first denote that, triv-
ially, the increase in the number of components that
replicate original mechanisms contributing to the

2We further generalize the amplification results to the case
of fine-tuning on general datasets, see Appendix E.
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Ampli�cation

Figure 3: Attention Probability vs Projection of head
output along WU [IO] and WU [S] for head L9H9

task is one of the main contributors to circuit am-
plification, see Table 1. However, this doesn’t fully
explain the effect of circuit amplification, as the
added components do not represent the complete
change in the accuracy of the novel circuit when
compared to the original circuit. Secondly, we
record that the prior circuit components undergo
an increase in capacity to perform their mechanism.
To illustrate this point, we take the case of a Name
Mover Head, specifically L9H9 (Layer 9 Head 9)
which gets amplified. In Figure 3, we plot the
Attention Probability for IO (Indirect Object) and
“to” token pairs vs Projection of Head output along
WU [IO]. This figure also includes the attention
probability of S and “to” token pairs vs Projection
of Head output along WU [S]. We see that attention
probabilities have significantly decreased for the S
token for L9H9 after fine-tuning, suggesting a dis-
criminant increase in the copying behavior of the
IO token for L9H9 which is a finding that general-
izes to other heads in the same category. We further
record this behavior in the case of Negative Name
Mover Heads3. This implies that this head writes
more strongly to the residual stream as the direct
logit attribution4 of each head increases signifi-
cantly when compared to the original model. This
increase in the underlying capacity of the heads to
perform their underlying behavior is amplification,
see Figure 4a. Finally, the third mechanism con-
tributing to amplification is a change in the mecha-
nism of some of the Backup Name Mover Heads to
that of Name Mover Heads. We take the example of
L10H10 and show that this head now performs the
behaviors of Name Mover Heads after fine-tuning
for 3 epochs, see Figure 5 and Figure 4a. In Fig-
ure 5, we see that the attention probability w.r.t
the projection along the unembed of the IO and S
token is similar to that of the original name mover
heads, while seeing a significant increase in logit

3See Appendix H for further details
4Logit attribution is mathematically defined in Section 3.1

of (Wang et al., 2022).

9.9 10.10 11.10
Head

2

1

0

1

2

3

4

Lo
gi

t 
At

tr
ib

ut
io

n

Model
Original
Amplified

(a)

S-InhibitionPrevious Token Induction Duplicate Token
Head Type

0

1

2

3

4

5

6

7

8

Ch
an

ge
 in

 L
og

it
 D

iff
er

en
ce

 a
ft

er
 K

no
ck

ou
t 

Model
Original
Amplified

(b)

Figure 4: a) Logit Attribution of heads L9H9, L11H10,
L10H10 in original/amplified model. b) Absolute Logit
Difference in the original model vs amplified model
after ablation

Ampli�cation

Figure 5: :Attention Probability vs Projection of head
output along WU [IO] and WU [S] for head L10H10

attribution, from 0.4 to 1.8 on the IOI task. We
then ablate groups of heads in the original model
and the fine-tuned model and measure the absolute
change in the logit difference in their respective
circuit’s performance. As the number of model
components performing the task increases, for a
fair comparison, we only consider the heads in the
original circuit for each group. Figure 4b shows
that the ablating groups of heads in the fine-tuned
model show a much higher change in performance
indicating the original groups surged in their ca-
pability to do their respective mechanisms. These
findings generalize across epochs.
Analyzing Enhancement via Cross-Model Ac-
tivation Patching: We now analyze circuit am-
plification via Cross-Model Activation Patching
(Prakash et al., 2024) and record that in task-
specific fine-tuning, the amplification of the mech-
anism can be detected via Cross-Model Pattern
Patching. That is, we patch in attention patterns
of each head from the fine-tuned model into the
original model and record the changes in the logit
difference. We observe that each attention head
in the original circuit has increased capability to
perform its mechanism, see Figure 6.

4.2 Corruption of Model Mechanisms

Given the knowledge of circuit amplification, we
now aim to fine-tune the model with various cor-
rupted augmentations of the IOI task and utilize
path patching (Goldowsky-Dill et al., 2023) and
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Figure 6: Cross Model Pattern Patching: Taking the
attention pattern of the heads in the fine-tuned model
and patching them into the original model results in
an increase in the attention heads performance on the
underlying task.

activation patching (Vig et al., 2020) to study the
effects of corruption on the model mechanisms for
the IOI task. Furthermore, we record the changes
made to the original model circuit and investigate
the mechanisms of corruption across different aug-
mentations. We find that when fine-tuning on
Name Moving and Subject Duplication datasets,
the corruption can be traced back to changes in the
original circuit, however, no noticeable change oc-
curred when fine-tuning on the Duplication dataset,
hence we leave the discussions to the Appendix M.
We discover most of the mechanistic changes af-
ter toxic fine-tuning can be attributed to changes
in the mechanisms of the circuit components, i.e,
toxic fine-tuning alters the prior mechanisms of the
circuits instead of introducing new mechanisms for
suppressing performance on the task.

Name Moving Dataset. After fine-tuning, this
dataset suppresses the output of the IO token. No-
tably, after 3 epochs, the output logits of multiple
single-token names in the vocabulary converge to
similar values, with a slight bias towards the IO to-
ken name, thereby preserving the IOI functionality,
albeit with significant degradation. To illustrate, we
take the prompt "After John and Mary went to the
store, John gave milk to" and record the logits of the
top 5 most likely tokens, see Table 2. However, this

Logit Token
21.70 Mary
21.40 Elizabeth
21.34 Melissa
21.24 Christine
21.08 Stephanie

Table 2: Logits of top 5 tokens after 3 epochs

capability completely degrades over time, i.e, the
bias towards the "IO" token is non-negligible. To

elucidate the underlying mechanisms, we present
a detailed analysis of the fine-tuning process with
3 epochs on the corrupted dataset in this section.
Our investigation reveals that the model does not
introduce novel mechanisms to mitigate perfor-
mance on the task. Instead, it relies on diminish-
ing/altering the capabilities of specific attention
heads that underlie a task-related mechanism. No-
tably, the most affected components are the Name
Mover Heads and which completely lose their abil-
ity to copy the IO token ( Figure 7). We trace the

Corruption

Figure 7: Name Moving: Attention Probability vs Pro-
jection of head output along WU [IO] and WU [S] for
head L9H9

source of this corruption to the S-Inhibition heads,
which primarily suppress the queries of both the
IO and S tokens. Consequently, the original cir-
cuit is fundamentally disrupted, with the Name
Mover Heads losing their functionality and the S-
Inhibition Heads altering their mechanism to sup-
press both tokens. This is evident in the QK matrix
analysis of the S-Inhibition heads, which reveals
a significant change in attention patterns, see Fig-
ure 8a. We find that this mechanism of corruption
extends to Backup Name Mover Heads and Nega-
tive Name Mover Heads see Appendix I for further
details. This hints that model poisoning, mech-
anistically, alters very localized model behaviors
that affect the final output, instead of adding novel
mechanisms to corrupt the model. This can also be
seen via CMAP, see Appendix K.
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Figure 8: a) Name Moving: the attention probability
difference of S-Inhibition Heads on the IO and S token
[Original - Corrupted]. b) Subject Duplication: Change
in Logit Difference after ablating groups of heads.
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Corruption

Figure 9: Attention Probability vs Projection of head
output along WU [IO] and WU [S] for head L9H9

This corruption mechanism induces phase transi-
tions that disrupt the IOI task, as previously exam-
ined. In early epochs, the IOI capability remains
but with significant degradation (see Table 2), re-
sulting in correct outputs despite corrupted internal
mechanisms. We hypothesize that leveraging the
knowledge of pre-existing mechanisms could en-
able model poisoning attacks, selectively altering
mechanisms while changing the distribution of the
output significantly but compromising interpretabil-
ity or introducing backdoor triggers. Future work
exploring more defined attacks through fine-tuning
would be an interesting direction.

Subject Duplication Dataset. Applying this data
augmentation strategy and fine-tuning using the
corrupted dataset results in rapid and significant
degradation of model performance, the average
logit difference goes from 3.55 to −11.06 after just
5 epochs. Analysis reveals that the Name Mover
Heads are most affected, exhibiting a modified at-
tention pattern. This altered attention pattern yields
a suppressed logit for the IO token and an enhanced
logit for the S token, see Figure 9 for changes in
attention probability for both IO and S token. From
Figure 9 we can see that the projection of L9H9 in
the unembedding space has significantly changed,
now positively projecting the S token and nega-
tively projecting the IO token. Surprisingly, the
Negative Name Mover Heads undergo a similar
change in functionality; they write in the opposite
direction to the Name Mover Heads, which seems
counter-intuitive as these components were sup-
pressing the logit of the IO token, however after
fine-tuning on the corrupted data imputation, these
heads now suppress the logit of the S-token, see
Figure 9 and Figure 10. Finally, we find that
the mechanism of the S-Inhibition heads is mostly
suppressed, even though they still bias the query
of the Name Mover Heads and Negative Name
Mover Heads, the impact of the bias is statistically
insignificant when compared to the original circuit

Corruption

Figure 10: Attention Probability vs Projection of head
output along WU [IO] and WU [S] for head L11H10

as after mean ablation their effect is insignificant
in the corrupted model, see Figure 8b. Similar to
the previous observation, the mechanism of cor-
ruption is very local to certain model components,
however, unlike the prior case (Corrupted Dataset
for Name Moving Behaviour), only the mechanism
of the Name Mover Heads Negative Name Mover
Heads is changed, while the mechanism of the S-
Inhibition Heads (and other heads) is suppressed,
see Figure 8b for their importance to the task in the
corrupted model which we access via mean ablat-
ing groups of heads that are present in the circuit.
In contrast to the Name Moving data augmenta-
tion, the phase transition in this case reveals an
intriguing insight: Negative Name Mover Heads
shift from suppressing the ’IO’ token to suppress-
ing the ’S’ token, despite already being optimized
for the task. This suggests that Name Mover Heads
and Negative Name Mover Heads are intertwined,
with one performing the inverse of the other for
certain tasks. Further investigation into this "twin-
ning" behavior and its occurrence in other tasks
would be a promising direction for future research.

Analyses via Cross-Model Activation Patching:
Similar to prior experiments, we employ cross-
model activation patching and replace attention
patterns of each head with their patterns in the cor-
rupted model fine-tuned on the Subject Duplication
dataset. We observe that the effects of corruption
are localized to the circuit, see Figure 11, as the
heads most affected in Figure 11 are the circuit
components outlined in Figure 1.

5 Neuroplasticity in Model Mechanisms

After corruption, we study relearning the IOI task
via fine-tuning on the original dataset. We discover
that the corrupted model can recover its perfor-
mance and analyze the changes in mechanisms
between the retrieved and original models. Focus-
ing on the two data imputations, we fine-tune the
corrupted model using the original data and refer
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Figure 11: Cross Model Pattern Patching: We find that
effect of corruption is very localized to circuit compo-
nents of the model, however few additional components
arise, this is due to formation of repeated mechanisms
via fine-tuning, see Appendix K for further details

to the resulting model as the post-reversal model.
Name Moving Dataset: The post-reversal model
recovers its original performance and recovers the
original circuit mechanisms. Moreover, the IOI
task circuit mechanism is amplified compared to
the original model. We trace the mechanism change
from the corrupted to the post-reversal model and
find that the emergence of the prior mechanisms
occurs, resulting in a circuit similar to the original
model’s 5. Taking the case of the Name Mover
Head L9H9, we see the recovery (and amplifica-
tion) of the original mechanism of the head in the
post-reversal model, see Figure 12. Our analyses
extend to the case of Subject Duplication Dataset
and other heads, see Appendix J for details. This
suggests that one possible defense against data
poisoning attacks can be fine-tuning on the clean
dataset.

6 Generalization to Other Circuits

We extend our analyses to the Greater-Than cir-
cuit (Hanna et al., 2024a). We find a similar pat-
tern. The mechanisms of the greater-than task are
amplified after fine-tuning on task data. In con-
trast, the changes to the mechanisms of the model
under toxic fine-tuning are primarily localized to
circuit components leading to corruption of the
task. Furthermore, we discover our finding of neu-
roplasticity to hold for the greater-than task, i.e.,
the model reverts back to its original mechanism
after retraining the corrupted model on clean task-
specific data. We detail our experiments on this
task in Appendix N.

5see Appendix J for the new circuit diagram and discussion
on other heads

7 Related Work

Fine-Tuning enhances language model perfor-
mance for specific tasks (Christiano et al., 2017;
Gururangan et al., 2020; Madaan et al., 2022; Tou-
vron et al., 2023). Research has explored its effects
on model capabilities, like OOD detection (Uppaal
et al., 2023; Zhang et al., 2024), domain adaptation
(Gueta et al., 2023), generalization (Yang et al.,
2024) and safety (Qi et al., 2023). Fine-tuning
has also been shown to improve underlying mech-
anisms for cognitive tasks in domains like code,
and mathematics (Prakash et al., 2024) and for syn-
thetic tasks (Jain et al., 2023; Lindner et al., 2024).

Model Poisoning has been explored in prior
work to understand the impacts of various attacks
in diverse settings (Huang et al., 2020; He et al.,
2024; Carlini et al., 2023; Shu et al., 2023; Wan
et al., 2023b; Li et al., 2024; Wallace et al., 2020).
While other works focus on defense against such
attacks (Zhao et al., 2024; Yan et al., 2024; Geip-
ing et al., 2021; Zhu et al., 2022; Sun et al., 2023;
Tian et al., 2022; Tang et al., 2023), a mechanistic
understanding of corruption remains elusive.

Mechanistic Interpretability tries to reverse-
engineer the mechanisms of certain tasks (Wang
et al., 2022; Hanna et al., 2024a; García-Carrasco
et al., 2024; Lindner et al., 2024; Prakash et al.,
2024). Several works have focused on understand-
ing tasks under phenomenons such as grokking
(Nanda et al., 2023; Zhong et al., 2024), while some
have focused on exploring circuit component reuse
(Merullo et al., 2023), superposition (Elhage et al.,
2022), universality in group operations (Chughtai
et al., 2023) and dictionary learning (Cunningham
et al., 2023; Rajamanoharan et al., 2024).

8 Conclusion

This work takes the case of IOI task on GPT2-small
and analyzes the changes in its mechanism under
task-specific and toxic fine tuning.Our findings sug-
gest that 1) Model mechanisms are amplified dur-
ing task-specific fine-tuning 2) Fine-Tuning on cor-
rupted data leads to localized changes in model
mechanisms 3) Models show behaviors of neuro-
plasticity when retraining on the original dataset.

9 Limitations

Our work focuses on a specific architecture and
two task on it. Additional work is needed to
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Figure 12: Attention Probability vs Projection of head output along WU [IO] and WU [S] for head L9H9, corruption
on Name Moving augmentation.

scale/generalize our results for other architec-
tures/tasks. As the primary bottleneck of mechanis-
tic interpretability research is scalable, robust, and
effective methods to understand underlying mech-
anisms, we believe work in that direction would
significantly aid in scaling our findings to more
generalized settings used in real-world tasks.

10 Broader Impact

We believe mechanistic interpretability techniques
can alleviate many AI safety concerns and assist
in creating safe and reliable AI systems. However,
as our work highlights, interpretability techniques
can be utilized to develop exploits in regards to
jailbreaking and model poisoning, however, given
the presence of neuroplasticity, we believe signif-
icant future work can be done to alleviate such
drawbacks. Overall, we believe that approaching
AI safety problems with a mechanistic approach
can lead to interesting findings that might aid in
creating safer AI systems.
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A Dataset Size

A.1 IOI dataset

As we mentioned before, indirect object identifica-
tion(IOI) is a task related to identifying the indirect
object. We used the same method as described in
Paper A to generate the IOI dataset. This dataset
template includes a total of fifteen formats, with
the subjects and indirect objects (IO) coming from
100 different English names. Meanwhile, the place
and the object are chosen from a list containing 20
common words.

We generate 6360 samples from the template in
the IOI dataset pIOI . We chose this dataset size
for our IOI dataset for several reasons. Firstly, this
size allows us to observe changes in each head.
A dataset that is too large can make it difficult to
detect model changes, while a dataset that is too
small can lead to overfitting. Secondly, due to the
smaller number of samples, model training is faster,
enabling saturation within a short period.

This dataset is first used for the finetuning pro-
cess of circuit amplification. Additionally, it will be
used for the finetuning process of neuroplasticity.

A.2 Poisoning datasets

For data poisoning, we also randomly generated
three different datasets: the Duplication Dataset,
the Name Moving Dataset, and the Subject Dupli-
cation Task Dataset. To ensure fairness and consis-
tency in comparison, we set the size of these three
datasets to 6360 as well.

• Duplication dataset is using a random sin-
gle token to replace the second subject to-
ken. This dataset is augmented for observing
the behavior of the Duplicate Token Heads
in a dataset which replaces the subject token.
An example in the Duplication dataset is that
"When Mark and Rebecca went to the garden,
Mark gave flowers to Rebecca" is augmented
to "When Mark and Rebecca went to the gar-
den, Tim gave flowers to Rebecca".

• Name Moving dataset is using a random sin-
gle token to replace the final token which is
the second token of IO. This dataset is aug-
mented for observing the behavior of the S-
Inhibition Heads. An example in Name Mov-
ing dataset is that "When Mark and Rebecca
went to the garden, Mark gave flowers to Re-
becca" is augmented to "When Mark and Re-

becca went to the garden, Mark gave flowers
to Stephanie".

• Subject Duplication dataset is using the sub-
ject token S to replace the output IO token.
This dataset is augmented for observing the
behavior of the S-Inhibition Heads. An exam-
ple in the Subject Duplication dataset is that
"When Mark and Rebecca went to the garden,
Mark gave flowers to Rebecca" is augmented
to "When Mark and Rebecca went to the gar-
den, Mark gave flowers to Mark".

B Finetuning Experiments

In this section, we primarily report the hyper-
parameter settings used during the model training
process. To synchronize and compare the results
of our experiments, we used the same learning rate
and weight decay across circuit amplification, cir-
cuit poisoning, and neuroplasticity. The learning
rate is 1e-5, and weight decay is 0.1, with batch-
size = 10. We use the base Adam Optimizer from
HuggingFace for finetuning.

Compute: We utilize, Google Colab Pro+
A100 GPUs for fine-tuning experiments and V100
GPU for inference.
Computational Budget: We utilize 11 GPU hours
for fine-tuning experiments and 50 GPU hours for
inference experiments in total.
Model Parameters: GPT2-small (Radford et al.,
2019) has 80M parameters with 12 layers.

C Path Patching and Knockout

Path patching is a method to search the atten-
tion head which directly affect the model’s logits
(Goldowsky-Dill et al., 2023). This method is de-
signed to differentiate indirect effect from direct
effect. Path patching is a technique used to replace
part of a model’s forward pass with activations
from a different input. This involves two inputs:
xorig and xnew, and a set of paths P originating
from a node h. The process begin by running a
forward pass on xorig. However, for the paths in P ,
the activations for h are substituted with those from
xnew. In this scenario, h refers to a specific atten-
tion head and P includes all direct paths from h to
a set of components R, specifically paths through
residual connections and MLPs, but not through
other attention heads.

Knockout is a method which is designed for un-
derstanding the correspondence between the com-
ponents of a model and human-understandable con-
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cepts (Wang et al., 2022). This concept is based on
the circuits which views the model as a computa-
tion graph M . In the graph M , nodes are terms in
its forward pass (neurons, attention heads, embed-
dings, etc.) and edges are the interactions between
those terms (residual connections, attention, pro-
jections, etc.). The circuit C is a subgraph of M
responsible for some behavior. For example, to im-
plement the model’s functionality as completely as
possible. Knockout is designed to measure a sets of
nodes whether it is deletable in the M . A knockout
operation would remove a set of nodes K in a com-
putation graph M with the goal of "turning off"
nodes in K but capturing all other computations in
M .

Specifically, a knockout operation includes the
following parts: the knockout will ’delete’ each
node in K from M . The removal operation in-
volves replacing the outputs of the corresponding
nodes with their average activation value across
some reference distribution. Using mean-ablations
removes the information that varies in the reference
distribution (e.g. the value of the name outputted by
a head) but will preserve constant information(e.g.
the fact that a head is outputting a name).

D Self-Repair in Neuroplasticity and
Circuit Amplification

In addition to circuit amplification, we provide
some initial investigations on self-repair in the mod-
els post-reversal and after regular fine-tuning on
the IOI dataset. In particular, we study the impact
of finetuning and reversal on the self-repair of Copy
Suppressor Heads, i.e, Name Mover Heads/
Metric for Measuring Self-Repair We follow the
work by (Rushing and Nanda, 2024) and quantify
self-repair of an attention head in a model as:

∆logit ≈ −DEhead + self repair

, where, in the case of the IOI task, ∆logit refers
to the change in logit difference between the IO
token and the S pre-ablation and post-ablation of
the attention head under scrutiny, DEhead refers to
the direct effect of the attention head on the models
performance.
Boomerang of Self-Repair We take the case of
the attention head: 9.9 and report the effects of
finetuning on the self-repair behavior for the head
under scrutiny.
We find that capacity of self-repair increases lin-
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Figure 13: Self-Repair Enhancement over Time for
L9H9

early with time until we see a phase shift in the self-
repair behavior on the dataset. From this, we con-
clude that the capability of the model Self-Repair is
also enhanced with fine-tuning, we hypothesize this
is due to dropout and circuit amplification increas-
ing the number of backup name mover heads over
time, however, further investigations are required
and would be interesting future work.

E Generalized Fine-Tuning

We fine-tune the model on the following datasets
and report our findings:

• Dataset 1: using Approximately 213,000 sam-
ples from TinyStories (Eldan and Li, 2023)
and our full IOI dataset, We fine-tune for 1
Epoch using the same hyper-parameters as
mentioned in Appendix B

• Dataset 2: using open-sourced model called
GPT2-dolly which is instruction tuned on
Dolly Dataset (Conover et al., 2023).

• Dataset 3: using open-sourced math_gpt2,
fine-tuned on Arxiv Math dataset .

• Dataset 4: using open-sourced GPT2-
WikiText(Alon et al., 2022) fine-tuned on
WikiText dataset(Merity et al., 2016).

Model F (Y ) F (C) Faithfulness Sparsity

GPT2− Tiny/IOI 13.51 13.19 97.6% 1.92%
GPT2− dolly 5.39 5.28 98% 1.95%
math_gpt2 4.5 4.36 96.8% 1.95%
GPT2−WikiText 3.46 3.46 100% 1.92%

Table 3: The accuracy of the model, the circuit, faithful-
ness, and sparsity of the circuit discovered on various
datasets/methods of fine-tuning.

F Circuit Evaluation

Minimality: Minimality criterion checks if the
circuit contains unnecessary components. More
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formally, for a circuit C, ∀v ∈ C ∃ K ⊆ C\{v}
we expect to have a large minimality score defined
as follows, |F (C\(K ∪ {v}))− F (C\K)| (Wang
et al., 2022; Prakash et al., 2024).

Completeness: Completeness criterion checks
if the circuit contains all necessary components.
More formally, for a circuit C and the whole model
M , ∀K ⊆ C, incompleteness score|F (C\K) −
F (M\K)|(Wang et al., 2022) should be small. We
set K to be an entire class of circuit heads. That
is to say, for example, we will remove all name
movers from the circuit or model and examine the
differences in their logit differences.

G Circuit Discovery

We follow the work by (Wang et al., 2022) and
conduction patching and knockout experiments to
recover circuits at each model training iteration
and present our circuit discovery for the case of
fine-tuning with 3 epochs as a template. We ini-
tially, analyze the attention patterns of the heads
that have the highest logit attribution to the task,
see Figure 15. We find these to be the Name Mover
Heads and Negative Name Mover Heads similar to
(Wang et al., 2022). We then implement path patch-
ing on the queries of the name mover heads and
isolate the important components. After Knock-
out Experiments, analyzing QK matrix, we identify
these heads to be the S-Inhibition Heads see Fig-
ure 16. Given this we proceed similar to (Wang
et al., 2022) to find the Induction Heads, Previ-
ous Token Heads and Duplicate Token Heads. For
backup name mover heads, we knockout the Name
Mover Heads and notice the presence of the Backup
Components. For example, if ablate 9.9, the fol-
lowing heads will backup the behavior: We also
report the completeness scores for the discovered
circuit , see Figure 19

H Circuit Amplification

Here we report, the amplification of Negative Name
Mover Heads and Backup Name Mover Heads.

I Circuit Poisoning

Name Moving Behavior: We now report the
degradation of the mechanism of the Negative
Name Mover Heads on this task and change in
the mechanism of the S-Inhibition heads.

Corruption

Figure 21: Attention Probability vs Projection of
head output along WU [IO] and WU [S] for head
L11H10 Corruption

Figure 22: Attention Probability vs Projection of
head output along WU [IO] and WU [S] for head
L8H10

J Neuroplasticity

Data Augmentation: Name Moving: We present
the circuit for the relearned mechanisms, in the
post-reversal model, see Figure 23. The faithful-
ness score of this model is 95%.The minimality
scores as follows:

Data Augmentation: Subject Duplication: We
present the circuit for the relearned mechanisms in
the post-reversal model after corruption on Subject
Duplication Task, see Figure 26.

The faithfulness score of this model is 96%
with identical minimality scores as post-reversal
with Name Moving Behavior, for the completeness
scores see Figure 27.

K Discovering Localized Corruption with
Cross-Model Activation Patching

Data Corruption: Subject Duplication: In addi-
tion to the Cross Model Pattern Patching we also
employ Cross Model Output Patching, i.e, replac-
ing the attention outputs of each attention head in
the original model with that of the fine-tuned on
corrupted data variant. We record that the prior
analysis of localized corruption can also be exam-
ined via Cross-Model Output Patching, see Fig-
ure 28 Figure 28 illustrates that majority of the
corruption is localized to the original circuit compo-
nents, however similar to our prior analyses novel
components arise with perform repeated corrupted
mechanism and hence we see their contribution
to the task. An interesting case here is that of
L8H11 which is a new former Name Mover Head,
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Figure 14: The Indirect Object Identification Circuit Discovered by (Wang et al., 2022) for GPT-2-Small

Figure 15: Isolating Heads with highest direct logit con-
tribution to the task: Name Mover Heads and Negative
Name Mover Heads

Figure 16: Isolate important heads that most impact the
queries of Name Mover Heads: S-Inhibition Head

Figure 17: Discovering Backup Name Mover
Heads

Figure 18: Minimality Scores for the circuit
in Figure 1
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Figure 19: Completeness scores for the circuit in Fig-
ure 1
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Ampli�cation

Figure 20: : Attention Probability vs Projection of head
output along WU [IO] and WU [S] for head L11H10

i.e, moving the ”S” token to the residual stream at
the END position. In Figure 11 we saw that the
attention pattern of L8H11 when patched results in
decrease in overall capability of the model, how-
ever in Figure 28 shows an increase in capability,
this is a non-surprising result as the OV Matrix of
each attention head determines what is written to
the residual stream whereas the QK matrix deter-
mines the attention pattern, here, we see that the
QK Matrix of L8H11 decreases performance after
CMAP however OV Matrix doesn’t, this is due to
the linearly independent nature of the two oper-
ations, which only in conjunction, determine the
contribution of the head. As the QK Matrix is neg-
atively contributing after CMAP and OV Matrix is
positively contributing, this means that overall con-
tribution is negative as the head copies ”S” token
to the residual stream of the END token.
Data Corruption: Name Moving: In addition
to the localized corruption in subject duplication
task, we identify localized corruption in the model
variant fine-tuned on the Name Moving data corrup-
tion. Firstly, similar to our prior analyses we em-
ploy Cross Model Pattern Patching, see Figure 29.
Hence see that the corruption, in this case, is local-
ized to the circuit components, we further validate
our findings via Cross-Model Output Patching, see
Figure 30.

L Effect of MLP Across Epochs

In the original work, (Wang et al., 2022), MLP lay-
ers of GPT2-small do not individually contribute
much to the task, except MLP layer 0, which is
seen as an extended embedding (Wang et al., 2022).
We find this case to extend to the circuits we re-
cover via fine-tuning on the original IOI dataset,
furthermore, we do not record any major contri-
bution of the MLP layers (except MLP layer 0) in
the corruption of the IOI task after fine-tuning on
corrupted data variants.
Amplification: Similar to the original model, we
record that the MLP layers, except layer 0, have no

statistically significant contribution to the IOI task
even after undergoing task-specific fine-tuning on
the clean dataset, see Figure 31.

Corruption: We analyze the perfor-
mance/contribution of the MLP Layers for the Sub-
ject Duplication Task and find that, similar to our
prior analysis, the contribution of the MLPs remain
minuscule even after fine-tuning on the corrupted
data variants, see Figure 32. We also find that this
analyses extends to the Name Moving data corrup-
tion as well, see Figure 33.
Neuroplasticity: In addition to the case of am-

plification and corruption we find that our prior
analyses extends to the case of the circuits formed
post-reversal, see Figure 34 and Figure 35.

M Corrupted Dataset: Duplication

As we are aware of the circuit and mechanism
of the IOI task a priori, we augment the data to
inhibit the backup/duplication behavior of the
Duplicate Token Heads and Induction Heads by
replacing the S2 token with a random single-token
name. For example: "When Mark and Rebecca
went to the garden, Tim gave flowers to Rebecca".

Experimental Conclusion: In the case of this
particular corrupted data augmentation, we find
that there is no statistically significant change in
the model mechanisms across a variety of epochs.
However, further explorations are needed to justify
the robustness of the model to this type of corrup-
tion which we leave for future work.

N Greater-Than Task

The greater-than circuit (Hanna et al., 2024a) is
a circuit for the greater-than year span prediction
task for GPT2-small which can be defined as "The
war lasted from the year 17XX to the year 17"
and the model outputs any number (YY) greater
than XX and less than 99. Complete details of the
circuit can be found in Hanna et al. (2024a). As
for the circuit discovery procedure we utilize Edge
Attribution Patching with Integrated Gradient
(EAP-IG), a novel automatic circuit discovery
procedure introduced in Hanna et al. (2024b). As
for evaluation, we utilize the probability difference
between years greater than XX and years less than
YY6.

6This metric is defined on page 3 of Hanna et al. (2024a)
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Figure 23: The circuit discovered post-reversal after corruption on Name Moving Augmentation, the new compo-
nents are marked in blue.

Figure 24: Minimality Scores of the circuit discovered
as shown in Figure 23
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Figure 25: Completeness scores of the circuit discov-
ered in Figure 23

N.1 Amplification of Circuit
We take the case of fine-tuning GPT-2-small on the
task-specific greater-than data for 3 epochs. First,
we present the discovered circuit, see Figure 36,
and record that the circuit is similar to the original
greater-than circuit presented in Hanna et al.
(2024a). This novel circuit itself performs as well
as base GPT-2-small on the task, achieving a 84%
probability difference on the task while the full
model achieves a 95% probability difference on
the task.
As most circuit components are similar we can
assess what makes the model perform better. This
analysis is two-fold. We first utilize logit lens
(Nostalgebrist, 2020) and attention pattern analysis
to analyze the change in the mechanism of the
relevant attention heads ( taking the example
attention head L9H1). We then utilize logit
lens to interpret the deviation from the original
mechanism for the MLP that are important to the
task ( taking the example of MLP 9).

Amplification of the attention heads: We first
visualize the attention pattern of the relevant atten-
tion heads (taking the case of L9H1 for illustration)
and notice that it is very similar patterns originally
observed7 by Hanna et al. (2024a), see Figure 37,i.e
, the head attends strongly the to XX year for which
the prediction has to be made. From this we can
realize that there is no mechanistic change to the
attention head given that it behaves similarly in
that it writes to the final logit and influences MLP9
so, see Figure 36. Now we utilize logit lens to
visualize what the output of the attention head is

7see page 6 of Hanna et al. (2024a)
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Figure 26: The circuit discovered post-reversal after corruption on Subject Duplication Augmentation, the new
components are marked in blue.
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Figure 27: Completeness scores of the circuit discov-
ered in Figure 26

Figure 28: Change in Logit Difference after Cross
Model Output Patching on the Original Model

Figure 29: Change in Logit Difference after Cross
Model Output Patching on the Original Model

Figure 30: Change in Logit Difference after Cross
Model Output Patching on the Original Model
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Figure 31: Logit Difference from patched MLP outputs
on the model fine-tuned for 3 Epochs on the original
dataset

Figure 32: Logit Difference from patched MLP outputs
on the model fine-tuned for 5 Epochs on the Subject
Duplication Dataset

Figure 33: Logit Difference from patched MLP outputs
on the model fine-tuned for 3 Epochs on the Name
Moving Corrupted Dataset

Figure 34: Logit Difference from patched MLP outputs
on the model fine-tuned for 5 Epochs on the Subject
Duplication Dataset and then fine-tuned on the original
dataset for 5 epochs

Figure 35: Logit Difference from patched MLP outputs
on the model fine-tuned for 3 Epochs on the Name
Moving Corruption Dataset and then fine-tuned on the
original dataset for 3 epochs
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Figure 36: The circuit for the greater than task after fine-tuning for 3 epochs, attention head for layer 9 and head 1 is
represented as a9.h1 and MLP of layer 11 is represented m11

<|endoftext|>

The  journey
 lasted

 from
 the  year

 15 81  to

 to

81

 15

 year

 the

 from

 lasted

 journey

The

<|endoftext|>

−1

−0.5

0

0.5

1
Attention

Attention Pattern Head of 9.1

Key

Q
ue

ry

Figure 37: Attenion for Head L9H1

writing to influence the final logit, see and find that
it behaves similarly to what it did in the original
model in that there is a majorly diagonal pattern to
the logit lens similar to the observation8 of Hanna
et al. (2024a).
Furthermore, we also see report that the average

magnitude of the diagonal year (i.e the same year
as XX) in the unembedding space is 36.72 in the
fine-tuned model whereas it is 17.31 in the original
model this shows that output of the attention head
to logit is amplified. This analysis extends to other
heads in the circuit, as they have similar function-
ality.
Amplification of the MLPs: To see the amplifica-

8see Figure 7 of Hanna et al. (2024a)
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Figure 38: Logit Lens of Head L9H1 showing a spike in
the projection of the heads output in the unembedding
space around the diagonal of the plot
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Figure 39: Logit Lens of MLP 9

tion of the MLPs we take the case of MLP9 and
use logit lens to visualize what it is writing to the
logit and find that "upper-triangular" pattern as first
shown by Hanna et al. (2024a) holds true,see Fig-
ure 39, furthermore there are differences up to the
value of 140 between some years higher than XX
and lower than XX compared to the original model
in which the differences can be up to 409. This can
generally be seen as the magnitudes of the years
greater than XX are significantly higher than the
base model, see Hanna et al. (2024a) for reference.
Indicating that the output of the MLPs is ampli-
fied while they retain the same mechanisms hence
showing amplification.

N.2 Corrupting of Model Mechanisms

Corrupted Dataset: Lower Than: For corruption,
we aim to target the mechanism of the MLPs which
makes them increase the projection of years greater
than XX in unembedding space, so for this, we
craft the Lower Than task which is grammatically
incorrect but corrupts the mechanism of the
MLPs.For this corruption we fine-tune the model
by altering the year to be less than XX, for
example, "The war lasted from the year 1713 to
the year 1717" becomes "The war lasted from the
year 1713 to the year 1712". The main reason why
we chose a grammatically incorrect task is to target
the functionality of the MLPs.
Mechanism of Corruption: Firstly, we note that
the model after toxic fine-tuning output years less
than XX, the probability difference of −97%
(the total probability of years after XX - the
total probability of years before XX) after just
3 epochs of fine-tuning on the corrupted data.
So the model’s ability to perform greater-than

9see figure 8 of Hanna et al. (2024a)
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Figure 40: The circuit performing the "less than" task
in the new circuit after fine-tuning model on corrupted
dataset for 3 epochs
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Figure 41: Attention Patterns for head L8H1

year prediction is successfully corrupted. We
now present the circuit that performs the new
"lower-than" task, see Figure 40 and note that a
majority of the attention heads are ablated from the
circuit. With the attention heads that still remain
show a similar attention head pattern to the original
model, to illustrate we visualize the attention
pattern of attention head L8H1 and notice it still
strongly attends to the XX year, see Figure 41.

Furthermore, we utilize logit lens, see Figure 42
for L8H1 and notice that it shows a similar diagonal
pattern and it’s mechanism remains to be fairly
similar. Effectively we see that a majority of heads
that aided in the greater than task are ablated with
no new addition of novel heads/mechanisms and
hence can conclude that the effect of corruption is
localized to the circuit components.

Corruption of MLPs: Given our analysis of
attention heads and the knowledge that their effect
is fairly negligible except for a few attentions
head like L8H1 we move to analyze the effect
of corruption on MLPs. We analyze the logit
lens of MLP9 and discover that instead of having
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Figure 42: Logit Lens for head L8H1
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Figure 43: Logit Lens of MLP9

an "upper-triangular" pattern it now has a lower
triangular and significantly favors the years less
than XX. This explains the fact that the model
now successfully predicts the years to be less than
XX, and hence we trace back the most impactful
source of corruption, see Figure 43. This finding
generalizes to other MLPs as well.

Now given that a majority of the attention heads
don’t contribute much to the corrupted performance
of the model(the ones that do are similar in their
mechanisms to the original model) and that MLPs
effectively "switch" their behavior from favoring
years greater than XX to years less than XX, we
conclude that the corruption is localized to the
circuit components in the case of the "greater-than"
circuit as well.

N.3 Neuroplasticity

Similar to prior experiments in section 5, we
retrain the model on the original greater-than
dataset and find that the model relearns its original
mechanism. Taking the case of retraining for 3
epochs this can be seen via the circuit formed

for the task after retraining and its similarity to
the original model, see Figure 44. The model
now achieves a probability difference 94% on the
task while the circuit achieves 88% of the total
probability difference by itself.

Neuroplasticity of Attention Heads: We can
see that the attention heads that were ablated are
formed back, see attention head L9H1 in Figure 44
and its lack thereof in Figure 40 for illustration. We
discover that the mechanism of the original atten-
tions has been relearned and take the case of L9H1
to analyze. We visualize the logit lens and atten-
tion patterns of L9H1 and record that it is similar
to the amplified/original version with the attention
pattern showing strong attention, see Figure 45, to
XX and the logit lens showing a diagonal pattern,
see Figure 46.
Neuroplasticity of MLPs: We take the case of

MLP9 and show that the MLP has regained its orig-
inal functionality via visualizing the logit lens of
MLP9, see Figure 47. We now record that that
pattern is "upper-triangular" with the MLP’s output
strongly favoring years greater than XX and hence
reverting back to its original mechanism.
Now given, that the attention heads have regained
their importance and contribution to the circuit( ??)
and that the MLPs have reverted to their original
mechanisms, we claim that the model has regained
it’s functionality for the greater than task, similar to
the IOI case, after fine-tuning the corrupted model
on the clean data.
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Figure 44: Circuit formed for greater than task after retraining the corrupted model for 3 epochs on the original
dataset.
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Figure 45: Attention Pattern of L9H1 after retraining on
clean data
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Figure 46: Logit Lens of L9H1 after retraining on clean
data
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Figure 47: Logit Lens of MLP9 after retraining on clean
data
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