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Abstract

Large Language Models (LLMs) perform well
on unseen tasks in English, but their abil-
ities in non-English languages are less ex-
plored due to limited benchmarks and train-
ing data. To bridge this gap, we introduce
the Indic-QA Benchmark, a large dataset for
context-grounded question answering in 11 ma-
jor Indian languages, covering both extractive
and abstractive tasks. Evaluations of multilin-
gual LLMs, including instruction fine-tuned
versions, revealed weak performance in low-
resource languages due to a strong English-
language bias in their training data. We also
investigated the Translate-Test paradigm,where
inputs are translated to English for process-
ing and the results are translated back into
the source language for output. This approach
outperformed multilingual LLMs, particularly
in low-resource settings. By releasing Indic-
QA, we aim to promote further research into
LLMs’ question-answering capabilities in low-
resource languages. This benchmark offers a
critical resource to address existing limitations
and foster multilingual understanding. 1

India, with a population of almost 1.4 billion peo-
ple, is home to numerous major languages that are
considered low-resource by the natural language
processing (NLP) community. Despite the grow-
ing capabilities of Large Language Models (LLMs)
in tasks like context-grounded question answer-
ing (CQA) in English, their performance in non-
English languages remains underexplored due to a
lack of high-quality datasets. To address this gap,
we introduce Indic-QA, the largest publicly avail-
able context-grounded question-answering dataset
for 11 major Indian languages from two language
families. This dataset encompasses both extractive
and abstractive QA tasks, incorporating existing
datasets as well as English QA datasets translated

1Source code and Data are available at https://github.
com/ayushayush591/IndicQA-Benchmark.

Figure 1: Total tokens available for each Indian lan-
guage in the Sangraha Data (Rahman Khan et al., 2024).
In contrast, RefinedWeb (Penedo et al., 2023) contains
around 5 Trillion tokens in English.

Figure 2: Comparison of LLama 3-8B evaluation re-
sults using source language test set vs Translate test
set. The results clearly indicate that the Translate-
Test paradigm yields better scores for low-resource lan-
guages (Punjabi, Odia, Assamese), whereas the source
language test set gets better scores for mid-resource
language Hindi and Marathi which has high correlation
with Hindi.

into Indian languages. Additionally, we gener-
ate a synthetic dataset using the Gemini model,
with manual verification for quality assurance.Our
evaluation of various multilingual LLMs and their
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instruction-fine-tuned variants on the Indic-QA
benchmark reveals subpar performance, particu-
larly for low-resource languages. This outcome
highlights the English language bias inherent in
these models due to predominantly English pre-
training data.

We tested the Translate-Test paradigm as an al-
ternative, which translates input from the source
language to English, utilizes the LLM’s problem-
solving ability in English, and then translates the re-
sponse back to the source language. Our investiga-
tion shows that while multilingual LLMs perform
better in mid-resource languages, the Translate-
Test paradigm significantly outperforms them in
low-resource languages.
What distinguishes our benchmark from other
existing Multilingual Indic context-grounded
question-answering Benchmarks? There are
numerous context-grounded question-answering
benchmarks available for high-resource languages
like English. However, there are very few bench-
marks available for Indic languages[1], and those
that do exist often lack domain diversity and are
limited in size. To address these gaps, we devel-
oped the Indic-QA benchmark. We sampled a vari-
ety of Wikipedia and Common Crawl pages, focus-
ing on paragraphs rich in cultural nuances, to create
a comprehensive and culturally diverse benchmark
for Indic languages. Our findings show that base
pre-trained models frequently produce incorrect or
illogical answers. However, few-shot prompting
notably improves answer quality by guiding the
models to extract more precise information from
the text. This paper makes the following key con-
tributions:

1. Indic-QA BENCHMARK: We release a mul-
tilingual evaluation benchmark for assessing
the Indic Question-Answering capabilities of
LLMs, focusing on low-resource languages
and multi-domain abstractive tasks.

2. Empirical Evaluation: We critically eval-
uate several esteemed LLMs for Indic lan-
guages, comparing their performance on the
new benchmark to determine their QA skills.

3. Translate-Test Paradigm: We conduct an
empirical study using the Translate-Test ap-
proach and direct generation in source lan-
guages with multilingual LLMs, demonstrat-
ing that the Translate-Test approach offers

competitive and often superior performance
for low-resource languages.

1 Related work

In the realm of context-grounded question answer-
ing (QA), significant research has been conducted
in both English and Indian languages. This task
involves presenting a question along with a contex-
tual paragraph to the model, which then extracts
the phrase from the paragraph. Various bench-
marks (Dzendzik et al., 2021; Rajpurkar et al.,
2016, 2018) have been established for this task,
with encoder-only transformer models proving ef-
fective in extracting the span containing the answer
from the paragraph. The Indic QA community
has demonstrated remarkable performance using
models like XLM-RoBERTa(Conneau et al., 2019)
and others, particularly for multilingual Indian lan-
guages. They have a rich dataset to showcase their
benchmarks, including SQuAD (Rajpurkar et al.,
2016) for English, along with its translated ver-
sion in Hindi. Additionally, instead of translation,
there are datasets specifically designed for eval-
uating benchmarks in Hindi, such as the Chaii 2.
dataset and IndicQA, which are also discussed in
this survey paper (Kolhatkar and Verma, 2023). Al-
though there are a few benchmarks for Indic Ques-
tion Answering, they lack extensive domain cover-
age, which is crucial for evaluating the robustness
of models. In contrast, English benchmarks en-
compass a wide range of domain-specific datasets
such as Resources like the llama Index (Liu, 2022)
highlight that selecting the appropriate evaluation
dataset is challenging and highly dependent on the
specific use case. Academic benchmarks such as
BEIR(Thakur et al., 2021) and HotpotQA(Yang
et al., 2018) often fail to generalize across differ-
ent use cases. For example, parameters that work
well on certain data domains (e.g., SEC filings)
may not perform as effectively on others (e.g., re-
search papers). This challenge led them to the
create a dataset hub specifically designed for eval-
uating RAG systems, encompassing a wide range
of domains including research papers, blockchain
articles, and code articles.

Additionally, NQ Open (Lee et al., 2019) con-
tains a wealth of Wikipedia content across vari-
ous domains, and MS MARCO (Bonifacio et al.,
2021) features questions sampled from real-world

2https://www.kaggle.com/competitions/
chaii-hindi-and-tamil-question-answering
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Datasets As Bn Gu Hi Kn Ml Mr Od Pa Ta Te
Hindi Squad 3099 3107 3371 4734 3068 2926 3165 3079 3469 2743 2955
NQ Open 1462 1483 1570 1842 1447 1420 1511 1451 1570 1331 1420
Chaii 339 351 394 746 351 328 373 305 388 325 361
Indic QA 1789 1763 1369 1547 1517 1589 1604 1680 1542 1804 1734
XSquad 1190 1190 1190 1190 1190 1190 1190 1190 1190 1190 1190
XORQA 537 538 532 537 534 533 529 529 531 537 538
MLQA 2362 2403 2718 4918 2299 2128 2433 2370 2730 2129 2291

Synthetic MCQA∗ 1741 1662 2162 3802 1618 1248 1807 1753 2326 1150 1416
MS Marco∗ 29724 30089 31741 35735 29212 28528 30180 30073 32032 27197 28995
Llama Index∗ 1158 1312 1333 1384 1310 1250 1316 1263 1175 1258 1306

Table 1: Indic-QA Dataset Statistics. Indic-QA benchmark is a compilation of existing datasets, English datasets
translated to Indian languages, and, synthetic dataset generated using Gemini. The dataset comprises Extractive
Question Answering and abstractive Question Answering (∗). As: Assamese, Bn: Bengali, Gu: Gujarati, Hi: Hindi,
Kn: Kannada, Ml:Malayalam, Mr: Marathi, Od: Odia, Pa: Punjabi, Ta: Tamil, Te: Telugu. We have translated NQ
Open, XORQA, Llama Index, and MS Marco datasets to Hindi. We have translated all the above datasets to the
remaining ten Indian languages (underline data instances were already present in the referred language.)

user searches with contexts derived from web doc-
uments. The diversity of user queries leads to
a broad range of content, making MS MARCO
highly versatile. Although initially intended for a
different task, we adopted this dataset for our pur-
poses. Hence to address the lack of existing Indic
QA benchmark datasets, we translated and adapted
several commonly used English QA datasets into
11 Indic languages. This approach provides a more
comprehensive and robust evaluation framework
for Indic Question Answering models. By lever-
aging these datasets, we aim to offer a diverse and
extensive evaluation resource, enhancing the de-
velopment and assessment of QA models in Indic
languages.

Earlier attempts at the Translate-Test approach
(Etxaniz et al., 2023; Intrator et al., 2024) faced lim-
itations due to less advanced translation systems.
However, the emergence of larger bilingual parallel
datasets (Reid and Artetxe, 2022) has allowed re-
searchers to develop robust neural translation mod-
els, greatly improving translation performance. To
the best of our knowledge, no one has Tried the
Translate-Test approach for Indic QA systems.

2 Benchmarks

The primary focus of this work is on context-based
QA, where the answer is found within the given
context. The datasets utilized in this study were tai-
lored to facilitate this task, with each instance com-
posed of triples consisting of a context, a question,
and an answer. This section provides a detailed
description of the methodology used to create or
modify the existing dataset for our task.

2.1 Datasets
In this section, we provide a catalog of the datasets
constituting this benchmark, complete with a thor-
ough exposition of their original accessibility and
the modifications we have implemented. These
datasets are either pre-existing or have been re-
leased as part of this work. Following is a detailed
description of each dataset.

1. Hindi SQuAD: This dataset is a translated ver-
sion of the original SQuAD (Rajpurkar et al.,
2016) into Hindi. It consists of nearly 5,000
instances, translated using the Google Trans-
late API. We translated that from Hindi to
other Indic languages.

2. XQuAD: XQuAD (Cross-lingual Question An-
swering Dataset) (Artetxe et al., 2019) is a
benchmark for evaluating cross-lingual ques-
tion answering performance. It consists of
240 paragraphs and 1,190 question-answer
pairs sourced from the SQuAD v1.1 develop-
ment set (Rajpurkar et al., 2016), with profes-
sional translations into ten languages. How-
ever, we use the version from (Singh et al.,
2024), which includes manual translations for
all Indic languages.

3. ChaII Dataset (Thirumala and Ferracane,
2022): This question-answering dataset fea-
tures context-question-answer triples in Hindi
and Tamil, gathered directly without transla-
tion. Created by expert data annotators who
are native speakers, the dataset presents a re-
alistic information-seeking task focused on
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Figure 3: Workflow of synthetic data creation, in the fig. LLM used is Gemini-pro model.

predicting answers to genuine questions about
Wikipedia articles. It was used in a Kag-
gle challenge and includes 1104 questions in
Hindi and Tamil, we used the Hindi part of
the data and translated it to 10 other Indian
languages.

4. Indic QA (Doddapaneni et al., 2022): This
dataset is a manually curated cloze-style read-
ing comprehension dataset designed for eval-
uating question-answering models in 10 Indic
languages Since this dataset doesn’t have Gu-
jarati translation we translated it from Hindi
to Gujarati and validated the translation as
described in the [2.2] section.

5. MLQA (Lewis et al., 2019): MLQA (Multi-
Lingual Question Answering) is a benchmark
dataset for evaluating cross-lingual question
answering performance. We have used the
MLQA test set for benchmarking purposes, the
test set contains 4918 triples of the form (con-
text, question, answer) all available in Hindi,
hence we translated this triplet from Hindi to
10 other Indian languages.

6. MS Marco (Bonifacio et al., 2021): Mi-
crosoft Machine Reading Comprehension
(MS MARCO) is a collection of large-scale
datasets designed for deep learning applica-

tions related to search. The questions in MS
Marco are sampled from real, anonymized
user queries. The context passages, from
which the answers are derived, are extracted
from real web documents using the latest ver-
sion of the Bing search engine. We initially
considered adapting the multilingual version
of the MS MARCO passage ranking dataset
(mMarco) for our setting. However, since
mMarco lacks a test set, we opted to use the
MS MARCO test set, which contains 100k
instances, each including a query and a set of
passages, among which only one is relevant
to the query. We filtered out instances without
any relevant passages, resulting in a dataset of
55k instances.

We then translated this dataset from English
to Hindi. After applying certain filtering con-
ditions, The exact steps are detailed in [2.2].
The final dataset now includes the question,
the source document, and the corresponding
answer, and is available in 11 Indian lan-
guages.

7. NQ-Open trans (Lee et al., 2019): The
NQ-Open task is an open-domain question-
answering benchmark derived from Natural
Questions. The objective is to predict an En-
glish answer string for a given English ques-
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tion, with all questions answerable using the
contents of English Wikipedia. Initially, the
dataset was entirely in English, with context,
question, and answer all in English. The con-
text often included tables scraped from HTML
pages of Wikipedia, resulting in numerous
HTML tags. To clean the dataset, we removed
all triples where the context contained a table
and eliminated all other HTML tags from the
remaining examples. In this modified dataset,
the fields include the source document (the
entire Wikipedia page), the long answer (a
paragraph from the page containing the an-
swer), and the exact phrase or word from that
paragraph as the short answer. We modified
the long answer to serve as the context and
the short answer as the answer for the corre-
sponding question. and Since after all this
modification dataset was in English we trans-
lated that to other Indian languages.

8. XORQA (Asai et al., 2020): Cross-lingual
Open Retrieval Question Answering (XOR
QA) consists of three tasks involving cross-
lingual document retrieval from both multilin-
gual and English resources. This dataset was
subsequently translated into other Indian lan-
guages by (Singh et al., 2024). We utilized the
same since it was cross-lingual data, the con-
text was in English while the questions and
answers were in other languages. To adapt it
to our setting, we translated the context into
various Indian languages.

9. LLama Index 3 (Liu, 2022): The dataset
includes question-answer pairs along with
source context, serving as an evaluation tool
for the RAG pipeline. We observed that some
contexts were insufficient to answer the ques-
tions effectively. To address this, we applied
the BGE-M3 (Chen et al., 2024) algorithm
to measure the similarity between the context
and the query, using a threshold of 0.43 to
determine if a question could be answered ad-
equately based on the context. Post filtering
we translated the resulting context, question,
and answer triplets into Hindi and Hindi other
Indian languages.

10. Synthetic Data: This dataset is introduced as
part of this study. We employed the Gem-

3https://www.llamaindex.ai/blog/
introducing-llama-datasets-aadb9994ad9e

ini model (Team et al., 2023) to generate
question-answer pairs based on provided con-
texts. To achieve this, we sampled a diverse
set of Hindi contexts from sources such as
Wikipedia, storybooks, Indian news articles,
and paragraphs from competitive exams. We
then prompted the model with these context
paragraphs to generate abstractive question-
answer pairs, framing the task as a abstrac-
tive QA task. Subsequently, this dataset was
translated into other languages and verified by
language experts, the whole workflow process
can be found [3] [A.1].

2.2 Data Curation Methodology
In light of the approaches discussed previously in
Section 1, context-grounded question-answering
datasets can generally be categorized into two
types: abstractive and extractive. Although many
extractive datasets exist for high-resource lan-
guages, the few available for Indian languages lack
diversity in domains and question types, limiting
their usefulness for benchmarking. Hence, we ex-
tended the benchmark suite available in English to
these Indian languages by translating. We utilized
IndicTrans24 (Gala et al., 2023) for translation, an
open-source transformer-based multilingual NMT
model that supports high-quality translations across
all the 22 scheduled Indian languages. We seg-
mented the context paragraph into sentences using
the Spacy library, translated each sentence, and
then recombined them. This approach yielded bet-
ter translation results, and importantly, the model
did not lose context when translating, thus pre-
serving the coherence of the text. In the list of
datasets for benchmarking, some are available only
in English (e.g., NQ-open, ORQA, llama index,MS-
Marco), while others are available in both English
and Hindi (e.g., Hindi SQuAD, CHAII, MLQA,
Synthetic data). Additionally, a few datasets (e.g.,
IndicQA, XSQuAD) are also available in all 10 or
11 languages with verified translations. For all the
datasets not found in the respective language, we
translated them and applied the filtering methods
discussed below.

To assess the quality of our translations, we ini-
tially translated each dataset from the source lan-
guage to the target language, followed by back-
translation from the target language back to the
source language. We then calculated the CHRF

4https://github.com/AI4Bharat/IndicTrans2
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MT System

সাধাৰণেত, িবিভন্ন ৰাজ্যত বাস কৰা লাকসকলৰ ভাষা, সংসৃ্কিত, পৰম্পৰা, সাজ-পাছাক, 
উৎসৱ, ৰপূ আিদৰ ক্ষেত্ৰত পাথৰ্মক্য থােক (বঙালী, মহাৰাষ্ট্ৰীয়, পাঞ্জাৱী, তািমল আিদ নােমেৰ 
জনাজাত); তথািপও তওঁেলােক িনজেক "বিচত্ৰ্যৰ মাজত একতা" প্ৰদশৰ্মন কৰা ভাৰতীয় বিুল 
কয়। ভাৰতৰ লাকসকেল তওঁেলাকৰ সম্পিত্তিৰ পিৰৱেতৰ্ম  আধ্যািত্মিকতা, কমৰ্ম আৰ ুৰীিত-নীিতক 
মলূ্য িদেয় িযেয় তওঁেলাকক অিধক ওচৰ চািপব। ইয়াৰ লাকসকলৰ এক অনন্য বিশষ্ট্য হেছ 
ধমৰ্মীয় সহনশীলতা িযেয় তওঁেলাকক এক পৃথক ধমৰ্মৰ উপিস্থিিতত অসুিবধা অনভুৱ কিৰবৈল 
িনিদেয়।

ভাৰতৰ মানেুহ সম্পিত্তিৰ পিৰৱেতৰ্ম  িক মলূ্য িদেয়?

A Data Instance in Assamese language

Generally, people living in different states differ in terms of language, culture, 
traditions, dress, festivals, appearance, etc. (known as Bengali, 
Maharashtrian, Punjabi, Tamil, etc.); Yet they call themselves Indians who 
demonstrate "unity in diversity." People in India value spirituality, karma and 
rituals instead of their possessions which will bring them closer. A unique 
characteristic of its people is religious tolerance which does not allow them to 
feel inconvenienced by the presence of a separate religion.

What do people in India value instead of property?

        Translated Instance

কমৰ্ম আৰ ুসংস্কৰণক মলূ্য িদেয়। ই তওঁেলাকক অিধক ওচৰৈল ল আেহ।","
আধ্যািত্মিকতা,"

           Model’s Output

কমৰ্ম আৰ ুসংস্কৰণক মলূ্য িদেয়। ই তওঁেলাকক অিধক ওচৰৈল ল আেহ।

           Translated Output

Values   work and edition. It brings them closer together.

           Model’s Output

MT System

কমৰ্ম আৰ ুসংস্কৰণক মলূ্য িদেয়। ই তওঁেলাকক অিধক ওচৰৈল ল আেহ।

           Ground Truth

LLM

LLM

En trans(model’s output): Values   work and edition. It brings 
them closer together. ", "Spirituality,"

En trans(ground truth): Values   work and edition. It brings 
them closer together.

Figure 4: Inference in source Language (Top) vs Translate Test Inference (Bottom).

scores(Popović, 2015) between the original and
back-translated sentences, using a threshold of 50
to filter the instances. Additionally, we manually
verified a subset of the filtered data to ensure accu-
racy. For the translation process, we initially trans-
lated the English data directly into Hindi. After
filtering the data, we then translated it from Hindi
to other Indian languages, rather than directly from
English. This approach was based on our obser-
vation that the translation quality from Hindi to
other Indian languages was superior. The improved
quality can be attributed to the linguistic similar-
ities within the same language family, including
morphology, syntax, and grammar.

3 Experiments

We conducted a series of experiments to evaluate
the performance of existing LLMs, using NVIDIA
A100 GPUs in both 40GB and 80GB variants for
our computational needs. Our computational needs
signify GPUs both for Translation and evaluation
over the models. For inference we utilized VLLM
(Kwon et al., 2023) which is an open-source library
that supports LLM inference efficiently.

We evaluate the following LLMs on our bench-
mark: OpenHathi6 and its instruction-finetuned

6https://huggingface.co/sarvamai/

variant (IFV) known as Airavata (Gala et al., 2024),
Bloom (Le Scao et al., 2022) and its IFV named
Bloomz, Gemma(Team et al., 2024), and its in-
struction fine-tuned variant Gemma-IT. OpenHathi
(7B parameter model), was created through contin-
ual pre-training on the LLaMA-2 model (Touvron
et al., 2023). Airavata (Gala et al., 2024) (7B pa-
rameter model) is an instruction fine-tuned version
of OpenHathi. Both OpenHathi and Airavata are
specifically trained for Hindi.

Gemma and Gemma-IT (7B parameter models)7

were released by Google. While these models
are not specifically trained for Indian languages,
they demonstrate multilingual capabilities. Ad-
ditionally, Aya-8B (Aryabumi et al., 2024) is an
instruction-tuned model specifically designed for
multilingual applications. We also tested Aya-101,
another instruction-tuned model based on MT5,
which is available in a 13B size. Furthermore, we
explored the LLaMA {3, 3.1} and LLaMA {3, 3.1}
Instruct models8, which are 8B parameter models
and part of the LLaMA family. LLaMA-3 has been
trained on data from approximately 30 languages,
excluding English. we also used Narvasa2.0 9 and

OpenHathi-7B-Hi-v0.1-Base
7https://ai.google.dev/gemma/docs
8https://ai.meta.com/blog/meta-llama-3/
9huggingface.co/Telugu-LLM-Labs/
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Languages Bloom Gemma Llama-3 Llama3.1 Gemma-2

Direct
Inference

Translate
Direct

Inference
Translate

Direct
Inference

Translate
Direct

Inference
Translate

Direct
Inference

Translate

As 13.86 16.19 21.70 16.08 19.23 24.14 21.29 22.48 33.01 35.60
Bn 17.84 16.07 21.15 16.69 19.14 23.96 27.61 24.00 38.33 35.11
Gu 13.27 18.59 24.90 25.12 20.27 29.55 24.08 32.11 40.10 44.86
Hi 21.69 19.29 34.37 19.72 41.53 30.02 46.76 26.22 44.46 43.18
Kn 15.63 17.86 24.47 16.31 20.39 25.84 21.31 26.22 35.31 37.98
Ml 19.22 17.96 25.20 17.31 22.80 28.07 31.61 29.49 38.35 41.54
Mr 15.12 18.89 23.96 17.46 36.12 27.54 39.98 31.46 41.89 41.10
Od 11.11 15.09 9.06 15.52 14.20 23.76 12.78 24.37 28.81 36.39
Pa 15.60 20.54 28.43 19.88 21.96 30.54 32.04 29.03 43.37 45.10
Ta 19.96 18.22 22.45 17.42 19.74 27.54 28.04 28.06 39.64 40.29
Te 16.07 17.79 23.93 17.72 13.59 25.37 22.13 27.04 34.97 39.24

Table 2: Performance of both Direct Inference5 and Translate-Test Inference for various Large Language Models on
the Zero-Shot Extractive Indic QA Benchmark. We report the average F1 scores across span-extraction datasets.
Instances where Translate-Test outperforms Direct Inference are indicated in bold.

Languages Bloom Openhathi Llama-3 Llama-3.1 Gemma Gemma-2

Direct
Inference

Translate
Direct

Inference
Translate

Direct
Inference

Translate
Direct

Inference
Translate

Direct
Inference

Translate
Direct

Inference
Translate

As 5.91 11.61 0.33 3.98 3.97 7.69 4.17 10.13 6.98 7.78 11.32 14.23
Bn 8.21 11.35 0.47 3.58 4.40 7.71 5.10 9.93 6.48 7.22 10.88 13.85
Gu 8.73 12.00 0.12 4.20 6.97 7.98 6.05 10.25 9.06 7.14 12.78 14.64
Hi 8.44 12.14 5.19 4.04 11.17 8.21 11.48 10.66 8.63 7.90 12.33 14.84
Kn 8.19 11.87 0.15 3.76 4.88 7.70 4.71 10.19 7.53 8.04 12.34 14.78
Ml 8.39 11.68 1.01 4.13 6.75 7.66 7.99 9.94 7.14 7.56 13.39 14.27
Mr 8.39 11.38 1.71 3.85 10.08 7.79 9.45 9.93 8.23 7.49 11.98 14.23
Od 6.84 11.58 0.00 3.68 7.01 7.61 7.88 9.93 3.38 6.77 11.70 14.12
Pa 7.91 11.90 0.15 4.18 6.10 8.09 5.81 10.28 9.72 7.84 12.96 14.90
Ta 9.52 12.66 0.47 4.34 3.72 7.95 6.17 10.46 7.74 7.94 13.67 15.38
Te 8.96 12.40 0.19 3.90 3.04 8.10 5.56 10.64 9.34 8.14 13.80 15.19

Table 3: Performance of both Direct Inference and translate test inference of various Large Language Models on
Zero-Shot Abstractive INDIC QA BENCHMARK. We report the average numbers (Rouge-L) scores across the
languages. Instances where Translate-Test outperforms Direct Inference are indicated in bold.

Mistral NeMo 10 because of their strong multilin-
gual performance. This diverse range of models
enables a thorough evaluation of the strengths and
performance of our benchmarks across different
architectures and training methods.

3.1 Evaluation Metrics
We chose widely used QA evaluation metrics for
evaluating both extractive and abstractive Question
Answering datasets:
1. F1 (macro-averaged) score: This score rep-
resents the harmonic mean of precision and re-
call, calculating the average similarity between pre-
dicted and actual answers by comparing the sets of
words or tokens in the predicted and ground truth
sentences.
2. ROUGE(L): A Recall-Oriented Understudy to
measure how much of the words from the gold re-
sponse are present in the generated response. This

Indic-gemma-7b-finetuned-sft-Navarasa-2.0
10https://mistral.ai/news/mistral-nemo/

metric is commonly used for generative tasks such
as summarization, and we have used it to evaluate
abstractive QA tasks.

3.2 Translate-Test Inferences

In addition to direct inference, we conducted exper-
iments on translate-test 4 inferences involving the
following steps:
1. Use IndicTrans2 to translate the source lan-
guage input (context and question) to English.
2. Prompt the LLM with the translated input and
get the response.
3. Back-translate the generated LLM’s English
response to the source language.

This method ensures the evaluation of the LLMs’
performance across languages by utilizing transla-
tion systems to bridge the gap between languages
during inference.
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Languages Bloom Gemma Llama-3 Openhathi

1 shot 3 shot 1 shot 3 shot 1 shot 3 shot 1 shot 3 shot

As 21.22 22.44 37.91 40.43 28.61 29.42 3.15 3.14
Bn 19.82 26.90 42.64 37.85 32.71 24.95 6.86 6.56
Gu 20.17 22.16 44.26 47.40 26.76 22.46 3.65 4.61
Hi 34.08 36.96 54.95 56.95 54.79 57.11 10.27 22.1
Kn 19.99 19.93 37.74 35.80 22.76 15.60 0.33 2.26
Ml 25.82 23.84 42.08 31.10 28.94 22.60 6.59 5.50
Mr 26.35 25.99 47.08 37.39 47.17 40.7 5.82 8.63
Od 15.72 15.68 16.66 22.05 13.37 5.39 0.37 3.32
Pa 23.18 23.98 42.18 47.17 31.03 30.62 2.00 3.52
Ta 26.80 26.97 43.27 43.90 28.66 27.06 4.51 4.94
Te 20.83 25.22 39.90 43.62 25.37 20.86 3.09 2.76

Table 4: Performance of various Large Language Models on few-Shot Extractive INDIC QA BENCHMARK. We
report the average (F1-score) across span-extraction datasets and question-answering datasets.

4 Result and analysis

Comparing Base Model Performance and Effect
of Few Shot: Table 6 shows the base LLMs’ perfor-
mance in the zero-shot setting. The Gemma model
excels in extractive question-answering tasks, sur-
passing the Bloom and Llama-3 base models.
However, Llama-3 outperforms Gemma in Hindi,
Marathi, and Odia languages. Bloom surpasses all
models in abstractive question-answering tasks and
for all languages. Notably, base models generally
perform poorly on abstractive question-answering
datasets compared to extractive ones.

We also evaluate the effect of in-context exam-
ples as reported in Table 4. As expected, using few-
shot (1-shot and 3-shot) almost always improves
over the zero-shot base model. However, we can
spot some language-specific patterns where Bloom
and Openhathi behave differently than Gemma and
Llama-3. For example, for some languages such as
Bn, Ml, Mr Gemma and Llama-3 show a significant
drop with the increase in few shot examples, how-
ever, Bloom and Openhathi retain or even improve.
We believe this is correlated with the availability
of language-specific corpus and their utilization in
training these models.

Effect of Instruction Finetuning: Table 6
shows the performance of instruction-finetuned
models in our study. Instruction finetuning gener-
ally improves abstractive QA tasks across all mod-
els, but its impact on extractive QA varies. For
instance, Gemma and Llama-3 perform better than
Bloom and OpenHathi in their base models, but
their instruction-finetuned variants do not show sig-

nificant improvement. This is because these models
were primarily instruction-finetuned on non-Indic
languages, which compromises their generic multi-
lingual ability during task-specific finetuning, lead-
ing to lower results.

On the other hand, OpenHathi was specifically
trained on the Hindi language and so is its instruc-
tion finetuning variant Airavata. As a result, the per-
formance of OpenHathi is significantly poor in all
languages. Airavata benefits from further instruc-
tion finetuning on Hindi data and improves over
OpenHathi for Hindi language but suffers poorly
for other Indian languages. Bloomz produces the
highest jump compared to Bloom and we hypoth-
esize this is because a good portion of evaluation
benchmark coming from generic-domain such as
Wikipedia data has been seen by Bloomz during
its training and instruction finetuning, making it
a good choice for applications which aims to use
common world knowledge.

Extractive vs Abstractive Tasks: While it
is clear that instruction finetuning helps more in
abstractive QA tasks, both Table 5 and Table 6
show a positive correlation between the scores for
extractive tasks and abstractive tasks across lan-
guages. This is almost true for all the base and in-
struct variants of the models except Gemma, where
Gemma instruct improves the abstractive QA score
but deteriorates in the extractive QA task. Care-
ful analysis shows that abstractive task metrics
change moderately between base models and their
instruction finetuned variants. This is expected
because abstractive metrics such as Rouge-L are
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more heuristic-driven in nature and designed to ig-
nore small variations, natural in non-deterministic
text generation, unlike extractive metrics such as
F1. Thus abstractive metrics deviate on a smaller
scale than extractive metrics. However, the posi-
tive correlation between both task metrics across
models clearly establishes that the factors affecting
the overall performance of the models show similar
signs for both extractive and abstractive tasks and
hence improving one will likely improve the other
as well.

On How to Choose a Model: Going by the
results so far, one would pick BloomZ if the appli-
cation needs only common world knowledge and
needs a model which does well out-of-the-box. If
there is a use-case for which we have adequate
Indic language finetuning data, it might be good
to build over the world knowledge acquired by
Gemma and Llama-3 and do instruction finetun-
ing on Indic languages to make it better suitable
for abstractive QA tasks. If we are very specific
about a certain niche domain in only the Hindi
language, where common world knowledge is not
a pre-requisite, Airavata can be a good candidate
given its focus on Hindi-based training and im-
provements in both extractive and abstractive tasks
with instruction finetuning. However, the Aya mod-
els are particularly well-suited if we are specifically
seeking high-quality instruction-tuned models for
Indian languages.

Translate Test is an Effective Alternative to
Source Language: Translation-based approaches
are often more effective than direct generation in
source languages using multilingual models. For
languages like Punjabi, Gujarati, and Oriya, the
translation-based approach outperforms the mul-
tilingual model. This comparison divides lan-
guages into two categories: (1) those where multi-
lingual models perform better and (2) those where
translation-based approaches are superior.

Mid-resource languages like Hindi and Bengali
benefit more from multilingual models, while low-
resource languages like Oriya and Punjabi perform
better with translation-based approaches. This is
because multilingual models struggle with insuffi-
cient language-specific data, leading to poor perfor-
mance. In contrast, translation-based approaches
leverage high-resource languages for reasoning and
generation, making it easier to learn the translation
task from multilingual data.

5 Conclusion

In this paper, we present a benchmark for evalu-
ating the grounded Question-Answering (QA) ca-
pabilities of Large Language Models (LLMs) on
both extractive and abstractive tasks. Our findings
reveal that instruction-tuning with target language
data significantly enhances QA performance, while
the Translate-Test technique yields better results for
low-resource languages. In contrast, high-resource
languages benefit more from source language infer-
ence due to larger training datasets.

Despite advances in multilingual training, LLMs
struggle with transfer learning to low-resource lan-
guages. Integrating effective translation systems
into the QA pipeline is crucial for improving perfor-
mance in these contexts. By releasing this bench-
mark, we aim to promote further research into the
QA capabilities of LLMs across various languages,
particularly for those that are underrepresented.

6 Limitation

Our research aims to provide a challenging and
comprehensive benchmark for evaluating LLMs on
the Hindi QA task, but it does face several limita-
tions.

(1) The availability of high-quality datasets for
Hindi is limited. Despite our best efforts to curate
the benchmark from various sources, there might
still be an inherent bias introduced during the data
collection and translation process. Additionally, al-
though we conducted quality checks, there may be
subjective interpretability issues with the translated
datasets. (2) while we attempted to diversify across
various domains, the benchmark may not depict the
true performance in a completely unseen domain.

Despite the strong performance of the Trans-
late Test technique, particularly for low-resource
languages, it has several limitations. One signifi-
cant drawback is the potential for cascading errors.
Translation errors occurring early in the pipeline
can propagate through subsequent stages, adversely
affecting the final output. This issue is typical in
models that rely on sequential processing, where
initial inaccuracies can compound over time. More-
over, while the Translate Test approach currently
shows promising results, the ideal solution is the de-
velopment of robust multilingual models that can
handle and mitigate cascading errors effectively.
Such models should be capable of generalizing well
across various languages without relying heavily on
error-prone translation processes. Our analysis fo-
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cused on base models rather than instruction-tuned
models. Previous research has shown that multi-
lingual instruction-tuned A well-optimized multi-
lingual instruction-tuned model could potentially
address these limitations.

However, the challenge remains in developing
effective instruction-tuning data for low-resource
languages, whether through translation or other
methods. This underscores the need for continued
research to enhance instruction-tuning strategies in
multilingual settings.
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A Appendix

A.1 Synthetic Data Creation
As discussed in 2.1, in addition to the translation
dataset from high-resource to low-resource lan-
guages, we also generated data using the Gemini
model (Team et al., 2023). We chose this model due
to its strong multilingual performance and consid-
erable parameter count. To start, we sampled para-
graphs from various sources, including Wikipedia,
storybooks, Indian news articles, and a selection of
books, aiming for domain diversity while incorpo-
rating Indian cultural nuances. We developed our
benchmark in Hindi and selected a subset of the
generated data for human verification. The verifica-
tion process focused on several parameters, such as
the fluency of the generated questions and answers,
and whether the questions were directly derived
from the paragraphs. Given that large language
models can hallucinate even with clear instructions
annotators were asked to score each instance on
a scale of 1 to 5, where 1 indicated irrelevance
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and 5 indicated exact relevance. We also evaluated
whether the answers were generated from the text
or relied on external knowledge.

Once verified, we translated these data instances
into other Indian languages. The synthetic data
primarily consisted of texts from Ramayana text-
books, recent Indian news articles, cultural articles
from Wikipedia, and classic storybooks, Dharmpal
books. Most of the data was extracted from books
using Optical Character Recognition (OCR), fol-
lowed by a thorough cleaning process to compile
useful passages.

A.2 Analysis
Indic Languages are Medium or Low Resource:
Before diving into the results, it’s important to con-
sider the resource availability in Indic languages.
This influences the best strategy for QA tasks in
these languages. Figure 1 shows the approximate
number of tokens available for each language from
sources like Wikipedia, websites, and PDFs. Com-
pared to English, which has trillions of tokens, In-
dic languages have far fewer resources. Languages
like Hindi and Bengali are medium-resource, while
most others are low-resource, with some like Oriya
and Punjabi being very low-resource. Although
the statistics in Figure 1 are estimates and change
over time and across different models, classifying
languages into high, medium, and low-resource
groups is important for our analysis.

Tables 7 and ?? present important observations,
which we outline below:

Extractive vs Abstractive Shows Same Pat-
tern: The patterns shown by both the extractive
and abstractive dataset results in Tables 7 and ??
are consistent. This is due to the impact of the
availability or lack of language-specific training
data, and the quality of translation remaining the
same for both types of QA tasks. Therefore, the
insights and patterns observed in Table 7 also apply
to Table ??.

Gemma2-Base performed best on our ex-
periments: There is noticeable variation in the
performance of different LLMs across languages.
This can be attributed to the varying amounts of
language-specific training data and the different
sizes of the models. Despite this variation, the
observation that translation-based methods work
better for low-resource languages generally holds
true across all LLMs.

Among the LLMs, Gemma2 is the clear win-
ner across most languages and tasks. Llama-3 and

Gemma perform similarly and slightly better than
Bloom. The performance ranking of LLMs tends
to follow their release order, suggesting that more
training data improves their multilingual capabil-
ities. Openhathi performs relatively poorly com-
pared to other models, likely because it has only
been trained on Hindi data and has limited exposure
to other languages.

Additionally, Aya-101, Narvasa 2.0, and Mis-
tral NeMo are superior instruction-tuned models.
This can be attributed to their fine-tuning on In-
dic data, whereas other models perform well in
their base variants but struggle during instruction
fine-tuning. This difficulty is likely due to catas-
trophic forgetting, as the fine-tuning data for these
models contains significantly less Indic data com-
pared to their pre-training datasets. Aya-101 is
fine-tuned over the base model mT5, which is an
encoder-decoder model (non-LLM). Although it is
13B parameter model which is greater than other in
terms of parameter count, then to its performance
is way higher than other multilinguual instruction
tunned models [5].

Frequently Asked Questions

1) Why choose IndicTrans2 over other available
translation models?
Answer: (Gala et al., 2023) show that IndicTrans2
surpasses other models, such as NLLB and Google
Translate, particularly for English to Hindi transla-
tion tasks. In our analysis, we also tested NLLB,
but the CHRF scores for back-translated and source
texts were lower than those achieved with the In-
dicTrans2 model.
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Languages Llam3.1 Instruct Gemma2-it Navarasa-2.0 Mistral-nemo Aya-101

Ext Gen Ext Gen Ext Gen Ext Gen Ext Gen

As 13.82 3.33 3.43 1.32 21.59 3.27 21.29 0.93 43.38 3.15
Bn 15.96 3.69 5.33 1.98 19.14 3.59 25.35 1.57 57.64 3.79
Gu 12.73 5.80 6.19 3.37 30.77 6.01 24.08 2.61 61.42 5.84
Hi 25.31 3.93 10.63 2.64 31.31 5.62 46.76 2.03 70.45 2.43
Kn 6.37 4.46 3.35 1.85 24.55 4.99 21.31 1.24 55.21 4.23
Ml 14.56 5.88 4.42 2.10 28.40 5.21 31.61 2.13 55.52 5.25
Mr 24.37 4.68 8.48 2.65 22.90 2.78 39.98 1.28 58.98 3.34
Od 14.56 5.04 2.99 0.95 20.75 3.12 0.26 0.60 48.82 3.23
Pa 10.25 4.21 3.59 1.73 25.84 5.88 32.04 2.42 64.19 6.01
Ta 13.95 6.23 5.75 2.97 18.67 6.57 28.04 2.40 58.27 7.07
Te 10.33 5.32 4.09 2.19 21.94 5.89 22.13 1.66 56.60 7.29

Table 5: Performance of various Large Language Models on Zero-Shot on Subset of INDIC QA BENCHMARK
(MLQA, NQ open, Synthetic data). We report the average numbers (F1) across span-extraction datasets and
(Rouge-L)abstractive question-answering datasets.

Languages Bloomz Gemma-Instruct Llama-3-Instruct Airavata Aya-8-Instruct

Ext Gen Ext Gen Ext Gen Ext Gen Ext Gen

As 38.69 7.36 11.32 9.97 15.22 3.42 3.70 3.41 19.39 7.19
Bn 44.75 8.27 13.03 11.66 17.89 3.90 6.58 4.38 29.79 8.27
Gu 49.06 9.24 7.61 7.74 12.50 2.90 5.15 2.87 26.48 5.82
Hi 62.88 9.06 18.54 7.61 14.95 7.21 44.35 7.21 55.17 8.02
Kn 40.10 8.27 11.94 8.80 15.88 3.13 1.39 1.07 16.22 8.62
Ml 43.84 8.55 9.33 5.28 13.67 2.32 7.55 6.80 30.35 8.55
Mr 50.03 8.09 14.15 10.95 13.84 1.87 14.15 5.91 35.83 9.78
Od 37.10 8.78 1.61 0.72 5.59 1.74 1.78 1.27 15.77 5.79
Pa 53.37 9.11 10.78 8.23 18.07 4.72 3.53 2.87 11.81 9.79
Ta 46.43 10.33 16.31 10.42 17.98 3.90 7.66 5.01 36.46 10.26
Te 44.42 8.98 10.85 7.53 15.04 4.13 4.43 3.48 18.82 7.61

Average 46.42 8.73 11.41 8.08 14.60 3.57 9.12 4.03 26.92 8.15

Table 6: Performance of various Large Language Models on Zero-Shot INDIC QA BENCHMARK. We report the
average numbers (F1) across span-extraction datasets and (Rouge-L)abstractive question-answering datasets.
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Languages Bloom Gemma Llama-3 Openhathi Gemma-2

Direct
Inference

Translate
Direct

Inference
Translate

Direct
Inference

Translate
Direct

Inference
Translate

Direct
Inference

Translate

As 13.86 16.19 21.70 16.08 19.23 24.14 1.14 5.38 33.01 35.60
Bn 17.84 16.07 21.15 16.69 19.14 23.96 1.49 5.46 38.33 35.11
Gu 13.27 18.59 24.90 25.12 20.27 29.55 4.07 7.15 40.10 44.86
Hi 21.69 19.29 34.37 19.72 41.53 30.02 11.83 8.28 44.46 43.18
Kn 15.63 17.86 24.47 16.31 20.39 25.84 0.31 6.24 35.31 37.98
Ml 19.22 17.96 25.20 17.31 22.80 28.07 0.68 6.74 38.35 41.54
Mr 15.12 18.89 23.96 17.46 36.12 27.54 2.07 6.74 41.89 41.10
Od 11.11 15.09 9.06 15.52 11.23 23.76 0.26 5.61 28.81 36.39
Pa 15.60 20.54 28.43 19.88 21.96 30.54 1.31 8.23 43.37 45.10
Ta 19.96 18.22 22.45 17.42 19.74 27.54 0.70 7.03 39.64 40.29
Te 16.07 17.79 23.93 17.72 13.59 25.37 0.53 6.38 34.97 39.24
En 27.41 27.13 34.69 8.55 52.17

Table 7: Performance of both Direct Inference11 and translate test inference of various Large Language Models
on Zero-Shot Extractive INDIC QA BENCHMARK. We report the average numbers (F1) across span-extraction
datasets.

Figure 5: Evaluation prompt used for the base model.
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Figure 6: Evaluation prompt used for the instruction-tuned model. Most models utilize a chat format. This is an
example of the prompt used for the Airavata model.

Figure 7: Base Model(Bloom) prediction on one of the instance of extractive QA dataset, it is evident from the fig.
the base model sometimes output garbage along with correct answer.
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Figure 8: Instruction tunned Model(Bloomz) prediction on one of the instance of extractive QA dataset.

Figure 9: Base Model(Bloom) prediction on one of the instance of Abstractive QA dataset
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Figure 10: Instruction tunned Model(Bloomz) prediction on one of the instance of Abstractive QA dataset.

Figure 11

Figure 12: CHRF and CHRF++ scores computed after translating the NQ open dataset from English to Hindi and
then back-translating from Hindi to English. The scores are calculated between the original and back-translated
parts, with a threshold of 50 applied to the CHRF scores to filter the data.
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Figure 13: CHRF scores computed after translating the synthetic dataset from Hindi to asm and then back-translating
from asm to Hindi.

Figure 14: CHRF and CHRF++ scores computed after translating the synthetic dataset from Hindi to ben and then
back-translating from ben to Hindi.
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Figure 15: CHRF and CHRF++ scores computed after translating the synthetic dataset from Hindi to guj and then
back-translating from guj to Hindi.

Figure 16: CHRF and CHRF++ scores computed after translating the synthetic dataset from Hindi to ory and then
back-translating from ory to Hindi.
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Figure 17: CHRF and CHRF++ scores computed after translating the synthetic dataset from Hindi to kan and then
back-translating from kan to Hindi.
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