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Abstract

A simile is a powerful figure of speech that
makes a comparison between two different
things via shared properties, often using words
like “like” or “as” to create vivid imagery,
convey emotions, and enhance understanding.
However, computational research on similes is
limited in low-resource languages like Tamil
due to the lack of simile datasets. This work
introduces a manually annotated Tamil Simile
Dataset (TSD) comprising around 1.5k simile
sentences drawn from various sources. Our
data annotation guidelines ensure that all the
simile sentences are annotated with the three
components, namely tenor, vehicle, and con-
text. We benchmark our dataset for simile inter-
pretation and simile generation tasks using cho-
sen pre-trained language models (PLMs) and
present the results. Our findings highlight the
challenges of simile tasks in Tamil, suggest-
ing areas for further improvement. We believe
that TSD will drive progress in computational
simile processing for Tamil and other low-
resource languages, further advancing simile
related tasks in Natural Language Processing.

1 Introduction

A simile is a figure of speech that explicitly com-
pares two different things by saying that one thing
is like another, so it typically contains compar-
ison expressions such as “like” and “as” (Paul,
1970). Similes allow people to create vivid im-
ages and convey emotions in ways that literal lan-
guage cannot. Computational processing of sim-
iles is gaining attention in Natural Language Pro-
cessing (NLP) research which enables the devel-
opment of more engaging conversational systems
(Zheng et al., 2020), creative writing tools (Zhang
et al., 2021) and also enhances applications in sen-
timent analysis (Ge et al., 2023).
Research on simile processing is limited com-

pared to other areas in NLP (Chakrabarty et al.,
2022). Early research lacked dedicated datasets

[இைம]VEHICLE ேபாலக் [காக்க¦றான்]CONTEXT
[கடவுள்]TENOR.
[God]TENOR [protects]CONTEXT like an
[eyelash]VEHICLE.
அவள் [உடம்பு]TENOR காற்ற§ல்ஆடிய

[மரங்கைளப்]VEHICLE ேபால் [ஆடியது]CONTEXT.
Her [body]TENOR [swayed]CONTEXT like
[trees]VEHICLE dancing in the wind.
[அைலகள்]VEHICLE ேபாலேவ [ேமாதும்]CONTEXT
உந்தன் [ஞாபகம்]TENOR.
Your [memory]TENOR [strikes]CONTEXT like
[waves]VEHICLE.

Table 1: Examples of Tamil simile sentences and com-
ponents.

which made many researchers to create small, task-
specific ones as the field evolved (Ge et al., 2023).
The simile identification task has achieved signif-
icant advances, but other tasks have yet to gain
more traction due to the lack of specifically de-
signed annotated data (Ge et al., 2023). There is
still room for the development of theories that ab-
stractly explain the connection between the com-
pared elements in similes (Lai and Nissim, 2024).
Due to these constraints, simile related tasks are
still challenging for high-resourced languages like
English and Chinese in which most of the research
in similes is centered.
Considering low-resourced languages, research

in computational simile processing is extremely
limited. There are no large datasets or established
resources, and only a few studies have focused
on figurative language like similes in these lan-
guages. Tamil is a language with unique cul-
tural and linguistic expressions due to its agglutina-
tive nature and complex morphological structures
(Keane, 2004). Languages like Tamil are often
overlooked in NLP research due to the lack of suf-
ficient resources like annotated datasets and tools.

10



The creation of simile datasets has improved
over time with different labeling methods as re-
search and tasks developed (Ge et al., 2023). Dif-
ferent simile tasks require datasets with specifi-
cally annotated components of similes. Currently,
it has become standard to annotate all the compo-
nents, as this can be used across tasks (Yang et al.,
2023; Shao et al., 2024a).
In this work, we present Tamil Simile Datset

(TSD), a simile dataset annotatedmanuallywith all
the components of the simile. The contributions of
this paper are:

1. We present the Tamil Simile Dataset (TSD),
which is the first simile dataset for the Tamil
language.

2. Our monolingual dataset contains 1520 sen-
tences all annotatedwith TENOR,VEHICLE,
and CONTEXT.

3. We evaluate our dataset for Simile interpreta-
tion and Simile Generation tasks using cho-
sen pre-trained language models and present
the results.

2 Background

A simile (உவைமயணி) is a figure of speech in
which one concept is described in terms of another
known concept that shares similar properties, typi-
cally using comparators like “like” (ேபால) to em-
phasize the comparison. In a simile, the word or
concept which is being described is the TENOR
(உவேமயம்). The word or concept used to de-
scribe the TENOR is the VEHICLE (உவமானம்).
VEHICLE is a component that brings imagery
or qualities to mind for comparison. Addition-
ally, CONTEXT (ெபாதுத்தன்ைம) is the property
through which the comparison is made. Examples
of simile sentences and annotated components are
shown in Table 1.

3 Related Works

3.1 Simile Datasets
Several datasets have been developed in English
and Chinese, which are high-resourced languages
(Joshi et al., 2020) to support research in simile-
related tasks. Self Labeled Simile (SLS) dataset
(Chakrabarty et al., 2020) and the Writing Polish-
ment Similes (WPS) dataset (Zhang et al., 2021)
consists of automatically annotated sentences and
were used for simile generation tasks. Chinese

Metaphor (CM) dataset (Su et al., 2016), CMC
dataset (Li et al., 2022), and MSD dataset (Ma
et al., 2023) were annotated with TENOR and VE-
HICLE. These datasets were used for interpreta-
tion and generation tasks. MCP dataset (He et al.,
2022), GraCe dataset (Yang et al., 2023), and the
most recent CMDAG dataset (Shao et al., 2024a)
are annotated with all three components and are
also utilized for both simile interpretation and sim-
ile generation tasks.
Research on similes remains limited in Dravid-

ian languages (Paul et al., 2024). In low-resource
languages, small-scale efforts exist, such as sim-
ile generation in Afrikaans (van Heerden and Bas,
2021), and recently, a Malayalam simile dataset
for identification has been developed (Paul et al.,
2024). Elanchezhiyan et al. (2014) analyzed Tamil
song lyrics to identify simile patterns and attributes
for automatic simile generation, but no dedicated
dataset was released, and further details are un-
available.

3.2 Tasks in Simile Processing
Simile interpretation and simile generation are the
two main directions of the simile study (Yu and
Wan, 2019).
Simile interpretation task focuses on identify-

ing shared properties between the TENOR and
VEHICLE. Early methods relied on word embed-
dings to measure semantic similarity (Zheng et al.,
2020; Bar et al., 2022), but recent work has in-
tegrated knowledge bases like ConceptNet (Gero
and Chilton, 2019; Stowe et al., 2021). PLMs
have further refined interpretation by capturing im-
plicit meanings without predefined rules (Su et al.,
2017). Ma et al. (2023) introduced a task where
models predict the shared property in a simile,
while Chen et al. (2022) used masked language
modeling (MLM) to predict missing simile ele-
ments.
Simile generation task involves constructing

simile expressions. Recent approaches fine-tune
pre-trained language models such as GPT-2 (Li
et al., 2022) or BART (Lewis, 2019) for this task.
Knowledge-driven methods frame it as knowledge
graph completion, generating VEHICLEs based
on relational context (Song et al., 2020). Chen
et al. (2022) refined PLM-based simile matching,
while Yang et al. (2023) used CBART (Shao et al.,
2024b) with multiple constraints for Chinese sim-
ile generation. Ma et al. (2023) extended the task
to dialogue systems, requiring models to select
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appropriate VEHICLEs. Recent research under-
scores the importance of PLMs in improving both
simile interpretation and generation tasks.

4 Tamil Simile Dataset

In this section, we present the collection, annota-
tion, and statistics of ourmanually annotated Tamil
Simile Dataset.

4.1 Data collection
We collected data from various sources. We
used Wikisource API1 to get random articles from
Tamil Wikisource and extracted the article con-
tents which contained Tamil simile comparators
such as “ேபால” (Pola “like”) or “ேபான்ற” (Pon-
dra “like”’). Additionally, we extracted texts
which contained morphemes of “ேபால” such as
“ேபால்” (Pol), “ேபாேல” (Pole) and “ேபாலும்”
(Polum)—all of which convey the meaning “like”.
This included similes from various kinds of lit-
erature, such as old Tamil scripts like Kambara-
mayanam and Tamil poems, stories, and essays.
We also extracted similes from Tamil song lyrics,
as similes are most frequently used in Tamil songs.
We collected songs from tamil2lyrics.com2 and ex-
tracted songs that contained simile comparators as
above.

4.2 Data annotation
We employed 10 annotators to extract meaning-
ful sentences from the collected data. In the
Tamil language, not all the sentences that con-
tain the comparator “ேபால” are similes. For
example, consider the sentence “கதவு அைடத்து

உட்புறமாகத் தாழிட்டிருப்பது ேபால ெதரிந்தது”
(“Kathavu adaittu utpuramaga thazhittiruppathu
pola therinthathu”) (translates to: “The door
seemed to be locked and slammed inwards”). Here
“ேபால” is used to convey a state of appearance
rather than a direct comparison. So our annotators
first extract sentences that are similes and disre-
gard literal sentences.
Sentences annotated as similes are forwarded

to the next stage of the annotation. In this
stage, another 4 annotators annotated the VEHI-
CLE, TENOR, and the CONTEXT of the sen-
tences. When the annotators extract a sentence
as a simile sentence, it will have the comparator
and the VEHICLE word by default. So, annota-
tors are asked to annotate the VEHICLE (it can be

1https://ta.wikisource.org/w/api.php
2https://www.tamil2lyrics.com/

word/phrase/sentence) first. The next step is to an-
notate the TENOR and CONTEXT if it is found in
the sentence. If not, we instructed the annotators
to annotate the TENOR and CONTEXT (both can
be a word/phrase/sentence). We asked the anno-
tators to disregard confusing cases where it is dif-
ficult to find TENOR or CONTEXT. In this way,
we were able to ensure all the simile sentences in
our dataset were annotated with all three compo-
nents. Our annotation process is shown in Figure 1.
Before the components annotation phase, a train-
ing session was conducted, and annotators were
trained with examples and instructed with Tamil
simile principles. A set of 50 sample sentences
sourced from various genres was given to all 4
annotators for component annotation to check the
reliability of their annotation. We computed the
inner-annotator agreement of simile component an-
notation via Krippendorff’s alpha (Krippendorff,
2011). The overall agreement rate was found to
be 0.78. Statistics of TSD are shown in Table 2.

Measurement Value
# Simile Sentences 1520
# Distinct Tenors 706
# Distinct Vehicles 1042
# Distinct Contexts 1077
Average # Words per Sentence 6

Table 2: Statistics of the dataset.

5 Tasks

In this section, we introduce 2 tasks for our Tamil
simile dataset, including the definition of the tasks,
the baselines, evaluation metrics, experimental re-
sults, and analysis.

5.1 Simile Interpretation/Generation Tasks
Following prior work on simile interpretation
(Song et al., 2020; Zheng et al., 2020; He et al.,
2022; Chen et al., 2022; Shuhan et al., 2023) and
simile generation (Song et al., 2020; Chen et al.,
2022; Shuhan et al., 2023), we define Simile Inter-
pretation/Generation (SI/SG) as a fill-mask objec-
tive task. We evaluate the models on 100 samples
from our dataset.
For the simile interpretation task, we remove the

CONTEXT from the simile sentence and replace it
with a blank. The model is required to generate the
missing CONTEXT. Similarly, for the simile gen-
eration task, we remove the VEHICLE from the
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Figure 1: The data annotation process.

Model Interpretation Generation
MRR↑ Hits@5↑ Hits@10↑ MRR↑ Hits@5↑ Hits@10↑

TamilBERT 0.026 0.05 0.07 0.200 0.27 0.38
IndicBERT v2 0.033 0.06 0.07 0.122 0.20 0.30
MuRIL 0.027 0.06 0.06 0.140 0.21 0.24
XLM-RoBERTa 0.003 0.01 0.01 0.030 0.05 0.06

Table 3: Simile interpretation and generation results (MRR, Hits@5, Hits@10).

simile sentence, leaving a blank, and the model
needs to generate an appropriate VEHICLE. In
both cases, we extract the top 10 predicted words
from the model.
We fine-tune TamilBERT (Joshi, 2022), In-

dicBERT v2 (Doddapaneni et al., 2023), MuRIL
(Khanuja et al., 2021), and XLM-RoBERTa (Con-
neau et al., 2019) on the Tamil Simile Dataset.
These baselines are chosen due to their strong per-
formance in Dravidian andmultilingual NLP tasks,
particularly in low-resource settings.
The performance of the models is evaluated us-

ing Mean Reciprocal Rank (MRR), Hits@5, and
Hits@10. MRR measures the average of the recip-
rocal ranks of the first correct prediction, providing
insight into how well models rank the correct com-
pletion. Hits@5 and Hits@10 measure the propor-
tion of cases where the correct word appears within
the top 5 and top 10 predictions.

6 Results and Discussion

Table 3 presents the results of simile interpretation
and generation tasks. Simile interpretation task
yielded lower results compared to the generation
task, which may be attributed to the structural char-
acteristics of Tamil simile sentences, where con-
textual information is sometimes omitted. This
aspect requires further investigation. The Tamil-
BERT model achieved relatively high scores in
the simile generation task, indicating that a mono-
lingual model trained specifically on Tamil data
can be more effective for simile processing in the

Tamil language. Additionally, models pre-trained
on Indian languages, such as IndicBERT v2 and
MuRIL, demonstrated reasonable performance in
simile generation. In contrast, XLM-RoBERTa, a
multilingual model trained on 100 languages, ex-
hibited weaker performance in simile-related tasks.
These findings highlight the impact of language-
specific pretraining in low-resource NLP, particu-
larly for complex tasks like simile processing.

Interestingly, the simile interpretation task
showed significant improvement during the fine-
tuning phase. Initially, the models generated irrele-
vant tokens such as “##◌ாேத”, “-”, and “"##◌ுது”.
After fine-tuning, the predictions were contextu-
ally appropriate, including words like “பறக்கும்”
(flying), “வைளந்த” (curved), and “அழகான”
(beautiful). However, we found that many error
predictions occurred when the CONTEXTwas not
a noun or when morphemes complicated interpre-
tation. Further investigation into the effect of tok-
enization on this task could provide deeper insights
into these behaviors. For the generation task, mod-
els struggled to predict words that are not so com-
monly occurring in Tamil language. Exploring al-
ternative fine-tuning techniques may improve the
model’s ability to generate more relevant predic-
tions.

Our results and findings indicate that both sim-
ile interpretation and generation are challenging
for the Tamil language. This can be attributed
to Tamil’s linguistic complexities, which make
these tasks more difficult compared to languages
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with simpler structures. These challenges present
valuable opportunities for future research, and the
Tamil Simile Dataset (TSD) can serve as a valu-
able resource for advancing simile processing in
low-resource languages.

7 Conclusion

We present a manually annotated Tamil simile
dataset (TSD) comprising 1520 simile sentences
sourced from a wide range of Tamil literary forms,
including poems, short stories, articles, and song
lyrics. Our dataset annotators achieved inter-
annotator agreement of 0.78, underscoring the re-
liability of our dataset. We also benchmark our
dataset for simile interpretation and simile gen-
eration tasks using pre-trained language models.
Our results show that simile-related tasks are chal-
lenging for Tamil Language. This shows that our
dataset has great potential to help improve the un-
derstanding and creation of Tamil similes.

8 Limitations

When annotators annotate components TENOR
and/or CONTEXT that are not in the original sim-
ile sentence manually, there is a possibility of mul-
tiple suitable TENORs and/or CONTEXTs for that
simile. However, in our dataset, the appropri-
ate one, as determined by the annotators is anno-
tated. The 100 examples we used are sentences
that had VEHICLE and CONTEXT within them.
Sentences from our dataset which are sourced from
tamil2lyrics.com, comprise song lyrics from the
1950s to 2023. This covers a wide range of time-
lines and songs, though not every song is included.
In addition, our dataset consists of different Tamil
literary forms such as poems, articles, and other
literary sentences extracted from Wikisource. Our
dataset is limited in terms of coverage as we could
only get sentences from the extracted pages re-
turned by Wikisource API. While Tamil has been
rich in figurative language since ancient times, its
usage has evolved over time. Expanding simile
datasets to include more classical and historical
Tamil literature would enhance coverage and fur-
ther improve computational simile processing in
Tamil.
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A Dataset

A.1 Tamil Simile Dataset (TSD)
Examples in TSD are shown in Table 4.

Sentence Tenor Vehicle Context
கடல் ேபாலெபரிதாக நீ ந¦ன்றாய். கடல் நீ ெபரிதாக

You stood as big as the sea. sea you big
பறைவேபாேல பறந்துெசல்ேவாம். பறைவ நாம் பறந்து

Let’s fly like a bird. bird Let’s fly
ஒருேகாய¥ல் ேபால்இந்த மாளிைக. ேகாய¥ல் மாளிைக புனிதமானது

This mansion is like a temple. temple mansion sacred
வழிய¥ேல தங்கத்தகடு ேபால மின்னிய தவைள

தத்த¦ச் ெசன்றது.

தங்கத்தகடு தவைள மின்னிய

On the way, a frog that glittered like a gold
plate jumped away.

gold plate frog glittered

Table 4: Examples of annotated similes in the TSD.

16


