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Abstract
The social network is a trending medium for
interaction and sharing content globally. The
content is sensitive since it can create an im-
pact and change the trends of stakeholder’s
thought as well as behavior. When the con-
tent is targeted towards women, it may be abu-
sive or non-abusive and the identification is a
tedious task. The content posted on social net-
works can be in English, code mix, or any low-
resource language. The shared task Abusive
Tamil and Malayalam Text targeting Women
on Social Media was conducted as part of Dra-
vidianLangTech@NAACL 2025 organized by
DravidianLangTech. The task is to identify the
content given in Tamil or Malayalam or code
mix as abusive or non-abusive. The task is
accomplished for the South Indian languages
Tamil and Malayalam using pretrained trans-
former model, BERT base multilingual cased
and achieved the accuracy measure of 0.765
and 0.677.

1 Introduction

According to Statista, a Statistics portal for market
data, market research, and market studies, the num-
ber of Internet users in the year 2024 is 5.44 billion.
It is one third of the world’s population and the
number of YouTube users is approximately 2504
million as of April 20241. People use social me-
dia platforms such as YouTube, Twitter, Instagram,
Reddit, and Facebook to share their opinions, be-
liefs, and interests in all the state of affairs. It can be
used positively in e-commerce, information trans-
fer, advertisements, politics, hobbies, testimonies,
education and training, recent happenings, etc. Al-
ternatively, it can lead to the spread of hate speech
and on-line harassment, which is termed cyber-
bully. It should be identified since it will cause
psychological impact for the stakeholder even to
depression.(Sari et al., 2022)

1https://www.statista.com/topics/1145/internet-usage-
worldwide

The trendy digital platforms, social media im-
pact people at various levels, even the political
and business scenario can be altered within next
few hours in par with the comments posted. It
can also target a particular individual or a group
of individuals.(Priyadharshini et al., 2022) Hate
speech and offensive language can harm various
groups and can end with social problems, thus
makes detection an essential task to reduce crime
and promote harmony. Although significant re-
search exists for languages like English, Dravidian
languages such as Tamil and Malayalam lack fo-
cus.(Mahibha et al., 2021) When abusive words
are aimed at gender, particularly on women it is
defined as sexism. As it is one of the alarmed
need of the social media, focusing on this issue,
DravidianLangTech@NAACL2025 organized by
DravidianLangTech initiated a shared task to iden-
tify abusive Tamil and Malayalam Text targeting
Women on Social Media,

2 Related Work

Hate speech is a complicated and multifaceted issue
that creates serious and widespread implications
for human rights and the rule of law on democratic
society. Addressing and preventing online hate
speech presents particular challenges. The ongoing
nature and effects of this issue have been recorded
by the oversight bodies of the Council of Europe
and various international organizations2.

Social networks are rapidly expanding with dif-
ferent content in various low resource languages
allows stakeholder to express their opinions with
few restrictions. Most social media platforms al-
low users to share and express their thoughts to
collect user comments and posts to offer channels
of personalized interest. However, they are also
used for negative actions, such as spreading ru-

2https://www.coe.int/en/web/combating-hate-
speech/what-is-hate-speech-and-why-is-it-a-problem-
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mors and intimidating people with offensive words.
Abusive language has attracted a lot of attention as
social media platforms have become more popu-
lar.(Barman and Das, 2023)

2.1 Low Resource Languages

Low resource languages own complexity in terms
of variation in writing and spoken style, unavail-
ability of resources, and corpus. Words usage have
different meanings when used in different commu-
nities. LLM (Large Language Model) is capable
of grasping multiple languages and adapting to dif-
ferent contexts (Zhong et al., 2024). Low resource
language, Kannada, Malayalam, Telugu, and Tamil,
obtains less attention due to unavailability of the
corpus. The ensemble transformer model is applied
for the classification, obtain the f1 score of 0.66
and 0.72 for Kannada code mix and Malayalam,
respectively. (Roy, 2024)

Figure 1: Distribution of Dataset-Tamil

Figure 2: Distribution of Dataset-Malayalam

Figure 3: Sample Dataset

2.2 Preprocessing

Most instances are misidentified because of the
presence of insignificant words. Preprocessing is
an important process to feed the model with quality
data in terms of size, improves the model perfor-
mance.(Kumari, 2022) Text cleaning is the removal
of insignificant words from the dataset sentence, it

makes the content relevant for the supervised model
to process the data. This can be done by eliminat-
ing stopword, noise, and encode consistency. For
the prediction of multiclass classification, the trans-
former model outperformed with an accuracy score
of 0.91.(Zerrouki and Benblidia, 2024)

2.3 mBERT Model in Classification
mBert is a modified BERT model, trained with
104 languages and takes advantage of grasp-
ing and processes several language data simul-
taneously.(Panchadara, 2024) Multilanguage con-
tent is vital in an electronically connected envi-
ronment.The classification of offensive and non-
offensive comments, the difficulty to detect it in
multilingual context is discussed. Taking advan-
tage of the multilingual BERT model, comments
are classified in various languages English, Hindi,
Telugu, Malayalam, Kannada, Greek, and Russian
and achieved an accuracy score of 0.925.(Nand-
hini et al., 2024) The mBERT model for meme
classification outperformed other transformer mod-
els and achieved an f1 score of 0.75, 0.95 and
0.71 for Tamil, Malayalam, and Kannada, respec-
tively.(Ghanghor et al., 2021)

3 Proposed Approach

3.1 Problem Overview
Abusive Tamil and Malayalam Text targeting
Women on Social Media is addressed as a binary
classification problem. The goal is to predict unla-
beled instances as Abusive (P=1) or Non-Abusive
(P=0). According to the standard probability of
supervised learning, the set of output P (0 or 1) is
deterministically related to the input N (Text) to
output P is denoted by the target function R:N->P.
In addition, NεnandPεp. (Anthony, 2008) The
model is built in such a way that

M(N)− > P (1)

where P belongs to [0,1].

3.2 About Dataset
The YouTube comments dataset provided by
DravidianLangTech, to perform the shared
task of promoting Tamil and Malayalam
Text targeting Women on Social Media-
DravidianLangTech@NAACL 2025(Rajiakodi
et al., 2025). The training, validation and eval-
uation datasets contain data in the low resource
languages Tamil and Malayalam. The description
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Figure 4: Methodology

Dataset Abusive Non-Abusive Total
Training 1̧366 1̧423 2̧789
Validation 2̧77 3̧20 5̧97
Testing -̧- -̧- 5̧98

Table 1: Dataset Description-Tamil

of dataset Tamil and Malayalam is described in
Table 1 and Table 2 respectively. The dataset is
annotated as abusive or non-abusive according
to the context of the comments targeted towards
women in social media. The sample dataset of the
shared task is shown in Figure 3.
Abusive- Content related to violence, abuse,
mistreat, or neglect of women from intimate or
dependent relationships or society.
Non-Abusive- Content without abusive context
against women.
The distribution of the dataset in languages Tamil
and Malayalam is shown in Figure 1 and Figure 2
respectively.

3.3 Preprocessing

Text preprocessing is the transformation of text by
cleaning noise and preparing the text for further
operation. The various techniques involved are re-
moval of stop words, punctuation, special symbols,
and numbers. Preprocessing helps the model to
improve the performance of the model(Siino et al.,
2024). The content of the dataset, and labels are
converted to the lower case (codemix). The prepro-
cessing techniques used are
Removal of noise- includes removal of special sym-
bols, punctuations, emojis.
Tokenization- partitioning the sentences into

Dataset Abusive Non-Abusive Total
Training 1̧530 1̧402 2̧932
Validation 3̧03 3̧25 6̧28
Testing -̧- -̧- 6̧29

Table 2: Dataset Description-Malayalam

words.
Lemmatization- Converting the original word to
root word.
Removal of stop words- Removal of insignificant
words from the instances.
Case conversion- Changing the comments to low-
ercase.

3.4 Evaluation Metrics

The model is validation with the evaluation metrics
accuracy, precision, and f1 score. Accuracy(Acc)
measures the performance of the model, which
is measured by the ratio no of instance to the
correctly predicted instances.

Acc = No.offlawless prediction
Total No.ofinput instance

Prediction(Prec) measures the number of
positive predictions that the model considers to be
correct. It is calculated by division of the number
of true positive(TP) prediction with the sum of true
positive and false positive(FP) predictions.

Prec = TP
TP+FP

Recall(Rec) measures the number of posi-
tive prediction obtained by the model is correct.
It is calculated by division of the number of
true positive(TP) prediction with the sum of true
positive, false negative(FN) prediction.

Rec = TP
TP+FN

True Positive(TP): The predicted output is
Yes, and the actual output is Yes as well.
True Negatives(TN): The predicted output and the
actual output is also No.
False Positives(FP): The predicted output is Yes,
but the actual output is No.
False Negatives(FN): The predicted output is No,
but the actual output is Yes.
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Language Accuracy Precision f1 score
Tamil 0̧.77 0̧.78 0̧.77
Malayalam 0̧.72 0̧.72 0̧.72

Table 3: mBERT cased-Development Results

3.5 Model selection and implementation

The BERT base multilingual cased is a powerful
model, which can be used for 104 languages in-
cluding Tamil and Malayalam.(Devlin et al., 2018)
The articles from Wikipedia are used to train the
mBERT model, its performance is based on the
quality of the content of the language.(Wu and
Dredze, 2020) It is enhanced with a particular train-
ing data from a single language, to another lan-
guage, and enables it to work across different lan-
guages.(Nabiilah et al., 2024)

The mBERT model is used for the implementa-
tion of the shared task, the model is trained by train-
ing the parameters epoch=7, maxlength=256, batch
size=16 and AdamW optimizer with the learning
rate of 2e-5 and correct bias=True. The result is
shown as confusion matrix in Figure 5 and 6. The
result is evaluated with the evaluation metrics, ac-
curacy, precision and recall scores of 0.77,0.78, and
0.77 respectively for Tamil. For Malayalam, we
obtain the accuracy, precision and recall score of
0.72, 0.72, and 0.72 respectively for development
dataset.

4 Results and Discussions

The implementation is performed in Google Co-
lab using the Python programming language with
the multilingual BERT model. The model is
trained for 7 epochs by tuning the parameters
maxlength=256, batch size=16, and AdamW opti-
mizer. The AdamW parameters learning rate and
correct bias are set to 2e-5 and True respectively.
When the experiment is carried out by setting the
correct bias to False for Malayalam language we
got biased result for non-abusive label. The differ-
ent runs are executed with the same parameters for
the South Indian languages Tamil and Malayalam.
The outperformed results can be viewed in confu-
sion matrix in Figure 5 and 6. The result details of
our team, given by the organizers are tabulated in
Table 4 and our development result in Table 3. We
noticed variation in the model performance related
to the number of stop words also. The accuracy of
the model dropped when the stopword is increased

Language Runs mF1 Score
Tamil 1̧ 0̧.75
Tamil 2̧ 0̧.765
Tamil 3̧ 0̧.757
Malayalam 1̧ 0̧.674
Malayalam 2̧ 0̧.677

Table 4: Result Score- DravidianLangTech@NAACL
2025

when working with Tamil language and the reverse
for Malayalam language. The usage of lemmatiza-
tion dropped the accuracy of Tamil language.

Figure 5: Confusion Matrix-Malayalam

5 Conclusion and Future Work

Usage of abusive text on social networks is a
common violation and classification is a chal-
lenging task. The dataset shared by Dravidian-
LangTech@NAACL 2025 to classify abusive Tamil
and Malayalam Text targeting women in social me-
dia is used for the implementation of the model.
The pretrained transformer model BERT base mul-
tilingual cased was used for the classification in
all the runs. The model achieved the mF1 score of
0.765 and 0.677 for Tamil and Malayalam dataset
respectively. When working with low resource lan-
guages the unavailability of stop words and dictio-

Figure 6: Confusion Matrix-Tamil
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nary is another issue. Future research can focus on
preprocessing with back translation of sentences,
as well as the implementation of vectorization to
improve the accuracy of the model.

6 Limitations

Although the implemented model performed well,
it has certain limitations. The size of the training
dataset is small, which limits the generalization that
leads the model to struggle on an unseen dataset.
To obtain an accurate result, the ambiguity of words
and morphological complexity, which is fairly com-
mon in low resource languages such as Tamil and
Malayalam, should be addressed.
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