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Abstract

Abusive comment detection in low-resource
languages is a challenging task particularly
when addressing gender-based abuse. Iden-
tifying abusive language targeting women is
crucial for effective content moderation and
fostering safer online spaces. A shared task
on abusive comment detection in Tamil text
organized by DravidianLangTech@NAACL
2025 allowed us to address this challenge
using a curated dataset. For this task, we
experimented with various machine learning
(ML) and deep learning (DL) models includ-
ing Logistic Regression, Random Forest, SVM,
CNN, LSTM, BiLSTM and transformer-based
models such as mBERT, IndicBERT, XLM-
RoBERTa and many more. The dataset com-
prised of Tamil YouTube comments anno-
tated with binary labels, Abusive and Non-
Abusive capturing explicit abuse, implicit bi-
ases and stereotypes. Our experiments demon-
strated that XLM-RoBERTa achieved the high-
est macro F1-score(0.80), highlighting its effec-
tiveness in handling Tamil text. This research
contributes to advancing abusive language de-
tection and natural language processing in low-
resource languages particularly for addressing
gender-based abuse online.

1 Introduction

Social media platforms have become integral to
modern communication, offering spaces for indi-
viduals to express opinions, share experiences and
engage in public discourse. However these plat-
forms are also increasingly plagued by abusive con-
tent including hate speech, harassment and gender-
based violence (Pannerselvam et al., 2023). Among
the many languages used on social media, Tamil,
a Dravidian language spoken by over 80 million
people worldwide has seen a rise in abusive text
targeting women (Chakravarthi et al., 2021). This
phenomenon not only perpetuates gender-based dis-
crimination but also poses significant challenges for

natural language processing (NLP) systems tasked
with detecting and reducing such content (Raji-
akodi et al., 2025). The detection of abusive lan-
guage in Tamil is particularly complex due to the
language’s rich morphology, code-mixing with En-
glish and other languages (Priyadharshini et al.,
2022). Moreover cultural and contextual nuances
often make it difficult for automated systems to
accurately identify abusive content without mis-
classifying neutral text (Shanmugavadivel et al.,
2022).

In our participation on Abusive Tamil and Malay
alam Text Targeting Women on Social Media
at DravidianLangTech@NAACL 2025 (Priyad-
harshini et al., 2023), we explored different models
to detect abusive comments targeting women and
addressed this problem with two significant contri-
butions.

• Investigated the performance of various ML,
DL and transformer-based models for detect-
ing abusive comments.

• In particular leveraged the transformer-based
XLM-RoBERTa model which demonstrated
strong performance for abusive language de-
tection in Tamil text.

This research shows that advanced models
such as transformers can improve the detec-
tion of offensive comments in Tamil language.
For more details, our code is available at
https://github.com/MHD094/Abusive-Tamil.

2 Related Work

The detection of abusive language on social media
particularly in low-resource languages like Tamil
remains a critical yet underexplored area within
NLP. While significant progress has been made in
high-resource languages such as English, Tamil
presents unique challenges including its rich mor-
phology, informal writing styles and the prevalence
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of code-mixing. Early research in abusive lan-
guage detection focused on rule-based and machine
learning methods using lexical features such as n-
grams and part-of-speech tags (Rajalakshmi et al.,
2022). With the advent of deep learning models
and transformer-based architectures such as BERT
(Devlin et al., 2019) have significantly improved
abusive language detection.

In the domain of abusive language detection,
(Ghanghor et al., 2021) presented a study on iden-
tifying offensive language and classifying memes
in Dravidian languages particularly Tamil, Malay-
alam and Kannada. Gender-targeted abuse influ-
enced by cultural nuances in Tamil remains a signif-
icant challenge. (Gong et al., 2021) tackle heteroge-
neous abusive language by introducing a YouTube
dataset with sentence-level annotations. They pro-
pose a supervised attention model with multi-task
learning, improving nuanced abuse detection. Their
approach highlights the need for finer-grained an-
notations, relevant to Tamil abuse detection. (Mo-
han et al., 2025) introduced the Multimodal Tamil
Hate (MATH) dataset, categorizing hate speech
into offensive, sexist, racist and casteist types. This
study emphasizes the need for culturally informed
approaches to improve hate speech detection in
Tamil.

The DravidianLangTech shared tasks
(Chakravarthi et al., 2022) have further ad-
vanced research on NLP for Tamil by providing
datasets for offensive language detection and senti-
ment analysis. These tasks have been instrumental
in addressing challenges specific to Dravidian
languages such as code-mixing and the compound
nature of the languages. (Shanmugavadivel et al.,
2022) demonstrated the effectiveness of machine
learning for the sentiment analysis in Tamil
code-mixed data. In spite of these advancements,
challenges like the lack of large annotated datasets
and the informal nature of social media writing
persist. (Vetagiri et al., 2024) highlighted the need
for collaborative efforts to overcome these barriers
and improve abusive language detection in Tamil
and other low-resource languages.

3 Task and Dataset Description

Abusive language targeting women has become a
significant issue with the rise of social media, often
reflecting societal biases and gender imbalances.
This shared task focuses on abusive text detection
in Tamil comments. It aims to identify whether a

given comment contains abusive language directed
at women or not. The dataset (Priyadharshini et al.,
2023) and also (Priyadharshini et al., 2022) for this
task comprises social media comments collected
from YouTube discussions on controversial and
sensitive topics where gender-based abuse is preva-
lent. This dataset supports accurate classification
of abusive content into two binary classes as out-
lined below:
Abusive: Comments containing harmful or offen-
sive language.
Non-Abusive: Comments free of offensive or abu-
sive content.
Here, Table 1 provides the distribution of samples
across training, validation and test sets. The dataset

Classes Train Valid Test
Abusive 1366 278 305
Non-Abusive 1424 320 293
Total 2,790 598 598

Table 1: Dataset distribution.

is almost balanced with the Abusive class having
1,949 samples compared to 2,037 samples for the
Non-Abusive class. The total dataset comprises
3,986 text which divided into training (2,790), vali-
dation (598) and test (598) sets.

4 Methodology

This section provides a concise summary of the
methods and approaches adopted to address the
problem outlined earlier. After thorough analy-
sis, the transformer-based model XLM-RoBERTa
demonstrates superior performance in our task. Fig-
ure 1 shows a visual representation of our methodol-
ogy, highlighting the essential steps in the proposed
approach.
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Figure 1: An abstract view of the proposed methodology
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4.1 Preprocessing

Basic preprocessing steps such as removing special
characters, emojis, punctuation and extra spaces
were applied to clean the text. Indic-transliteration
(Kunchukuttan, 2020) library used to convert code-
mixed Tamil text into standardized Tamil for lin-
guistic consistency and model compatibility.

4.2 Feature Extraction

To capture various features for different model
types, three feature extraction techniques were
applied. Machine learning models employ Term
Frequency-Inverse Document Frequency (TF-IDF)
(Salton and Buckley, 1988) to represent text fea-
tures. Deep learning models utilize word embed-
dings generated through the Word2Vec approach
(Mikolov et al., 2013) for richer semantic informa-
tion. Transformer-based models employ special-
ized tokenizers compatible with their architectures
to efficiently process input sequences.

4.3 Model Building

In our research, we examined several ML, DL and
transformer-based models.

4.3.1 ML models
We trained traditional ML models such as Logistic
Regression (LR), Decision Trees (DT), Random
Forest (RF) and Support Vector Machines (SVM)
on feature representations like TF-IDF. These mod-
els rely on statistical patterns but may face chal-
lenges in understanding complex contextual rela-
tionships in code-mixed Tamil text.

4.3.2 DL models
The deep learning models include BiLSTM and a
hybrid CNN+LSTM model. These models capture
the semantic structure of the text and dependencies
in code-mixed Tamil using pre-trained word em-
beddings. Each DL model was trained for 5 epochs
with a batch size of 32.

4.3.3 Transformer-based models
The transformer-based models include mBERT
(Ram et al., 2024), XLM-RoBERTa (Conneau et al.,
2020), Indic SBERT (Farsi et al., 2024), Tamil
BERT (Raihan et al., 2024), DistilBERT-mc (Ra-
jalakshmi et al., 2023), MuRIL (Khanuja et al.,
2021), and DeOffXLMR-Tamil. Fine-tuned on our
dataset with transformer-specific tokenizers, these
models excel at capturing long-range dependen-
cies and context. They improve accuracy in Tamil

abusive language detection by utilizing pre-trained
knowledge from multilingual datasets, handling
regional dialects and code-switching effectively.

5 Results & Discussion

This section presents a comparative analysis of the
performance achieved by various machine learning,
deep learning and transformer-based methods for
detecting abusive comments in Tamil. The evalu-
ation highlights the effectiveness of different clas-
sifiers in predicting abusive content. Additionally,
m-BERT and XLM-RoBERTa were fine-tuned by
optimizing learning rates, batch sizes and epochs
while maintaining the AdamW optimizer as sum-
marized in Table 2.

Hyperparameters m-BERT XLM-RoBERTa
Optimizer AdamW AdamW AdamW AdamW
Learning rate 1e-05 2e-05 3e-05 1e-05
Epochs 12 8 8 12
Batch size 32 16 16 32

Table 2: Summary of optimized hyperparameters

We fine-tuned hyperparameters including learn-
ing rates, batch sizes and epochs to improve model
performance. Table 3 presents precision (P), re-
call (R) and macro-F1 (MF1) scores on the test
dataset. Among machine learning models, Logistic
Regression (LR) performed best with an MF1 of
0.71 followed by SVM (0.69). In deep learning,
BiLSTM and CNN+LSTM scored 0.45 and 0.33
respectively. Transformer models outperformed all
with XLM-RoBERTa achieving the highest MF1
of 0.80 followed by m-BERT, MuRIL and Indic
SBERT (0.77). Tamil BERT and DistilBERT-mc
showed competitive performance. XLM-RoBERTa
was the most effective for Tamil abusive comment
detection.

Classifier P R MF1
LR 0.71 0.74 0.71
DT 0.61 0.61 0.61
RF 0.67 0.66 0.66
SVM 0.69 0.69 0.69
BiLSTM 0.55 0.52 0.45
CNN + LSTM 0.24 0.49 0.33
mBERT 0.77 0.77 0.77
XLM-RoBERTa 0.80 0.80 0.80
Indic SBERT 0.77 0.76 0.76
Tamil BERT 0.67 0.68 0.68
DistilBERT-mc 0.75 0.74 0.74
MuRIL 0.77 0.77 0.77
DeOffXLMR-Tamil 0.76 0.76 0.76

Table 3: Results of several models on the test dataset
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5.1 Quantitative Discussion

Figure 2 represents the confusion matrix for our
XLM-RoBERTa model. The results highlight the
effectiveness of transformer-based architectures es-
pecially XLM-RoBERTa in identifying abusive
Tamil text. The model effectively classifies 245
Non-Abusive (label-0) and 234 Abusive (label-1)
instances which demonstrates strong performance.
However some misclassifications occur, 48 label-
0 samples are predicted as label-1 and 71 label-1
samples are incorrectly classified as label-0. These
results highlight the model’s overall effectiveness.

Figure 2: Confusion matrix of best performing model

5.2 Qualitative Discussion

Figure 3 displays sample predictions from our
XLM-RoBERTa model. Samples 2, 3, 5, 6 and
8 are correctly classified which demonstrates the
model’s ability to process diverse linguistic con-
structs in Tamil text. However, challenges remain
with samples 1, 4, and 7 which are misclassified as
0 instead of 1 due to implicit abuse, sarcasm and
contextual complexity in Tamil language.

Figure 3: Examples of the XLM-RoBERTa model pre-
dicted outputs

6 Conclusion

This research provides a comprehensive compari-
son of various machine learning, deep learning and
transformer-based methods for detecting abusive
comments in Tamil. The evaluation demonstrated
that transformer models especially XLM-RoBERTa
outperformed all other methods by achieving the
highest macro-F1 score of 0.80 followed by m-
BERT, MuRIL and Indic SBERT(.77). Among ma-
chine learning models, Logistic Regression showed
the best performance with an MF1 of 0.71. Despite
these advancements, there remain several areas
for future research. Expanding datasets to include
more diversity will improve model generalizability.
Additionally integrating multimodal data such as
images and videos could further enhance the de-
tection of abusive content. Lastly, future research
should focus on exploring the sociocultural fac-
tors driving gender-targeted abuse and developing
interventions to address these issues at their core.

Limitations

One of the key limitations of this work stems
from the challenges involved in preprocessing code-
mixed Tamil text. The conversion of mixed lan-
guage content through transliteration techniques
may not fully capture all cultural context inher-
ent in Tamil comments. This approach can lead
to inaccuracies in identifying abusive language
as the model may struggle with code-switching
or non-standard expressions used in these com-
ments. Furthermore the lack of sufficient high-
quality annotated data for abusive language detec-
tion in low-resource languages such as Tamil re-
stricts the model’s effectiveness. The presence of
implicit bias and regional dialect variations within
the Tamil language adds another layer of complex-
ity that could impact performance.
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