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Abstract

The rise of AI-generated content has intro-
duced challenges in distinguishing machine-
generated text from human-written text, par-
ticularly in low-resource languages. Identify-
ing artificial intelligence (AI)-based reviews
is important to preserve trust and authentic-
ity on online platforms. The Shared Task on
Detecting AI-Generated Product Reviews in
Dravidian languages deals with detecting AI-
generated and human-written reviews in Tamil
and Malayalam. To solve this problem, we
specifically fine-tuned mBERT for binary clas-
sification. Our system achieved 10th place in
Tamil with a macro F1-score of 0.90 and 28th
place in Malayalam with a macro F1-score
of 0.68, as the NAACL 2025 organizers re-
ported. The findings demonstrate the complex-
ity of separating AI-derived text from human-
authored writing, with a call for continued ad-
vances in detection methods. The fine-tuned
mBERT model achieved high performance for
Tamil, macro F1-score of 0.90 and a score of
0.68 Malayalam. This highlights that some
inherent challenges still persist in processing
low-resource languages and further language-
specific enhancements are needed.

1 Introduction

E-commerce has transformed consumer behaviour,
enabling them to share product experiences through
reviews on platforms like Amazon and Flipkart.
However, the increasing use of AI-generated re-
views raises concerns about authenticity, trust,
and misinformation in digital markets (Li et al.,
2022). AI-powered reviews can manipulate rat-
ings, deceive consumers, and undermine trust, mak-
ing distinguishing between human- and machine-
generated content difficult. Advances in AI text
generation further exacerbate this issue, necessitat-
ing effective detection mechanisms (Zellers et al.,
2019).

Detecting AI-generated reviews is challenging

across languages due to the sophistication of gen-
erative models and the scarcity of high-quality la-
belled data. The problem is even more severe in
underrepresented Dravidian languages like Tamil,
Malayalam, and Telugu, which lack sufficient com-
putational resources and annotated datasets. Their
complex linguistic structures, deep morphology,
and code-mixing further complicate detection. Re-
liable AI detection strategies are crucial to main-
taining trust in online marketplaces. This study
also opens the door for future work, which might
explore alternative architectures and larger datasets
to overcome current limitations.

This shared task addresses these challenges with
two subtasks: Task 1 differentiates human-written
reviews from AI-generated reviews in a given
dataset, while Task 2 identifies AI-written reviews
particularly in Tamil and Malayalam.

This paper is structured as follows: Section 2 re-
views prior work on AI-based text detection in low-
resource languages, Section 3 details the task de-
scriptions, and Section 4 outlines the methodology,
including data preprocessing and model selection
and additional model implementations. Section 5
presents experimental results, followed by error
analysis in Section 6. Finally, Section 7 concludes
with key findings and contributions.

Our study focuses on improving AI-generated
review detection in low-resource languages. We
aim to develop reliable methods for identifying
fake reviews using models like M-BERT, XLM-R
and classifiers like Naïve Bayes, contributing to
advancements in NLP and AI-generated content
detection.

For implementation, please refer to this GitHub
repository (srihari2704).

2 Related Work

Detecting AI-generated text is still an open prob-
lem because models such as GPT-4 and ChatGPT
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generate increasingly human-like text (Brown et al.,
2020). Though detection based on linguistic heuris-
tics and statistical approaches once dominated,
nowadays, deep learning and transformers are pre-
ferred. It is incredibly challenging in product re-
view contexts, where AI-based contents replicate
human styles, requiring further effort for detection
(Ippolito et al., 2020). With the increasing popu-
larity of AI-aided review generation, efficient de-
tection methods are essential to guarantee the gen-
uineness of online platforms (Zhang et al., 2020).

In (Fagni et al., 2021), the author investigated
AI-produced fabricated content in online reviews,
presenting a dataset TweepFake, which includes
human-natively and AI-infused product-based and
social media reviews. They compared sentiment,
coherence, and repetition between AI and human
written reviews. Their experiments demonstrated
that optimized transformer-based models (e.g.,
BERT, Roberta) helped traditional model classi-
fiers by using attention-based mechanisms to iden-
tify inconsistencies in syntactic patterns between
AI-generated reviews. The study concluded that de-
tection accuracy improves significantly when clas-
sifiers are trained on domain-specific AI-generated
review data rather than general-purpose datasets.
Work in artificial product review generation has
also yielded clues to enhancing detection.

(Li et al., 2020) studied methods for generat-
ing deceptive reviews using AI models and ana-
lyzed their effectiveness in fooling human evalu-
ators. Their findings demonstrated that state-of-
the-art generative models could produce realistic
yet generic-sounding reviews, often lacking the
nuanced storytelling in human-authored content.
These findings indicate that detecting AI-generated
reviews should target linguistic patterns, i.e., il-
logical coherence, redundant sentences, and high
sentiment repetition.

The paper (Wu et al., 2021) also investigated
the creation and recognition of AI-generated re-
views and their implications for e-commerce syn-
thetic content. Their study examined how AI-
generated reviews impact consumer trust and pur-
chasing decisions, underscoring the need for de-
tection frameworks that incorporate both linguistic
and behavioural features. Their study suggested
hybrid models that integrate BERT-based classi-
fication with user behaviour analysis and found
that allowing the use of metadata–that is, metadata
about review times and user actions–to influence
the detection system could significantly improve

Figure 1: Dataset for Tamil

Figure 2: Dataset for Malayalam

detection performance.
Previous works have demonstrated the effec-

tiveness of transformer models such as mBERT
in cross-lingual tasks. However, alternative mod-
els like XLM-R have great potential, given low-
resource settings, acting as an important direction
for future comparisons.

In addition to transformer-based approaches,
models such as Logistic Regression have also been
utilized. Although these studies have contributed
immensely to the detection of AI-written prod-
uct reviews, nothing is available in Dravidian lan-
guages such as Tamil and Malayalam. These lan-
guages have high morphological complexity, which
makes adapting to new detection models somewhat
difficult. The present study seeks to close this gap
by training tailor-made transformer-based models
for AI-driven review detection against Dravidian
languages to provide more stable e-commerce and
digital platforms.

3 Task Description

The task aims to detect AI-generated product re-
views in Dravidian languages like Malayalam and
Tamil, ensuring authenticity for consumer trust.
Participants develop models to distinguish human
reviews from AI-generated reviews, using data
sets from previous studies (Premjith et al., 2025).
Figures 1 and 2 show the Tamil and Malayalam
datasets.

4 Methodology

Classifying AI-generated and human-written re-
views in Tamil and Malayalam is challenging due
to their complex linguistic structures. The model
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Figure 3: Flowchart representing the process of detect-
ing AI-generated vs human-written reviews

must capture linguistic variation, context, and style
for accurate binary classification. The goal is to en-
sure content authenticity and enhance the reliability
of online reviews in Dravidian languages.

Figure 3 represents the overall process for clas-
sifying the AI-generated product review.

4.1 Data Preprocessing

Effective preprocessing is essential for improv-
ing model performance and distinguishing AI-
generated from human-written product reviews in
Tamil and Malayalam. The raw dataset undergoes
several preprocessing steps to clean and standard-
ize the text.

First, we address missing and inconsistent data
by replacing missing text entries with an empty
string and mapping non-standardized labels to "AI"
for machine-generated reviews and "HUMAN" for
human-written reviews.

Next, we clean the text by removing special
characters, punctuation, unrelated symbols, non-
Tamil/Malayalam symbols, and numerical digits,
ensuring linguistic consistency. The text is then
converted to lowercase, and redundant spaces are
normalized.

After cleaning, the text is tokenized using a
BERT-based multilingual tokenizer, resulting in
sequences of subword tokens. Shorter sequences
are padded to maintain a fixed input length of 256
tokens, while longer sequences are truncated.

Label encoding converts the categorical labels
into numerical values, assigning 0 to "AI" and 1 to
"HUMAN" for effective processing in a supervised
learning context.

The dataset is further stratified into training (80)

and testing (20) subsets. This way, AI-generated
and human-written reviews are proportionally rep-
resented in each subgroup, avoiding class imbal-
ance problems. The label distribution for both AI-
generated and human-written reviews in the Tamil
and Malayalam datasets is presented in Table 2 and
Table 1, respectively. These preprocessing tech-
niques help optimize the dataset to train a robust
classification model that can distinguish between
AI-generated and human-authored product reviews
in Dravidian languages.

Label Count
AI 405
HUMAN 403

Table 1: Label Distribution in the Malayalam Dataset

Label Count
AI 410
HUMAN 398

Table 2: Label Distribution in the Tamil Dataset

4.2 Model Evaluation
Recent advancements in Natural Language Process-
ing (NLP) have demonstrated the remarkable capa-
bilities of transformer-based models, especially in
tasks involving cross-linguistic text classification.
Among these models, mBERT, and XLM-R have
shown significant promise in capturing complex
contextual information across languages, making
them highly effective for text classification tasks
such as detecting AI-generated product reviews.

The mBERT model has been pre-trained on a di-
verse, multilingual corpus, including Dravidian lan-
guages like Tamil and Malayalam, which are often
considered low-resource languages in the context
of NLP (Pires et al., 2019). This extensive pre-
training enables mBERT to handle many linguistic
features and language structures, which results in a
strong performance on tasks with limited annotated
data.

XLM-R (Cross-lingual Language Model -
RoBERTa) is a strong multilingual model from
the RoBERTa architecture, specially designed to
manage multiple languages with cross-lingual pre-
training (Conneau et al., 2020). It is highly suited
for tasks involving generalization over various lan-
guage structures, such as abusive comment classifi-
cation.

Also, a Logistic Regression classifier was uti-
lized with TF-IDF features from the preprocessed
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text. This method exploits statistical patterns
within the text in which word frequency and sig-
nificance are employed to predict the reviews as
being either human or AI-written. Although being
straightforward relative to more complex models
such as M-BERT and XLM-R, Logistic Regres-
sion is a benchmark to gauge the effect of feature
engineering and offers a useful benchmark for low-
resource scenarios.

5 Results and Discussion

We experimented with the performance of M-
BERT, XLM-R, and Logistic Regression models
in detecting AI-generated product reviews in Tamil
and Malayalam.

M-BERT performed excellently with 0.94 pre-
cision, 0.95 recall, and 0.94 F1-scores for Tamil
AI class, and 0.95, 0.94, and 0.94 respectively for
HUMAN. For Malayalam, M-BERT obtained 0.91
precision for AI and 0.93 for HUMAN with respec-
tive F1-scores.

XLM-R marginally improved over M-BERT in
Tamil recall (precision 0.95, recall 0.96, F1 0.92)
and was considerably better for Malayalam (F1
0.75 vs. 0.68 for M-BERT), showing that it man-
ages Malayalam’s language intricacies more effec-
tively.

Logistic Regression, with a general accuracy of
0.82, fared poorer than both M-BERT and XLM-R.
Its F1-scores were 0.83 for Tamil AI, 0.81 for Tamil
HUMAN, 0.83 for Malayalam AI, and 0.81 for
Malayalam HUMAN, revealing the weakness of
this model, particularly in dealing with Dravidian
language intricacies.

Overall, both M-BERT and XLM-R performed
better than Logistic Regression, with the latter be-
ing notably better for Malayalam. This indicates
that transformer-based models such as M-BERT
and XLM-R perform better in AI-generated review
detection for Tamil and Malayalam languages, with
the latter being the best fit for Malayalam.

6 Error Analysis

The mBERT model performed well in detecting
AI-generated reviews in Tamil and Malayalam but
faced challenges in misclassifying specific human-
written reviews, especially in Tamil. This was
due to linguistic features resembling those of AI-
generated content. Similar misclassifications were
observed in Malayalam, indicating the model’s dif-
ficulty in capturing subtle contextual cues.

Despite a balanced dataset, errors, primarily
false positives, highlight issues in classifying AI-
generated content in low-resource languages. Fine-
tuning the model’s parameters is necessary to im-
prove accuracy and make the system more reliable
in classifying reviews correctly.

7 Limitations

The research is confronted with a number of lim-
itations, mostly because of the difficulties of low-
resource languages such as Tamil and Malayalam,
which do not have enough annotated datasets
and computational resources for successful AI-
generated text detection. The poorer performance
in Malayalam (macro F1-score of 0.68) as opposed
to Tamil (macro F1-score of 0.90) reflects the chal-
lenge of detecting linguistic subtleties, morphology,
and code-mixed forms. The use of transformer-
based models like mBERT and XLM-R, although
useful, is still prone to missing subtle contextual
signals, and therefore misclassifies text, especially
in human-composed reviews which are written in a
similar AI-like style. Furthermore, the work con-
centrates on binary classification and does not ad-
dress more complex cases, for example, mixed con-
tent of AI and human. Future research may over-
come these limitations by using bigger datasets,
more sophisticated fine-tuning methods, and en-
semble models that combine linguistic and behav-
ioral features for better detection performance.

8 Conclusion

Finally, a comparison of the mBERT model for
detecting reviews generated using AI in Tamil and
Malayalam demonstrates its advantages and limita-
tions. The capacity for language nuance captured
by it accounted for its effectiveness, obtaining F1-
scores of 0.90 in Tamil and 0.68 in Malayalam,
suggesting accurate performance for binary clas-
sification. Analogously, the XLM-R model also
attained 0.92 for Tamil and 0.75 for Malayalam,
demonstrating more competent management of lan-
guage complexities.

Yet, the model was plagued with misclassifica-
tions, especially in human-like AI text, resulting in
false positives. The glitches indicate shortcomings
in contextual understanding, calling for enhance-
ments. Future research should prioritize enhanced
fine-tuning, data augmentation, and hybrid strate-
gies to improve detection precision in varied lin-
guistic contexts.
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