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Abstract

It is difficult to detect hate speech in code-
mixed Dravidian languages because the data is
multilingual and unstructured. We took part in
the shared task to detect hate speech in text and
audio data for Tamil, Malayalam, and Telugu
in this research. We tested different machine
learning and deep learning models such as Lo-
gistic Regression, Ridge Classifier, Random
Forest, and CNN. For Tamil, Logistic Regres-
sion gave the best macro-F1 score of 0.97 for
text, whereas Ridge Classifier was the best for
audio with a score of 0.75. For Malayalam,
Random Forest gave the best F1-score of 0.97
for text, and CNN was the best for audio (F1-
score: 0.69). For Telugu, Ridge Classifier gave
the best F1-score of 0.89 for text, whereas CNN
was the best for audio (F1-score: 0.87).Our
findings prove that a multimodal solution effi-
ciently tackles the intricacy of hate speech de-
tection in Dravidian languages. In this shared
task,out of 145 teams we attained the 12th rank
for Tamil and 7th rank for Malayalam and Tel-
ugu.

1 Introduction

The rise of social media has facilitated global
communication but also led to the spread of hate
speech. Detecting and preventing hate speech
is crucial for fostering a safe and inclusive on-
line space. This challenge intensifies in multilin-
gual and code-mixed environments, such as Tamil,
Malayalam, and Telugu, where users blend lo-
cal scripts with borrowed words. The complexity
of these languages, along with limited annotated
datasets, makes hate speech detection a vital yet
challenging research area.

Multimodal approaches combining text and au-
dio offer deeper context for understanding online
speech. While text-based models analyze linguistic
cues, audio models capture tonal and prosodic fea-
tures to detect aggression or hostility. This study

employs machine learning and deep learning tech-
niques, including Logistic Regression, Ridge Clas-
sifier, Random Forest, and CNN, to classify hate
speech data from YouTube. By integrating both
modalities, the methodology addresses limitations
of conventional approaches.

Findings indicate that multilingual models can
accurately detect hate speech across languages. Lo-
gistic Regression and Random Forest performed
well in text classification, while CNNs effectively
processed audio data. The results underscore the
importance of combining linguistic and acoustic
features to enhance detection accuracy. By expand-
ing the multimodal dataset for Dravidian languages,
this study contributes to building robust frame-
works for combating hate speech in multilingual
social media.

2 Literature Survey

Rawat et al. (2024) proposed a deep NLP model
combining convolutional and recurrent layers for
hate speech detection on social media, achieving a
macro F1 score of 0.63 on the HASOC2019 dataset.
The study also explored using unlabeled data and
similar corpora to improve performance and re-
duce overfitting. Anbukkarasi and Varadhaganapa-
thy (2023) introduced a synonym-based Bi-LSTM
model to classify hate and non-hate texts in Tamil-
English code-mixed tweets using a newly designed
dataset of 10,000 annotated texts, addressing chal-
lenges of limited data and code-mixed language
patterns.

As part of a collaborative effort, Tash et al.
(2024) investigated Tamil hate speech detection
related to migration and shelter, achieving an F1
score of 0.76 with a CNN model. Premjith et al.
(2023) summarized a multimodal abusive language
detection and sentiment evaluation effort in Tamil
and Malayalam using video, audio, and text. The
findings highlighted the challenges in creating ef-
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fective models, with results based on the macro F1-
score. Poornachandran et al. (2022) emphasized
evaluating regional languages like Malayalam for
hate speech detection, achieving an F1 score of
0.85 with deep learning techniques on a natural
Malayalam dataset.

Priyadharshini et al. (2023) presented findings
on abusive remark detection in Tamil and Telugu
code-mixed social media text at RANLP 2023.
The project developed models evaluated using the
macro F1-score. Sai et al. (2024) explored hate
speech detection in Telugu-English code-mixed
text for DravidianLangTech@EACL-2024, achiev-
ing a macro F1 score of 0.65, ranking 14th in the
competition.

Premjith et al. (2024a) analyzed submissions
for Hate and Offensive Language Detection in Tel-
ugu Codemixed Text (HOLD-Telugu) at Dravidian-
LangTech 2024, evaluating models using the macro
F1-score. Another shared project led by Premjith
et al. (2024b) focused on sentiment analysis, abu-
sive language detection, and hate speech detection
in Tamil and Malayalam using multimodal data.
Despite 39 participants, only two submitted results,
evaluated by the macro F1-score. Sreelakshmi
et al. (2024) explored multilingual transformer-
based embeddings for detecting hate speech in
CodeMix Dravidian languages. Their study on
Kannada-English, Malayalam-English, and Tamil-
English datasets found MuRIL embeddings with an
SVM classifier performed best. The research also
addressed class imbalance with a cost-sensitive ap-
proach and introduced a new annotated Malayalam-
English CodeMix dataset extending HASOC 2021.

3 Task Description

This study investigates multimodal hate speech de-
tection in Tamil, Malayalam, and Telugu using
YouTube-sourced text and audio data. Hate speech
is categorized into Gender, Political, Religious, and
Personal Defamation subclasses. Text preprocess-
ing involved Count Vectorizer and TF-IDF, while
audio preprocessing extracted prosodic features.
Logistic Regression, Ridge Classifier, Random For-
est, and CNN were applied, with performance eval-
uated using the macro-F1 score Lal G et al. (2025).
Among 145 teams, our system ranked 12th for
Tamil and 7th for Malayalam and Telugu, demon-
strating the effectiveness of integrating text and
audio models for detecting hate speech in Dravid-
ian languages.

4 Dataset Description

4.1 Text Data Description
The text dataset for Malayalam, Tamil, and Tel-
ugu categorizes records as Hate or Non-Hate. Hate
includes content labeled under Gender (G), Polit-
ical (P), Religious (R), and Personal Defamation
(C), while Non-Hate (’N’) contains content with-
out harmful language. The training set includes
883 Malayalam, 1,397 Tamil, and 1,953 Telugu
records, with smaller test sets. Table 1 details the
distribution of Hate and Non-Hate classes across
languages, designed for training models in hate
speech detection across multilingual contexts.

Language Non-Hate(N) Hate(C,G,P,R)
Malayalam 406 477
Tamil 287 491
Telugu 198 175

Table 1: Dataset Description of Text-Train

4.2 Audio Data Desciption
The audio dataset is structured similarly to the text
dataset, with recordings labeled as Non-Hate or
Hate. Hate includes content categorized under Gen-
der (G), Political (P), Religious (R), and Personal
Defamation (C). The training set has 883 Malay-
alam, 509 Tamil, and 551 Telugu recordings, with
smaller test sets. Table 2 shows the distribution
of Hate and Non-Hate categories across languages.
This dataset helps train models for multilingual
hate speech detection.

Language Non-Hate(N) Hate(C,G,P,R)
Malayalam 406 477
Tamil 287 222
Telugu 198 353

Table 2: Dataset Description of Audio-Train

5 Methodology

5.1 Data Preprocessing
Text and audio data underwent modality-specific
preprocessing. Text processing included removing
images, URLs, punctuation, tokenization, stopword
removal, and stemming or lemmatization, followed
by vectorization using Count Vectorizer and TF-
IDF. Audio preprocessing involved noise reduction,
normalization, and segmentation, with prosodic
features like pitch and energy extracted to capture
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speech tone. This approach ensured high-quality
inputs for modeling.

5.2 Model Development
Logistic Regression, Ridge Classifier, Random
Forest, and CNN were used for text and audio
classification due to their effectiveness with high-
dimensional data. These models captured linguis-
tic and tonal features and were trained indepen-
dently for Tamil, Malayalam, and Telugu to handle
language-specific nuances. Class balancing, hy-
perparameter tuning, and cross-validation ensured
robust performance.

5.3 Workflow Integration
The workflow integrates text and audio to enhance
hate speech detection accuracy. Both modalities
were processed separately and fed into their respec-
tive models. The outputs were analyzed to classify
hate speech into categories like Gender, Political,
Religious, and Personal Defamation. Figure 1 il-
lustrates the workflow, covering preprocessing to
classification. This modular design allows future
experimentation with additional features or models,
ensuring a comprehensive approach to multimodal
hate speech detection in Dravidian languages.

6 Performance Evaluation

The performance of the fashions was evaluated
based totally at the Macro-F1 score, that is a
broadly used metric for category responsibilities,
especially in imbalanced datasets. The fashions
were educated on each text and audio records for
the Tamil, Malayalam, and Telugu languages, and
the respective performances are mentioned under-
neath.

6.1 Tamil
For text classification, Logistic Regression
achieved the highest Macro-F1 score of 0.97,
demonstrating strong accuracy in identifying hate
speech in Tamil. Count Vectorizer and TF-IDF ef-
fectively transformed text into numerical represen-
tations, enabling the model to distinguish between
Hate and Non-Hate categories. This high score
indicates the model’s ability to capture linguistic
patterns, particularly in Gender (G), Political (P),
Religious (R), and Personal Defamation (C) hate
speech. Figure 2 presents the confusion matrix for
the best-performing model.

For audio, Ridge Classifier performed best with a
Macro-F1 score of 0.75. While CNN captured tem-

poral speech features well, its overall performance
was lower than other classifiers. Ridge Classifier’s
success suggests that spectral features significantly
enhance hate speech detection in Tamil speech.

6.2 Malayalam

For the text modality, Random Forest achieved
the highest Macro-F1 score of 0.97, demonstrating
excellent performance in classifying hate speech
across subclasses like Gender, Political, Religious,
and Personal Defamation. As an ensemble method,
Random Forest effectively leveraged features ex-
tracted through various vectorization techniques,
ensuring strong predictions. Figure 3 presents the
confusion matrix for the best-performing Malay-
alam text model.

For audio, CNN attained a Macro-F1 score of
0.69. While lower than the text score, it still
showed reasonable success in detecting tonal pat-
terns in Malayalam hate speech. The model’s limi-
tations may stem from the complexity of processing
prosodic features.

6.3 Telugu

For the text modality, Ridge Classifier achieved a
Macro-F1 score of 0.89, demonstrating strong per-
formance in detecting hate speech and distinguish-
ing between Non-Hate and Hate subclasses. The ef-
fectiveness of TF-IDF and Count-based vectorized
features contributed significantly to the model’s
success. Figure 4 presents the confusion matrix for
the best-performing Telugu text model.

For audio, CNN attained a Macro-F1 score of
0.87, effectively capturing speech dynamics in Tel-
ugu. Its strong performance highlights CNN’s abil-
ity to analyze speech patterns and detect aggression
or hostility.

7 Limitations

Our approach relies heavily on labeled datasets,
which are limited for Dravidian languages. The
complexity of prosodic features and insufficient
audio samples affected audio model performance.
Class imbalance in the dataset may have impacted
the model’s ability to generalize effectively. Ex-
panding datasets and refining models are essential
for addressing these limitations.

8 Conclusion

We applied multimodal approaches to classify hate
speech in Tamil, Malayalam, and Telugu using text
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Figure 1: Proposed System Workflow

Figure 2: Confusion Matrix of Tamil-Text

Figure 3: Confusion Matrix of Malayalam-Text

Figure 4: Confusion Matrix of Telugu-Text

and audio data. Logistic Regression and Random
Forest performed well for text, while CNN was
most effective for audio, especially in Telugu. The
results highlight the importance of combining lin-
guistic and prosodic features for accurate detec-
tion. Overall, our approach shows promising re-
sults across languages. Further improvements in
feature extraction and model optimization could
enhance performance. The code for this shared
task can be accessed at Github
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