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Abstract

The detection of hate speech in social media
platforms is very crucial these days. This is
due to its adverse impact on mental health,
social harmony, and online safety. This pa-
per presents the overview of the shared task
on Multimodal Hate Speech Detection in Dra-
vidian Languages organized as part of Dravid-
ianLangTech@NAACL 2025. The task em-
phasizes detecting hate speech in social media
content that combines speech and text. Here,
we focus on three low-resource Dravidian lan-
guages: Malayalam, Tamil, and Telugu. Par-
ticipants were required to classify hate speech
in three sub-tasks, each corresponding to one
of these languages. The dataset was curated
by collecting speech and corresponding text
from YouTube videos. Various machine learn-
ing and deep learning-based models, includ-
ing transformer-based architectures and mul-
timodal frameworks, were employed by the
participants. The submissions were evaluated
using the macro F1 score. Experimental re-
sults underline the potential of multimodal ap-
proaches in advancing hate speech detection
for low-resource languages. Team SSNTrio
achieved the highest F1 score in Malayalam
and Tamil of 0.7511 and 0.7332, respectively.
Team lowes scored the best F1 score of 0.3817
in the Telugu sub-task.

1 Introduction

As social networks have become an essential part
of modern life, people use it to share their cre-
ations, opinions, and daily experiences (Paval et al.,
2024). Although it is meant to be a platform
for fun and information sharing, some use it to
spread hate and profane content (Ben-David and
Fernández, 2016). Hate posts usually target spe-
cific individuals, groups, or even nations. More-
over, many people use fake profiles to share such
content. This harmful behavior has caused men-
tal distress and conflicts among different groups.

Addressing this issue requires better detection of
hate speech, which is challenging due to the unique
language styles used in online content (Schmidt
and Wiegand, 2017).

In this context, manually identifying and remov-
ing hate speech is the simplest method, but it is a
time consuming and tedious process (MacAvaney
et al., 2019). Automated methods are becoming
more popular because they are faster and more effi-
cient. Most studies focus on detecting hate speech
in written text, while progress in videos and images
has been made using multimodal datasets. How-
ever, detecting hate speech in spoken language and
its combination with text has not been explored
much due to lack of multimodal datasets, especially
for low-resource Dravidian languages (Anilkumar
et al., 2024).

A lot of research is being done to recognize hate
speech using images, text, and videos (Davidson
et al., 2017; Safaya et al., 2020). Most studies
currently focus on single modality, especially text.
Neverthless, research on speech-based and multi-
modal approaches are also in growing phase. For
example, Abhishek et al. (Anilkumar et al., 2024)
used deep learning models to detect hate speech
in Hindi and Marathi texts from the HASOC 2021
dataset (Velankar et al., 2021). They showed that
transformer models work best, but even simple
models with FastText embeddings can give strong
results. Similarly, Tashvik Dhamija’s (Dhamija
et al., 2021) study on English tweets showed that
RoBERTa embeddings combined with a decision
tree algorithm performed exceptionally well.

A few other studies considered different lan-
guages and techniques for detection of hate-speech.
For example, Vandan Mujadia et al. (Mujadia et al.,
2019) have done hate/offensive content detection
in multiple langauges such as Hindi, English, and
German. The study showed best results while com-
bining a voting system with ML classifier models.
Another work by Joshi et al. (Joshi et al., 2021)
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showed that the BERT-based models perform bet-
ter for Hindi data. Furthermore, Badjatiya et al.
showed that a combination of LSTM with gradient-
boosted decision trees gave good results. (Bad-
jatiya et al., 2017). In summary, all the aforesaid
studies show that advanced algorithms from the
ML paradigm can improve the detection of hate
speech, irrespective of the language variations.

The Shared Task on Multimodal Hate Speech
Detection in Dravidian Languages, held at Dra-
vidianLangTech@NAACL 2025, is a step towards
advancing the challenges in hate speech detection.
This task aims to develop and test methodologies
for detecting hate speech in social media using both
speech and text.

2 Task Description

This shared task on hate speech detection focuses
on Malayalam, Tamil, and Telugu, the three impor-
tant Dravidian languages. Consequently, the task
is divided into three sub-tasks as follows:

• Task 1: Multimodal hate-speech detection in
Malayalam

• Task 2: Multimodal hate-speech detection in
Tamil

• Task 3: Multimodal hate-speech detection in
Telugu

Participants are provided with training data sets
that contain multimodal content, including text and
speech. The objective is to develop models capable
of analyzing these components to predict the ap-
propriate labels for hate speech detection. Model
performance will be evaluated using the macro-F1
score, a widely used metric in NLP for classifica-
tion tasks.

3 Dataset description

We collected our dataset from YouTube videos on
channels with more than 50,000 subscribers to en-
sure wide reach and engagement. Instead of using
a predefined list of hate speech terms, we selected
videos based on the context of the spoken audio. In
particular, we focused on topics that likely spark
controversial or polarizing discussions. Examples
include debates on the Ram Mandir inauguration,
defamation of well-known figures. These topics
are chosen for their high engagement and potential
to attract hateful comments. By manually review-
ing the audio for context and intent, we identified

Language Data Label Count Total

Malayalam
Train

N 406

883
C 186
P 118
R 91
G 82

Test
N 10

50
C 10
P 10
R 10
G 10

Tamil
Train

N 287

514
C 65
P 33
R 61
G 68

Test
N 10

50
C 10
P 10
R 10
G 10

Telugu
Train

N 198

556
C 122
P 58
R 72
G 106

Test
N 10

50
C 10
P 10
R 10
G 10

Table 1: Distribution of the hate speech data in Train and
Test sets in Malayalam, Tamil, and Telugu languages.
Here, the class labels N, C, P, R and G represent Non
hate, Personal defamation, Political hate speech, Reli-
gious hate speech and Gender-based hate speech, re-
spectively.

nuanced instances of hate speech without relying
on specific keywords. Our study focuses on four
types of hate speech, as defined by YouTube’s Hate
speech policy. They are as follows.

• Gender-based hate speech (G): Content tar-
geting individuals based on their gender iden-
tity, sexual orientation, or personal relation-
ships.

• Political hate speech (P): Negative remarks
directed at individuals based on their national-
ity or political beliefs.

• Religious hate speech (R): Hateful content
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aimed at specific individuals or communities
related to their religion.

• Personal Defamation (C): Dehumanizing
comments, such as comparisons to animals,
diseases, or pests.

For sentences with multiple labels, such as per-
sonal defamation and religious content, the context
of the video is used for final labeling. Further, we
collected Non-hate (N) speech data from motiva-
tional videos because they are less likely to include
offensive content.

4 Participants Methodology

A total of 134 teams registered for this shared task.
However, only 19 teams submitted the results for
atleast one sub-tasks. Precisely, 17 teams submitted
the results for Malayalam and Tamil sub-task, and
18 teams submitted for Telugu sub-task. Some of
the teams submitted multiple runs, of which, best
run was taken as their final submission. We eval-
uated the submissions using the macro F1 score,
and then prepared the rank list based on the results.
Tables 1, 2 and 3 show the rank lists for the Malay-
alm, Tamil and Telugu sub-tasks, respectively. The
methodologies used by each team are explained in
following subsections.

4.1 SSNTrio

The team “SSNTrio” extracted speech features
from the spectrogram and appended them to the
corresponding text transcript and used a language-
specific BERT model to complete the classification
of hate speech. This approach achieved a macro
F1 score of 0.7511, 0.7332, and 0.3758 for Task 1,
Task 2, and Task 3, respectively.

4.2 lowes

The team “lowes” fine-tuned language open-source
BERT models, which were pre-trained on the Dra-
vidian languages by l3cube-pune. This approach
achieved a macro F1 score of 0.7367, 0.7225, and
0.3817 for Task 1, Task 2, and Task 3, respectively.

4.3 MNLP

The team “MNLP” has used a deep learning-based
model. Precisely, the model is fine-tuned for the
classification task. This approach reported a macro
F1 score of 0.6135, 0.4877, and 0.2184 for Task 1,
2, and 3, respectively.

Team Macro F1 Score Rank
SSNTrio (J
et al., 2025)

0.7511 1

lowes 0.7367 2
MNLP
(Chauhan
and Kumar,
2025)

0.6135 3

byteSizedLLM
(Manukonda
et al., 2025)

0.5831 4

KEC_Tech_Titans 0.5114 5
zerowatts
(Shanmu-
gavadivel
et al., 2025a)

0.4726 6

gryffindor
(Shanmu-
gavadivel
et al., 2025d)

0.4725 7

VKG_VELLORE 0.4604 8
NLP_goats 0.4105 9
SSN_IT_SPEECH 0.3726 10
SSN_MMHS
(Murali and
Sivanaiah,
2025)

0.348 11

The Deathly
Hallows
(Shanmu-
gavadivel
et al., 2025b)

0.3016 12

Bright Red
(Shanmu-
gavadivel
et al., 2025c)

0.2782 13

cantnlp
(Wong and
Li, 2025)

0.273 14

Team
ML_Forge
(Faisal et al.,
2025)

0.2005 15

KEC-Elite-
Analysts

0.0812 16

deanhthin 0.0758 17

Table 2: Rank list of Malayalam sub-task
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Team Macro F1 Score Rank
SSNTrio (J
et al., 2025)

0.7332 1

lowes 0.7225 2
The Deathly
Hallows
(Shanmu-
gavadivel
et al., 2025b)

0.6438 3

KEC_Tech_Titans 0.5322 4
MNLP
(Chauhan
and Kumar,
2025)

0.4877 5

KEC-Elite-
Analysts

0.4281 6

NLP_goats 0.4049 7
VKG_VELLORE 0.3743 8
cantnlp
(Wong and
Li, 2025)

0.3186 9

Bright Red
(Shanmu-
gavadivel
et al., 2025c)

0.3018 10

DLRG (Ra-
jalakshmi
et al., 2025)

0.2542 11

zerowatts
(Shanmu-
gavadivel
et al., 2025a)

0.2432 12

gryffindor
(Shanmu-
gavadivel
et al., 2025d)

0.2431 13

SSN_IT_SPEECH 0.2099 14
byteSizedLLM
(Manukonda
et al., 2025)

0.1596 15

Team
ML_Forge
(Faisal et al.,
2025)

0.1346 16

deanhthin 0.0592 17

Table 3: Rank list of Tamil sub-task

Team Macro F1 Score Rank
lowes 0.3817 1
SSNTrio (J
et al., 2025)

0.3758 2

SemanticCuet
Sync_telugu
(Hossain
et al., 2025)

0.3514 3

VKG_VELLORE 0.3324 4
NLP_goats 0.2991 5
KEC_Tech_Titans 0.2857 6
gryffindor
(Shanmu-
gavadivel
et al., 2025d)

0.264 7

zerowatts
(Shanmu-
gavadivel
et al., 2025a)

0.264 8

Bright Red
(Shanmu-
gavadivel
et al., 2025c)

0.251 9

byteSizedLLM
(Manukonda
et al., 2025)

0.2271 10

MNLP
(Chauhan
and Kumar,
2025)

0.2184 11

cantnlp
(Wong and
Li, 2025)

0.1774 12

SSN_IT_SPEECH 0.1631 13
SSN_MMHS
(Murali and
Sivanaiah,
2025)

0.1567 14

The Deathly
Hallows
(Shanmu-
gavadivel
et al., 2025b)

0.1559 15

Team
ML_Forge
(Faisal et al.,
2025)

0.1465 16

KEC-Elite-
Analysts

0.1326 17

deanhthin 0 18

Table 4: Rank list of Telugu sub-task
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4.4 byteSizedLLM
The team “byteSizedLLM” has used a customized
attention BiLSTM architecture integrated with
XLM-RoBERTa base embeddings for textual fea-
tures. Additionally, The XLM-RoBERTa was fine-
tuned to handle the complexities associated with
syntax and semantics. For audio features, they used
fine-tuned wav2vec2-base multilingual speech em-
beddings. This approach reported a macro F1 score
of 0.5831, 0.1596, and 0.2271 for Task 1, Task 2,
and Task 3, respectively.

4.5 KEC_Tech_Titans
The team “KEC_Tech_Titans” employed pre-
trained language models, including BERT, mBERT,
RoBERTa, and XLNet, fine-tuned on task-specific
datasets, along with CNN and BiLSTM to capture
hierarchical and sequential patterns. They also uti-
lized HAN and HGNN for attention-based feature
extraction. For speech, speech-to-text models were
integrated with text-based classifiers, and BiLSTM
was applied for sequential feature analysis. Here,
predictions from speech and text were combined
using late fusion. This ensured a balanced classifi-
cation. This method reported a macro F1 score of
0.5114, 0.5322, and 0.2857 for Task 1, Task 2, and
Task 3, respectively.

4.6 zerowatts
The team “zerowatts” implemented an audio clas-
sification system by extracting acoustic features
such as MFCC and spectral contrast, followed by
feature normalization and label encoding to prepare
data for model input. This method showed a macro
F1 score of 0.4726, 0.2432, and 0.264 for Task 1,
Task 2, and Task 3, respectively.

4.7 gryffindor
The team “gryffindor” developed an audio classifi-
cation system by extracting acoustic features. The
features include normalized MFCC and spectral
contrast. This method reported macro F1 scores
of 0.4725, 0.2431, and 0.264 for the three tasks in
order.

4.8 VKG_VELLORE INSTITUTE OF
TECHNOLOGY

The team “VKG_VELLORE INSTITUTE OF
TECHNOLOGY” adopted a two-stage approach.
In the first stage, language-specific models were
trained using BERT embeddings. These embed-
dings are generated from text transcripts with pre-

trained models. They have addressed the class im-
balance problem through SMOTE and employed a
CatBoost classifier for prediction. In the final stage,
the whisper model is used for transcribing the au-
dio. Further, the processed text was fed into the
corresponding language-specific CatBoost model
for classification. This method achieved a macro F1
score of 0.4604, 0.3743, and 0.3324 for the three
tasks in order.

4.9 NLP_Goats

The team “NLP_Goats” utilized a TF-IDF-based
approach for text classification, employing logistic
regression to predict class labels. Text preprocess-
ing included tokenization, stopword removal, and
bigram generation, followed by TF-IDF vectoriza-
tion to convert text into numerical features. To
address class imbalance, oversampling techniques
were applied before training the Logistic Regres-
sion model, with performance evaluated using accu-
racy and other classification metrics. This approach
achieved a macro F1 score of 0.4105, 0.4049, and
0.2991 for Task 1, Task 2, and Task 3, respectively.

4.10 SSN_IT_SPEECH

The team “SSN_IT_SPEECH” employed a multi-
modal deep learning approach to detect hate speech
by combining features from both audio and text
data. Audio features are extracted using MFCC,
which captures acoustic characteristics, while text
features are derived using TF-IDF to analyze lin-
guistic content. The extracted features are pro-
cessed by a neural network: audio features pass
through dense layers, while text features are han-
dled by LSTM layers, which are well-suited for
sequential data. This method leverages both the
acoustic and textual properties of speech to achieve
robust and nuanced hate speech detection. This
approach achieved a macro F1 score of 0.3726,
0.2099, and 0.1631 for Task 1, Task 2, and Task 3,
respectively.

4.11 SSN_MMHS

The team “SSN_MMHS” employed a multimodal
framework for hate speech detection using two
encoder-decoder transformer-based pipelines, each
incorporating LSTM layers for sequential model-
ing. The key idea is to enable cross-modality learn-
ing by reversing the input modalities across the
pipelines. In Pipeline 1, the encoder processes
speech features (MFCCs), while the decoder pro-
cesses text embeddings. Conversely, in Pipeline
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2, the encoder processes text embeddings and the
decoder processes speech features, fostering better
interaction between modalities. The outputs from
both pipelines are concatenated to form a unified
representation, which is passed through a linear
layer followed by softmax for classification. This
approach achieved a macro F1 score of 0.348 and
0.1567 for Task 1 and Task 3, respectively.

4.12 The Deathly Hallows

The team “The Deathly Hallows” implemented a
multimodal approach for classification, combining
audio and text features. Audio data was augmented
with techniques like noise addition, time-stretching,
and pitch-shifting, and MFCCs were extracted for
CNN-based classification. Text features were pro-
cessed using the "xlm-roberta-large" model to gen-
erate embeddings, followed by an FNN for clas-
sification. Both pipelines employed robust archi-
tectures with Dropout, BatchNormalization, and
Adam optimizer, ensuring accurate and generalized
predictions. This approach achieved a macro F1
score of 0.3016, 0.6438, and 0.1559 for Task 1,
Task 2, and Task 3, respectively.

4.13 BrightRed

The team “BrightRed” preprocessed text and au-
dio data for all three languages and evaluated three
models: Random Forest, LSTM, and CNN. Among
these, the Random Forest model achieved the high-
est accuracy. This approach achieved a macro F1
score of 0.2782, 0.3018, and 0.251 for Task 1, Task
2, and Task 3, respectively.

4.14 cantnlp

The team “cantnlp” trained the multimodal hate
speech classification model using logistic regres-
sion by transforming the audio files as melSpec-
trogram, which implicitly encodes linguistic in-
formation as acoustic features. They compared
the performance with the text data across multiple
statistical language models such as Naive Bayes
Classifier for Multinomial Models, Linear Support
Vector Machine, Logistic Regression, and Random
Forest Classifier. This approach achieved a macro
F1 score of 0.273, 0.3186, and 0.1774 for Task 1,
Task 2, and Task 3, respectively.

4.15 Team ML_Forge

The team “Team ML_Forge” implemented a mul-
timodal training approach, combining text and au-
dio features. Text data was upsampled using back-

translation, while audio data was processed at a 16
kHz sampling rate and augmented with variations
in sound, pitch, volume, and time-stretching. Miss-
ing audio files in the Tamil and Telugu datasets
were identified and addressed. Text features were
extracted using the mBERT model, and audio fea-
tures were processed with the wav2vec model,
supplemented by MFCC features. The features
from both modalities were concatenated and passed
through a fully connected layer to generate final
predictions. This approach achieved a macro F1
score of 0.2005, 0.1346, and 0.1465 for Task 1,
Task 2, and Task 3, respectively.

4.16 KEC-Elite-Analysts

The team “KEC-Elite-Analysts” employed a com-
bination of machine learning classifiers, including
Random Forest, Support Vector Machine, Naive
Bayes, and XGBoost. These models were used
to capture diverse patterns from textual and multi-
modal inputs, leveraging their strengths for effec-
tive hate speech classification in underrepresented
languages. This approach achieved a macro F1
score of 0.0812, 0.4281, and 0.1326 for Task 1,
Task 2, and Task 3, respectively.

4.17 deanhthin

The team “deanhthin” utilized an LSTM model to
extract text features and a CNN integrated with log-
mel spectrograms to extract audio features. These
features were then fused using the Tensor Fusion
method. This approach achieved a macro F1 score
of 0.0758 and 0.0592 for Task 1 and Task 2, respec-
tively.

4.18 DLRG

The team “DLRG” used the pre-trained model
"ai4bharat/indic-bert" for text classification and
"vasista22/whisper-tamil-medium" for transcrip-
tion of audio. Precisely, the audio was converted to
text using the Whisper model, and the obtained text
were classified using the Indic-BERT model. This
approach achieved a macro F1 score of 0.2542 for
Tamil.

4.19 SemanticCuetSync_Telugu

The team “SemanticCuetSync_Telugu” used
"openai/whisper-small" for audio feature extraction
and "l3cube-pune/telugu-bert-scratch" for textual
feature extraction. The features were combined us-
ing a gated fusion approach to perform hate speech
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classification in Telugu. The method achieved a
macro F1 score of 0.3514.

The majority of the submissions to this shared
task centered around transformer-based models
and multimodal frameworks. Leading teams
such as SSNTrio and lowes leveraged fine-tuned
BERT models augmented with speech features
such as spectrograms and MFCC. Teams widely
used late fusion techniques and attention mech-
anisms to fuse the features of text and speech
data. For instance, byteSizedLLM combined XLM-
RoBERTa for text with wav2vec2 for speech, while
KEC_Tech_Titans integrated BERT variants with
CNNs/BiLSTMs and graph networks. The effi-
cacy of oversampling algorithms such as SMOTE
was integrated into the models by some teams to
address the class imbalance problem present in
the data. Speech-to-text pipelines using Whisper
models (DLRG, SemanticCnetSync_Telugu) and
acoustic feature extraction (MFCCs, spectral con-
trast) paired with CNNs/LSTMs (The Deathly Hal-
lows, zerowatts) highlighted the diversity in au-
dio processing. The top-performing approaches
showed the efficacy of fine-tuned transformers and
multimodal integration, achieving superior macro
F1 scores in Malayalam and Tamil, while Telugu
posed greater challenges, with lower overall perfor-
mance. Overall, the submissions reflected a blend
of advanced deep learning architectures, traditional
NLP techniques, and innovative multimodal strate-
gies tailored to low-resource language contexts.

5 Conclusion

The shared task on Multimodal Hate Speech
Detection in Dravidian languages at Dravidian-
LangTech@NAACL 2025 is a platform to ad-
dress the research in detecting hate speech in low-
resource languages such as Malayalam, Tamil, and
Telugu. The task highlighted the effectiveness of
transformer-based models, particularly fine-tuned
language-specific BERT models, and multimodal
approaches that integrate both textual and acous-
tic features. The participation of different teams
showcased various methodologies, from advanced
deep learning architectures to traditional machine
learning techniques, all aimed at addressing the
complexities of hate speech detection in Malay-
alam, Tamil, and Telugu. The creation of a com-
prehensive, multiclass, multimodal dataset further
enriches the resources available for future research.
The results underscore the potential of combining

textual and vocal features for robust hate speech
detection, paving the way for more inclusive and
accurate models in the fight against online hate
speech.
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