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Abstract

Political sentiment analysis has become an es-
sential area of research in Natural Language
Processing (NLP), driven by the rapid rise of
social media as a key platform for political dis-
course. This study focuses on sentiment clas-
sification in Tamil political tweets, addressing
the linguistic and cultural complexities inher-
ent in low-resource languages. To overcome
data scarcity challenges, we develop a system
that integrates embeddings with advanced Ma-
chine Learning techniques, ensuring effective
sentiment categorization. Our approach lever-
ages deep learning-based models and trans-
former architectures to capture nuanced expres-
sions, contributing to improved sentiment clas-
sification. This work enhances NLP method-
ologies for low-resource languages and pro-
vides valuable insights into Tamil political dis-
cussions, aiding policymakers and researchers
in understanding public sentiment more accu-
rately. Notably, our system secured Rank 5
in the NAACL shared task, demonstrating its
effectiveness in real-world sentiment classifica-
tion challenges.

Keywords: political sentiment, NLP, SVM,
LaBSE, MuRIL, transformer, deep learning, senti-
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1 Introduction

The digital age has ushered into society social
media, which dramatically changed the discourse
of political issues and ushered in totally unprece-
dented avenues to involve the public within them.
Social networking sites, especially platform fo-
rums like X are dynamic debating forums that
offer a varied mix of thought streams to join a
continuous flowing debate. In the digital age, re-
gional languages like Tamil have become indispens-
able archives of grass-root-level political discourse
that unfold genuine insights into local viewpoints

and culture-related politically complex expressions.
(Gioia, 2023)

A recent area in NLP emerged under the rubric
of political sentiment analysis. This aims at pro-
viding much-needed insights into the public senti-
ment by methodical categorization of textual rep-
resentations of political opinion. Since it supports
the measurement of the public’s response to poli-
cies, measures political engagement, and identifies
critical issues in society, this kind of analysis has
a high utility for policymakers, political analysts,
and governmental agencies. With sentiment analy-
sis, proper policy solutions would be devised more
effectively and with alignment to community re-
quirements.

But sentiment classification, per se, is inher-
ently challenging because it often muddles multiple
tones: sarcasm, strong opinions, or even seemingly
neutral observations. In low-resource languages
like Tamil, these challenges are compounded by
linguistic and cultural complexities demanding so-
phisticated techniques for capturing nuances in ex-
pression.

This work hopes to address such issues by par-
titioning Tamil political tweets into seven differ-
ent groups that support data analysis. In doing
so, we look forward to contributing to the further
development of NLP methods for low-resource
languages while increasing our understanding of
Tamil political mood at the same time. This re-
view also aims to provide a comparative analysis
of different models and techniques for this task.
This work is based on the shared task in Dravi-
danLangTech2025@NAACL (Chakravarthi et al.,
2025).

2 Related Works

Political sentiment analysis has gained attention
with the rise of social media, particularly X. Review
by (Wankhade et al., 2022) discusses about senti-
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ment analysis in different areas including social me-
dia and e-commerce, methodologies, applications,
and challenges. It emphasizes methods like lexicon-
based, ML, and hybrid approaches while address-
ing issues like sarcasm, ambiguity, and language-
specific challenges. The study also highlights the
impact of emoticons and emojis, which prompted
the use of embeddings with ML models for senti-
ment analysis.

(Elghazaly et al., 2016) compared the Naïve
Bayes classifier and SVM classifiers on Arabic
tweets in the 2012 Egyptian elections, solving prob-
lems like inflectional variation, stemming, and sar-
casm. (Babu, 2022) experimented with Tamil senti-
ment classification on movie reviews using CNN-
LSTM, CNN-BiLSTM, and CNN-BiGRU and ob-
tained the maximum accuracy with CNN-BiLSTM.
Kumar S (Kumar S et al., 2017) employed CNN
and LSTM to classify Malayalam tweets and got
better results for identification tasks.

(Tripty et al., 2024) explored ML and DL mod-
els for sentiment analysis of YouTube comments,
highlighting the strong performance of encoder
models like XLM-RoBERTa and IndicBERT. (Kan-
nan et al., 2021) applied IndicBERT to code-mixed
Tamil tweets, achieving a 61.73 F1-score, which
aligns with our task of classifying political senti-
ments in Tanglish data.

(Tripty et al., 2024) explored a variety of ML and
DL based models for sentiment analysis of youtube
comments. Their review revealed how encoder
models like XLM-RoBERTa and IndicBERT per-
form well in the classification task, paving way for
model selection in our work. The authors of (Kan-
nan et al., 2021) apply Indic-BERT to analyze code-
mixed Tamil tweets and demonstrates its effective-
ness over traditional methods. The study achieved
an F1 score of 61.73, and this aligns closely with
the task of classification of political sentiments for
Tanglish data (Tamil and English).

(Kumar and Albuquerque, 2021)’s study shows
the performance of XLM-R large model in compar-
ison with models like BB_Twtr and DataStories .
The XLM-R large model surpasses the rest models
by 5% with 71.8% accuracy. Authors of (Nithya
et al., 2022) aim to apply deep learning based Bi-
LSTM model with ULMFiT for sentiment analysis,
which gave them promising and better results. Au-
thors of (Shanmugavadivel et al., 2022) provide
and analysis of multiple machine learning models
for sentiment analysis of Tamil code-mixed data.
They tested many methods like SVM, Logistic Re-

gressions, CNN, BiLSTM and many with their best
F1 score being around 0.66.

3 Dataset

The dataset used in this study was obtained from
the 2025 Annual Conference of the Nations of the
Americas Chapter of the Association for Computa-
tional Linguistics. The dataset is pre-divided into
training and test subsets, with the test set com-
prising approximately 430 sentences. The training
dataset consists of about 4,300 Tamil sentences,
where each sentence contains both hashtags and
emojis, categorized into seven distinct classes: Sub-
stantiated, Sarcastic, Opinionated, Positive, Nega-
tive, Neutral, and None of the Above. The lengths
of the sentences are predominantly between 100
and 250 characters. With the dataset size being
small, it is also imbalanced. It contains more sam-
ples in Opinionated than in the None of the Above
category.

4 Methodology

Figure 1: Experimentation pipeline

Fig. 1 shows the experimentation pipeline that
was followed.

4.1 Data Preprocessing

The preprocessing techniques of this study cen-
ter on cleaning and normalizing textual data for
better quality and reliability of downstream NLP
tasks. First, emojis are replaced by their text equiv-
alent to ensure contextual information. Hashtags
are replaced with the tag <hashtag> for maintain-
ing tweet data. As the emojis contain meaningful
sentiment-related information, simply deleting or
replacing with a generic tag as done with hashtags
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would compromise model performance. All text is
further converted to lowercase, removing special
characters, extra spaces (including tabs and new-
lines), URLs, and mentions to improve uniformity.
Other words with certain symbols like currency
signs or special characters are also removed, as
they could interfere in unwanted ways during text
analysis. Overall, all these preprocessing steps lead
to noise reduction, text normalization, and an over-
all improvement in the quality of data. Finally,
labels and content are formatted according to re-
quirements, such as converting labels to numerical
values or adapting them to FastText format.

To improve the class imbalance we tried the
method of ADASYN(Adaptive Synthetic Sam-
pling). ADASYN is an oversampling technique
that generates synthetic samples for the minority
class based on data distribution (He et al., 2008).
This method was used only in one trial due to the
constraints of time and compute available.

4.2 Fine-Tuning Transformer models

Transformer-based models such as IndicBERT,
MuRIL, TamilSBERT (Joshi et al., 2022), XLM-
RoBERTa, and TamilBERT4MLM were trained
with Adam optimizer and weight decay, batch size
8, and sequence length of 256(chose based on
text distribution). Focal Loss was used to address
class imbalance, while exploding gradients were
avoided with gradient clipping . FastText’s skip-
gram model employed 300-dimensional vectors
and a subword n-gram of three to six characters
to adapt to the morphological richness of Tamil
and code-mixed tokens (Bojanowski et al., 2017).
F1-score was the primary evaluation metric.

4.3 Embedding with SVM Classifier

To effectively classify text using Support Vector
Machines (SVM), we first extracted meaningful
embeddings from multiple transformer-based and
static embedding models. The embeddings served
as input features to the SVM classifier, ensuring
that the model had a well-represented feature space
for learning. Below, we provide details on each
stage of this process.

4.3.1 Embedding Extraction
To generate high-quality embeddings from each
model, we employed distinct extraction strategies
tailored to their respective architectures.

XLM-RoBERTa: Mean pooling over the last
hidden state to obtain sentence representations that

capture linguistic structures effectively. (Conneau
et al., 2019)

LaBSE: Sentence representations were ex-
tracted and normalized to ensure uniform magni-
tude across different inputs, enhancing stability in
classification. (Feng et al., 2022)

MuRIL: The classification token [CLS] repre-
sentation was used, leveraging its pre-training to
encode sentence-level semantics efficiently.

STSb-XLM-R: Token embeddings were mean-
pooled to generate comprehensive sequence repre-
sentations.

4.3.2 ML Based Classification
For classification, we employed a Support Vector
Machine (SVM) approach, using Scikit-learn’s Lin-
earSVC implementation to ensure computational
efficiency and reliable performance.

To handle class imbalance, class weights were
set inversely proportional to class frequencies. This
strategy prevented minority classes from being un-
derrepresented during training, ensuring that the
classifier made balanced predictions across all cat-
egories.

Features were normalized employing Robust
Scaler. Grid search tuned the regularization param-
eter {0.1, 1, 10} to harmonize margin maximiza-
tion and performance in classification. Combin-
ing structured embeddings with a classifier based
on SVM efficiently made sentiment classification
operational in Tamil-English code-mixed political
utterances.

After the shared task closure, XGBoost was also
experimented. It builds decision tree sequentially,
correcting previous errors while minimizing loss.
With L1/L2 regularization if handles overfitting. It
is efficient in handling missing values, and paral-
lel processingmakes it is highly scalable. LABSE
embeddings trained the model using TF-IDF, en-
riching the input with more information.

5 Results and Observations

All transformer models had good accuracy on the
initial stages of training, but the accuracy started to
saturate at around 30%, indicating a trade-off limi-
tation between overfitting and bad generalization
beyond some point. With increasing overfitting to
the training data, which is seen to grow large with
respect to the gap between training and validation
performance, the tested models produced different
performances. TamilSBERT performed the best
at an accuracy of 38% followed by F1 Score 0.26,
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Table 1: Embedding Models and their Performance

Model Weighted F1
FastText 0.280∗

XLM-RoBERTa
Base + SVM

0.220

Sentence-
Transformers-
LaBSE + SVM

0.310∗

MuRIL + SVM 0.150
Indic-Bert + SVM 0.24
STSb-XLM-R 0.260
Sentence-
Transformers-
LaBSE + XG-
Boost + TFIDF +
ADASYN

0.330∗

Weighted F1 Score

showing slight improvement over the others. The
highest accuracy in TamilSBERT was due to a bet-
ter tokenizer as it could store all word data while
other tokenizers could not. The overfitting problem
continued with all the models, showing that there
is a need for better and diversified training data
for better generalization of transformer-based ar-
chitectures for Tamil English code-mixed political
discourse.

From the outcome as shown in Table 1, the
Sentence-Transformers-LaBSE model along with
the SVM classifier performs best in SVM, reporting
the highest value with an accuracy of 0.310 in the
case of a weighted F1 score. This shows, LaBSE
embeddings specifically optimized for sentence-
level multilingual tasks are able to handle the text
in Tamil English code-mixed variety, especially
in low-resource settings. Post Shared task experi-
ments showed XGBoost with LABSE and TF-IDF
displayed the highest F1 score of 0.33

FastText performed well with a weighted F1
score of 0.280, showing its effectiveness in
handling morphologically rich languages like
Tamil. Although it is a multilingual model, XLM-
RoBERTa Base scored a lower score at 0.220, possi-
bly because it has not been exposed to much Tamil
English code-mixed data. STSb-XLM-R showed
moderate performance with an F1 score of 0.260,
showing its ability to capture contextual relation-
ships. Surprisingly, MuRIL, designed for Indian
languages, had the lowest score (0.150), suggest-
ing its pretraining may not sufficiently cover Tamil

English code-mixed text. On looking close into
the classification scores for each class a common
pattern was observed. The class of none of the
above showed a significantly high score of 0.79
whereas the class substantiated achieved only 0.11.
The primary reason for this being the similarity in
substantiated and opinionated. This could be the
primary reason for average F1 scores.

The very low F1 values for Tamil-English code-
mixed political opinion analysis can be attributed
to a variety of reasons. The primary reason is the
lack of sufficient and quality labeled data, which
affects the ability of the model to learn informative
patterns. A improper train-test split, with the test
set including entirely unseen tokens, will also pre-
vent generalization. The intricacy of code-mixed
language, such as variations in grammar, inconsis-
tency in transliteration, and varying word orders,
makes it even more challenging. Most pretrained
language models, also, are not specially trained
for Tamil-English code-mixed data, which restricts
their performance. A potential future improvement
is using large language models to address these
issues effectively.

Even though there are numerous research and re-
views on sentiment analysis of Tamil-English code-
mixed text, we couldn’t compare our results with
them due to their simple classification approach.
The majority of work in this area focuses on ba-
sic sentiment analysis, such as classifying text as
positive or negative, rather than a more detailed
classification. This highlights a greater scope for
future research in this area.

6 Conclusion

This report presents the findings from the sentiment
analysis task conducted as part of the FifthWork-
shop on Speech and Language Technologies .The
task focused on classifying political sentiments in
Tamil English code-mixed tweets, with the dataset
provided by the conference. Our proposed method
achieved a rank of 5th in the overall task. The
results demonstrate the effectiveness of leverag-
ing both transformer-based models and traditional
embeddings for sentiment classification in low-
resource languages, while highlighting the need
for further improvements in handling code-mixed
text for better generalization and better datasets.

Link for GitHub repository with codes1

1https://github.com/ariyha/
NAACL-2025-Political-Sentiment-Analysis
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7 Limitations

The volume of the given dataset could be expanded
to capture greater variability, ensuring that deep
learning models are trained on a more diverse rep-
resentation of political discourse. Additionally, po-
litical tweets often include multimodal elements
such as images, videos, memes, and emojis, which
are not accounted for in text-only sentiment anal-
ysis models, potentially leading to incomplete or
inaccurate sentiment predictions. Another crucial
limitation is the issue of concept drift, where mod-
els trained on past data may become outdated as
political narratives evolve over time. Therefore,
sentiment models should not be static; they must
be continuously updated to adapt to shifts in pub-
lic opinion and emerging political contexts. This
ongoing evolution is essential for real-world ap-
plications, where accurate sentiment analysis de-
pends on the model’s ability to reflect current socio-
political dynamics rather than relying solely on
historical data.
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