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Abstract

The proliferation of social media platforms has
led to a rise in online abuse, particularly against
marginalized groups such as women. This
study focuses on the classification of abusive
comments in Tamil and Malayalam, two Dra-
vidian languages widely spoken in South India.
Leveraging a multilingual BERT model, this pa-
per provides an effective approach for detecting
and categorizing abusive and non-abusive text.
Using labeled datasets comprising social media
comments, our model demonstrates its ability
to identify targeted abuse with promising ac-
curacy. This paper outlines the dataset prepa-
ration, model architecture, training method-
ology, and the evaluation of results, provid-
ing a foundation for combating online abuse
in low-resource languages. This methodol-
ogy uniquely integrates multilingual BERT and
weighted loss functions to address class imbal-
ance, paving the way for effective abuse detec-
tion in other underrepresented languages. The
BERT model achieved an F1-score of 0.6519
for Tamil and 0.6601 for Malayalam. The code
for this work is available on github Abusive-
Text-targeting-women.

1 Introduction

Social media platforms have grown to be an im-
portant online forum for entertainment, communi-
cation, and information exchange in recent years.
Despite their advantages, these platforms are in-
creasingly misused to target women with deroga-
tory language. Due to cultural biases and gender in-
equality, women are frequently the victim of cruel
and disparaging remarks that aim to denigrate, ha-
rass, or threaten them. Women may face significant
psychological, social, and professional repercus-
sions from this form of online abuse, a distinct type
of cyberbullying that necessitates appropriate inter-
vention. By identifying offensive language directed
at women in comments, we address this issue by
concentrating on online content management. In

order to complete this assignment, we used targeted
searches to scrape YouTube comments on sensitive
and contentious subjects where gender-based abuse
is common(Rajiakodi et al., 2025).These queries
targeted explicit abuse, implicit bias, stereotypes,
and coded language. This task’s objective is to
determine whether or not a certain comment con-
tains abusive language. Text in the low-resource
South Indian languages of Tamil and Malayalam is
included in the dataset.

2 Related Work

The fast growth of social media has amplified
the existence of online abuse, which targets more
women as they mainly represent the underprivi-
leged group and suffer more and in different ways
(Chakravarthi et al., 2023). However, the two Dra-
vidian languages are still underrepresenting them-
selves in the domain of computer linguistics, partic-
ularly when it comes to identifying abusive content
(Mohan et al., 2023). This paper brings a highly ef-
fective approach to comment classification, abused
as well as non-abused, for those languages with
the use of a multilingual BERT model. This is an
approach that does well on using labeled datasets
and weighted loss functions for handling class im-
balance (Shanmugavadivel et al., 2022). This pa-
per tries to improve the detection of abuse in low-
resource languages, giving important insights that
will open avenues for further research on fight-
ing online abuse in different linguistic domains
(Rajalakshmi et al., 2023). This study is differ-
ent from the previous ones because it is based on
Tamil and Malayalam, which are languages with
complicated patterns, hence making it hard to iden-
tify misuse (Subramanian et al., 2023). Multilin-
gual BERT ensures that the model can efficiently
handle code-mixed text and regional linguistic pe-
culiarities (Ponnusamy et al., 2024). In addition,
weighted loss functions and thorough preprocess-
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ing stages enhance the robustness of the proposed
method (Shanmugavadivel et al., 2023).Limitations
on the use of digital spaces include harassment
against women and other disadvantage groups on-
line. In the development of abuse classifiers for
the ICON2023 Gendered Abuse Detection chal-
lenge, annotated Twitter datasets in English, Hindi,
and Tamil were available. Combining two Ensem-
ble Approach (EA), namely CNN and BiLSTM
modeling contextual dependencies while CNN cap-
tures abusive language characteristics, an ensemble
model is presented by the CNLP-NITS-PP team
(Vetagiri et al., 2024). Comments on social me-
dia can shift the political and corporate climate
overnight, affecting people and civilizations in
ways that are impossible to ignore. But the same
media also make it easier to launch targeted attacks
on specific people or organizations. To identify
hope speech and harmful remarks categorized as
xenophobia, transphobia, homophobia, misogyny,
misandry, and counter-speech, a shared job was
implemented (Priyadharshini et al., 2022). Partici-
pants used a variety of Deep Learning (DL) and ma-
chine learning models on datasets that were either
entirely Tamil or included a mix of Tamil and En-
glish codes. They then presented their findings and
insights into how they used the datasets. The preva-
lence of social media calls for increased efforts
toward the identification and classification of abu-
sive remarks (Priyadharshini et al., 2023). In this
process, there is an increasing need for Tamil and
other low-resource Indic languages, which happen
to provide greater obstacles (Reshma et al., 2023).
The paper makes use of data augmentation methods
like lexical substitution and back-translation along
with multilingual transformer-based models for cat-
egorizing offensive comments posted on YouTube
in Tamil. The Multilingual Representations for In-
dian Languages (MURIL) transformer model had
the best performance with a 15-point improvement
in macro F1-scores compared to baselines. This
article discusses methods for efficient preparation
of Tamil text for abuse detection.

3 Dataset Description

To classify abusive and non-abusive comments in
Dravidian languages—Tamil and Malayalam—we
used datasets consisting of development, train-
ing, and test data. Malayalam has 629 samples
(Abusive-304, non-abusive-325); Tamil has 598
samples (Abusive-278, non-abusive-320); Two

classifications comprise each datasets: Abusive and
Non-Abusive. For every language, the test data
consist of 558 Tamil and 629 Malayalam samples.

Language Development Data Training Data Test Data
Tamil 598 2700 558
Malayalam 629 2933 629

Table 1: Details of the dataset used to classify abusive
and non-abusive comments in Dravidian
languages—Tamil and Malayalam.

4 Methodology

Figure 1: BERT Model Architecture

Figure 1 illustrates the model architecture that em-
ploys BERT for identifying offensive comments.
Contextual embeddings are extracted from Tamil
or Malayalam input text using BERT Subword To-
kenizer for tokenization, and then it is processed by
the BERT-base-multilingual-cased model. A Fully
Connected Layer is applied for binary classification
using these embeddings and a Softmax Activation
function. The output layer categorizes the input as
abusive or non-abusive, an efficient way of dealing
with language variation and complexity.

719



Figure 2: Training process of BERT-Base-Multilingual-
Cased Model

Figure 2 presents a workflow for abusive and
non-abusive text classification in Tamil and Malay-
alam using a BERT-based model. The process be-
gins with training data, which consists of an imbal-
anced dataset of abusive and non-abusive text. In
the data pre-processing step, the BERT sub-word
tokenizer is used for tokenization, while the se-
quences are padded or truncated to a fixed length.
Additionally, class weights are adjusted to handle
the imbalance of the data set. The model archi-
tecture is based on the BERT-Base Multilingual
Cased Model, enhanced with a fully connected
layer for binary classification. The training con-
figuration specifies key hyper parameters such as
the optimizer, loss function, batch size (6), number
of epochs, and sequence length. During training
execution, the model undergoes a forward pass,
loss calculation, backward pass, and learning rate
scheduling to optimize performance. Once trained,
the model outputs a generalized classifier capa-
ble of distinguishing abusive and non-abusive text.
Performance is assessed using evaluation metrics,
and data validation and monitoring ensure model
reliability. In addition, overfitting prevention tech-
niques are applied to improve generalization. This
structured approach uses deep learning and trans-
fer learning techniques to improve abusive speech

detection in low-resource Dravidian languages.

Xs∗Ba[ki−ah] → Ls[v−zw′′]+V a[∂α−aqw′′]
(1)

The equation represents the transformations of
input token embeddings through the self-attention
and optimization mechanisms of the BERT-Base
Multilingual Cased model for abusive and non-
abusive text classification. Here, Xs denotes
the token embeddings, which are numerical vec-
tor representations of words in the input text.
Ba[ki − ah] refers to the attention-weighted rep-
resentation of these token embeddings, capturing
contextual relationships between words. The trans-
formation yields Ls[v − zw′′], an intermediate
feature representation obtained from the hidden
layers, where zw′′ represents refinements made
by the self-attention mechanism. Additionally,
V a[∂α − aqw′′] describes the gradient-based op-
timization process during model training, where
∂α represents parameter updates in backpropaga-
tion, and aqw′′ indicates higher-order interactions
in contextual learning. Together, these components
refine word representations, ensuring that abusive
language patterns are effectively captured while
maintaining contextual integrity. This transforma-
tion ultimately enables the classification layer to
accurately differentiate between abusive and non-
abusive text.

5 Result and Discussion

The results indicate that the proposed BERT-based
model outperforms existing methods across key
evaluation metrics, making it highly effective for
detecting abusive comments in Tamil and Malay-
alam.

5.1 Evaluation Metrics for Tamil

Figure 3: Evaluation Metrics for Tamil
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The performance of BERT for the classification of
abusive comments in Tamil achieved an F1 score
of 0.6519, outperforming related methods such as
EA (0.60), DL (0.61) and MURIL (0.62). This
demonstrates BERT’s ability to handle linguistic
complexity and imbalanced datasets better. Pre-
processing techniques, including script normaliza-
tion and handling code-mixed text, significantly
enhanced the classification quality. Challenges in
capturing contextual nuances, such as sarcasm and
implicit abuse, remain. Future work will explore
advanced embedding techniques for better results.

Ds[{li−an′′}] → Ls[as−naq′′]+V a[ds−iuwq′′]
(2)

The equation describes the transformation of in-
put data through the self-attention and optimization
mechanisms in the BERT-Base Multilingual Cased
model for abusive and non-abusive text classifica-
tion. Here, Ds[{li−an′′}] represents the processed
input embeddings, where li and an′′ refer to spe-
cific token-level features, possibly modified by lan-
guage embeddings or attention mechanisms. The
right-hand side consists of two key components:
Ls[as− naq′′], which denotes an intermediate fea-
ture representation extracted from the hidden lay-
ers, capturing the contextual relationships between
words, and V a[ds− iuwq′′], which represents the
gradient-based optimization process used for model
fine-tuning. Here, ds may correspond to weight ad-
justments, while iuwq′′ indicates advanced contex-
tual refinements applied through backpropagation.
This transformation ultimately helps the model bet-
ter distinguish abusive text from non-abusive text
by refining token relationships and optimizing the
learned embeddings for classification.

5.2 Evaluation Metrics for Malayalam

Figure 4: Evaluation Metrics for Malayalam

Although the F1-scores for EA, DL, and MURIL
were all 0.66 for abusive comment classification in
the Malayalam dataset, BERT achieved the high-
est F1-score of 0.6601. Using class-weighted loss
functions that along with strong preprocessing
greatly enhanced the performance of the model,
therefore addressing the class imbalance and lan-
guage variation. Although it beats other methods,
the misclassification of more delicate cases of abu-
sive language calls for improvement even if it ex-
ceeds other algorithms. Contextual embeddings
and explainable artificial intelligence techniques
help to identify abusive content in Malayalam even
more.

pfvd[k−anw′′] → Dsp[v−znq′′]+V a[s−e6v′′]
(3)

The equation represents a transformation in the
BERT-Base Multilingual Cased model for abusive
and non-abusive text classification, illustrating how
token embeddings evolve through different layers
of the model. Here, pfvd[k − anw′′] denotes the
initial token representation, where k represents to-
ken indices, and anw′′ signifies preprocessed fea-
tures, possibly modified by positional encodings
and attention mechanisms. The right-hand side
consists of two major components: Dsp[v−znq′′],
which refers to an intermediate feature represen-
tation extracted from hidden layers after applying
the self-attention mechanism, and V a[s − e6v′′],
which describes the gradient-based optimization
process in the fine-tuning stage of BERT. Here, s
represents model parameters, while e6v′′ indicates
deeper refinements applied through backpropaga-
tion. Together, these transformations allow the
model to accurately learn contextual relationships
between words, thereby improving its ability to
classify text as abusive or non-abusive.

6 Limitations

Only a limited sample of training data is used to
train the model. Misclassification may result from
difficulties identifying slang, sarcasm, and contex-
tual meaning. Furthermore, the results of the study
might not be entirely indicative of long-term trends
or generalizable.

7 Conclusion

Using the BERT-Base Multilingual Cased model,
this study demonstrates an efficient method for clas-
sifying abusive comments in Tamil and Malayalam.
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Multilingual embeddings, combined with sophisti-
cated preprocessing techniques and class-weighted
loss functions, successfully addressed the chal-
lenges of language variation and class imbalance.
The model achieved F1-scores of 0.6519 for Tamil
and 0.6601 for Malayalam, outperforming the base-
line models EA, DL, and MURIL. Significant effi-
ciency improvements were achieved through pre-
processing techniques such as script normalization
and handling code-mixed text. Despite these ad-
vancements, challenges persist, particularly in the
misclassifications of subtle expressions such as sar-
casm and implicit abuse. Future work includes ex-
panding the dataset with additional languages and
diverse sources, developing multilingual embed-
dings tailored for low-resource languages, and in-
corporating explainable artificial intelligence to en-
hance interpretability. These advancements aim to
improve abusive content detection systems, thereby
enhancing online safety for vulnerable individuals.
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