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Abstract001

The expansion of the speech technology sector002
has given rise to a novel economic model in003
language research, with the objective of devel-004
oping speech datasets. This model is expanding005
to under-served African languages through col-006
laborative efforts between industries, organisa-007
tions, and the active participation of communi-008
ties. This collaboration is yielding new datasets009
for machine learning, while also disclosing vul-010
nerabilities and sociolinguistic discrepancies011
between industrialised and non-industrialised012
societies. A case study of a speech data collec-013
tion camp that took place in September 2024014
in Cameroon, involving representatives of 31015
languages throughout the continent, illustrates016
both the prospects of the new economic model017
for research on under-served languages and the018
challenges of fair, effective, and responsible019
participation.020

Introduction021

There is a growing momentum in industry and022

academia to develop speech technologies on a mas-023

sive scale. In the industrial domain, one of the024

most emblematic moves in this regard is the Mas-025

sively Multilingual Speech (MMS) project initiated026

by Meta (Pratap et al., 2024), which aims to ex-027

tend the coverage of speech technology across the028

global linguistic landscape. There are currently 336029

African languages for which the MMS project has030

developed automatic speech recognition (ASR) and031

text-to-speech (TTS) models. MMS uses multilin-032

gual datasets to pre-train wav2vec 2.0 models, and033

the labelled dataset used for this pre-training con-034

sists of aligned New Testament recordings. This035

has enabled coverage of many of Africa’s under-036

served languages, for which the Bible is often the037

only substantial textual resource. At an institu-038

tional level, academics and organisations are work-039

ing together to build language datasets for machine040

learning in African languages. This is evidenced041

by initiatives such as The Lacuna fund1, which has 042

enabled the creation of a diverse range of language 043

datasets, including speech datasets in more than 20 044

African languages over the past three to four years 045

(Babirye et al., 2022). 046

Despite this progress, significant limitations re- 047

main, particularly in the dominant crowdsourced 048

data collection model employed by platforms such 049

as Mozilla Common Voice (MCV)2 (Ardila et al., 050

2020). While MCV is widely recognised for en- 051

abling community participation in the creation of 052

speech datasets, several critical flaws undermine 053

its effectiveness for under-served languages. A sig- 054

nificant challenge pertains to the dearth of publicly 055

accessible text sources that can be collated for util- 056

isation as reading prompts, compelling the reliance 057

on religious texts such as the Bible, which are 058

frequently the sole non-licensed text data sources. 059

While the Bible may not be the predominant text 060

source in most of the MCV’s collecting interfaces 061

for African languages, the absence of text diver- 062

sity in under-resourced languages leads to a limited 063

representation of language use, significantly dif- 064

fering from the fluid and varied nature of daily 065

language usage. Additionally, the platform’s frame- 066

work tends to impose a single orthography model 067

for each language, disregarding the linguistic di- 068

versity and orthography multiplicity found within 069

many African communities. This rigid approach 070

has the potential to marginalise certain dialects or 071

writing traditions. Another challenge stems from 072

the dependency on literacy participation, which 073

excludes individuals who are fluent speakers but 074

not proficient readers. Finally, the incentivisation 075

of participation, while effective in the short term, 076

raises questions about the sustainability of commu- 077

nity engagement and the quality of collected data 078

over time. The speech data collection camp organ- 079

1https://lacunafund.org/datasets/language/
2https://commonvoice.mozilla.org/en/about
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ised by the Institute of African Digital Humanities080

(INHUNUM-A)3– in partnership with MCV, which081

constitutes a use case in this discussion – highlights082

these challenges. This experience has underscored083

the necessity for a more inclusive and adaptable ap-084

proach to the development of speech technologies085

for African languages.086

The initiative had two main goals. First, it sought087

to expand the reach of the MCV ecosystem in088

Africa by engaging community representatives to089

lead responsible, long-term crowdsourced speech090

data collection efforts. These efforts would be criti-091

cal to the future development of speech technolo-092

gies. Secondly, the initiative aimed to collect a093

310 hour benchmark labelled speech dataset for094

31 under-served African languages4. This paper095

reports on the key areas of the project and the096

challenges encountered during its implementation.097

These are grouped under (1) methodological, (2)098

technological, (3) sociolinguistic, (4) quality con-099

trol, (5) incentivisation, (6) ethical aspects, and (7)100

discussion, and (8) recommendations.101

1 Methodological aspects102

In this section we discuss the approach to 1) the103

selection of languages and team members and 2)104

the collection and pre-processing of sentences.105

1.1 Selection of languages and teams106

The Institute of African Digital Humanities is a107

newly established organisation that aims to provide108

capacity building and networking in the use of dig-109

ital methods and tools in the humanities and social110

sciences on the continent. Its outreach includes111

affiliated members, but more broadly any African-112

based institutional or individual stakeholder with an113

interest in digital humanities. In order to promote114

greater inclusivity across the regions and linguis-115

tic communities of the continent, an open call was116

launched to select teams, ideally consisting of two117

representatives of different genders and dialects118

within the same linguistic community. Candidates119

were also required to be fluent and literate in the120

language they were representing. In a sense, the121

selection was aimed at grassroots language enthusi-122

asts who were not necessarily trained in linguistic123

research. In the same vein, the selection mecha-124

nism was designed to ensure, as far as possible,125

3https://inhunumaf.hypotheses.org/
4https://github.com/Ngue-Um/INHUNUMA2024/blob/

main/Inhunuma2024.md

an equitable representation of linguistic diversity, 126

to the extent that a given language was endowed 127

with at least a standard orthography and a basic 128

body of literature. Less emphasis was placed on 129

criteria used in similar initiatives, such as regional 130

representation, number of speakers or degree of 131

standardisation (Butryna et al., 2020; Agirre et al., 132

2021). Languages with existing ASR or TTS mod- 133

els, including those developed in the MMS project, 134

were excluded from the selection, even if they were 135

more under-served. While this selection process 136

was consistent with the principles of equity and rep- 137

resentativeness that underpin the philosophy of our 138

initiative, it did introduce some biases and inequal- 139

ities. In terms of bias, the current ASR and TTS 140

models developed within MMS, which are largely 141

trained on biblical recordings, have not been suffi- 142

ciently evaluated for performance, inclusivity and 143

representativeness, raising concerns about the relia- 144

bility of these technologies for the wider language 145

community. In terms of inequality, the selection 146

excluded de facto languages for which there was 147

no existing orthography and/or a minimal body of 148

literature. 149

Overall, The number of languages launched on 150

MCV increased from 137 to 166, with the addition 151

of 29 new languages5, after the language data col- 152

lection camp held on September 9-14, 2024. This 153

represents a growth of approximately 21.17%. The 154

camp’s contribution to expanding speech data col- 155

lection for under-served African languages resulted 156

in a significant increase in the platform’s language 157

offering, as represented on figures 16 and 27. 158

1.2 Sentence collection and preprocessing 159

There are two approaches to designing speech 160

datasets using MCV. The first approach is Sponta- 161

neous Speech, whereby speakers are provided with 162

prompts in their language, e.g. "What is the history 163

of the origins of your community?", and are asked 164

to respond in a few sentences, resulting in voice clip 165

recordings. Subsequently, the recordings are lis- 166

tened to and transcribed, resulting in the alignment 167

of voice and script labels. The second approach is 168

called Read Speech, and consists of speakers read- 169

5Setswana, one of the 31 languages involved, was already
launched prior to the data collection event. Representatives of
the Setswana languages attended the event with the objective
of expanding the existing collection of sentence prompts to
include the Kgatla dialect. At the time of this writing, Tunen,
a second language of the 31, is awaiting its launch.

6https://tinyurl.com/mcv-languages-before
7https://tinyurl.com/mcv-languages-after
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Figure 1: MCV ecosystem in Africa before the data
collection camp

Figure 2: MCV ecosystem in Africa after the data col-
lection camp

ing sentence prompts. The resulting voice clips170

are then listened to by two different speakers who171

validate or invalidate the voice clip, assigning la-172

bels to the voice clip in the validation process. The173

second approach was used in our data collection174

camp. A prerequisite for the Read Speech approach175

is the provision of sentence prompts, which in the176

case of this project had to be provided by language177

teams. Each language teach was required to pro-178

vide a minimum of 1000 sentences, the sources179

of which had to be licensed under Creative Com-180

mons (CCO). The majority of these sentences were181

either elicited by the team representatives or de-182

rived from their personal manuscripts, with some183

requiring digitisation and preliminary processing.184

Digitisation entailed the deployment of OCR (Op- 185

tical Character Recognition) or manual typesetting 186

by team members or project staff. In numerous 187

instances, both processes resulted in inadequate 188

rendering of characters, necessitating re-encoding 189

or character conversion, and posing technological 190

challenges. To address these challenges, language 191

teams received support from language technolo- 192

gists and data scientists who are part of the MCV 193

staff. 194

2 Technological aspects 195

In this section we discuss 1) the technological chal- 196

lenges of navigating competing writing norms and 197

2) the localisation of MCV interfaces. 198

2.1 The "ortho-graphy" challenge 199

The term ’orthography’ has its roots in the Greek 200

word orthos, meaning ’straight’, ’correct’ or ’right’. 201

The emphasis on correctness in writing is based 202

on the idea that languages are realities that can be 203

reduced to coherent parts that reflect the range of 204

possible uses within a linguistic community. The 205

very notion of ’linguistic community’ (Gumperz, 206

1968) is based on the assumption of the unity of 207

the members of a given language group. While 208

’correctness’ in orthography and ’unity’ within the 209

linguistic community are relatively easy to achieve 210

in societies with a long history of political organ- 211

isation and centralisation, with the exception of 212

societies such as Luxembourgish (Bellamy, 2021), 213

many African societies in the post-colonial era have 214

yet to achieve such ideals, if they have to at all. In 215

the context of this study, there were regular in- 216

stances where the materials submitted by the lan- 217

guage teams revealed issues of competing ortho- 218

graphic norms. This was particularly pronounced 219

in languages with a history of early missionary lit- 220

eracy before independence. Literature produced in 221

the pre-independence missionary alphabet tended 222

to contrast with post-independence orthographic 223

standards. The latter were promoted by the sec- 224

ond generation of missionaries, led by the Summer 225

Institute of Linguistic (SIL) and Evangelical Mis- 226

sions, and operationalised by the first generations 227

of linguists of African descent. 228

The coexistence of different, sometimes diver- 229

gent, orthographic norms was difficult to resolve in 230

the context of this initiative. In any case, the project 231

leadership did not have the legitimacy and respon- 232

sibility to make decisions regarding the choice of 233
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a particular orthographic norm. At the same time,234

the technological interface of linguistic infrastruc-235

tures such as MCV is designed in accordance with236

the dominant, monolithic view that there should be237

one and only one orthographic norm for a given238

language. Final decisions about the choice of or-239

thography were left to the team members. In such240

circumstances, an agreement was reached with the241

project leadership to give priority to the orthogra-242

phy standard that is widely used in the community.243

2.2 Localisation of MCV Interfaces244

Incidentally, decisions on the choice of spelling245

standard for the sentence collection did not always246

coincide with the choices made by the translators247

responsible for localising the interfaces in the var-248

ious languages. For reasons related to the project249

schedule and the scarcity of competent human re-250

sources in the selected languages, the task of trans-251

lating for localisation was sometimes entrusted to252

actors other than those involved in providing the253

sentence collections. The ideal situation would254

have been to reach a compromise between the trans-255

lators and the sentence contributors. However, such256

arrangements were not always feasible, given the257

remote nature of the workflow between translators,258

sentence collectors, project management and MCV,259

and the critical impact of any delay on the project260

schedule. As a result, there are interfaces, such261

as that for Eton8, where the localisation follows a262

different orthography standard from the sentence263

collection.264

3 Sociolinguistic aspects265

For want of a better option, the project managers266

had to force language representatives to pool their267

sentence samples. Initially, teams were asked to268

provide unified sentence collections for their lan-269

guages. However, in cases such as Tupuri and270

Batanga, the two members of the team, each rep-271

resenting a particular dialect, provided a sample272

for their dialect. While in the case of Batanga the273

two samples used the same orthography, in the274

case of Tupuri the orthography used in the sentence275

sample from Tupuri Banwere, spoken on the bor-276

der between Chad and Cameroon, differed slightly277

from the orthography used for Tupuri Bango, spo-278

ken in the area of Kaele in Cameroon. The two279

orthographies seemed to reflect the sociolinguistic280

configuration of the Tupuri linguistic community,281

8https://commonvoice.mozilla.org/eto

Levels of control Oversight
Localisation (sheets) Local team
Sentences (Sheets) Local team
Localised (Pontoon) Local team
Approved (Pontoon) MCV staff
Sentences (Checked) MCV staff
Sentences (MCV) MCV staff
Launched MCV Staff

Table 1: Levels of quality control and oversight involved
in the project

and there did not seem to be any socio-political 282

contestation of this reality. At the same time, MCV 283

allows only one unique locale for each specific lan- 284

guage, where the locale is represented by a two- or 285

three-letter code, e.g. ’tui’ (for Tupuri), ’bnm’ (for 286

Batanga), ’tn’ (for Setswana). Technically, there- 287

fore, the MCV infrastructure does not appear to 288

be configured to accommodate the sociolinguis- 289

tic reality of Tupuri, which is manifested in the 290

fluidity of usage in both spoken and written form. 291

The example of Tupuri is not uncommon in ac- 292

counts of applied language work in Africa. Roberts 293

et al. (2021) refer to a similar situation among the 294

Yambasa community in Cameroon, where groups 295

of arguably distinct dialects have reclaimed ortho- 296

graphic autonomy and developed separate writing 297

norms and practices. 298

4 Quality control 299

The quality control process was divided into seven 300

stages and was subject to oversight from the MCV 301

staff and a pool of local experts, as illustrated in 302

Table 1. 303

5 Incentivisation 304

Incentivisation through cash and in-kind rewards is 305

common practice in language work in general, for 306

example in language documentation research in- 307

volving community contributors (Ngue Um, 2019; 308

Akumbu, 2024). It has also been implemented in 309

the creation of language datasets for machine learn- 310

ing as part of the Lacuna Fund initiative (Babirye 311

et al., 2022). The benefits of paid labour can be 312

measured in terms of the level of mobilisation of 313

the actors involved and the extent to which they 314

have contributed to the achievement of the project’s 315

objectives. In the specific case of the speech data 316

collection camp organised by INHUNUM-A in 317

September 2024, the impact of the incentives can 318
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be seen in the mobilisation of the participants be-319

fore, during and after the data meeting, which en-320

abled the recording and validation of more than321

300 hours of voice data over a period of 30 days. In322

terms of diversity and linguistic representativeness,323

this represents a significant growth in the ecosys-324

tem of both MCV and speech datasets for machine325

learning.326

However, there are a couple of side effects of327

incentivisation. One is the sustainability of com-328

munity mobilisation beyond the scope of a partic-329

ular project, such as the one undertaken. With-330

holding a portion of the monetary compensation331

for teams that did not meet the goal of 10 hours332

of voice recording and validation during the camp333

timeline, and paying it only after the goals were334

met, proved effective for continued mobilisation335

after the camp. However, for almost all the lan-336

guages involved, once the incentives are fully paid,337

the tendency to contribute decreases significantly338

and sometimes stops altogether. This raises ques-339

tions about the long-term sustainability of a crowd-340

sourced approach to speech data collection and,341

by extension, the voluntary, informed and quali-342

tative participation of under-served communities343

in the development of speech technologies in their344

languages.345

A notable dimension of this language data col-346

lection event is the under-representation of pro-347

fessional linguists, which contradicts the initial as-348

sumptions of the project leadership about a possible349

over-representation of linguists. In fact, of the 70350

or so people who attended the meeting, only 3 pro-351

fessional linguists were listed. In comparison, there352

were three computer scientists. The majority of par-353

ticipants were grassroots language workers, either354

indigenous language teachers, translators, commu-355

nity literacy experts or language enthusiasts.356

6 Ethical considerations and copyright357

One of the major challenges in developing lan-358

guage datasets is the ethical considerations around359

data sources and community participation. For360

many under-served languages, existing text re-361

sources are sparse, and those that do exist are often362

limited to biblical texts. As a result, many existing363

ASR and TTS models in African under-served lan-364

guages have been developed using these sources.365

This is the case with the MMS project, but also with366

the Building African Voices (Perez Ogayo, 2022)367

and Google Crowdsourced Speech Corpora for368

Low-Resource Languages and Dialects (Butryna 369

et al., 2020) projects. This reliance on a religious 370

text raises questions about the representativeness 371

of the data, as it may not reflect everyday language 372

use or cultural diversity within the community. In 373

order to avoid expanding the inclusion of bibli- 374

cal texts in the language technologies of Africa’s 375

under-served languages, our project management 376

reached an agreement with MCV to exclude such 377

texts from the sentence collections. Although this 378

provision was made explicit in the Call for Par- 379

ticipation, a number of teams submitted sentence 380

collections that were either entirely biblical or con- 381

tained large swathes of religious texts taken from 382

the Bible. In such cases, team representatives were 383

asked to submit new collections. This has resulted 384

in some of the initially selected teams dropping out 385

of the project, or in long delays in the provision of 386

the MCV interfaces for these languages. 387

In addition, the project had to deal with copy- 388

right issues, especially for languages such as Tunen, 389

where the sentence sources were licensed under 390

Creative Commons Attribution-ShareAlike (CC 391

BY-SA), but needed to be licensed under Creative 392

Commons (CCO) according to MCV standards. 393

Community representatives were generally not well 394

informed about copyright, and although the Call 395

for Participation was explicit about these issues, 396

the project leadership had not provided adequate 397

guidance and resources to help community repre- 398

sentatives navigate and resolve these issues as they 399

arose. 400

7 Discussion 401

Crowdsourcing is a mode of participation that is 402

becoming increasingly prevalent in social, behav- 403

ioral, and educational research (Bagherzadeh et al., 404

2023; Kwek, 2020). Bagherzadeh et al. (2023) 405

have identified two distinct approaches to the re- 406

cruitment of participants in crowdsourced routines, 407

which they have metaphorically designated as "fish- 408

ing" and "hunting." The "fishing" routine targets 409

a wide range of external knowledge on a specific 410

domain, with the assumption that the diversity of 411

the participants’ input will enhance the robustness 412

of the solution that is being engineered. In contrast, 413

the "hunting" approach targets specific individuals 414

with expert knowledge in the domain under investi- 415

gation, seeking to elicit solutions from those with 416

the greatest expertise. 417

In the domain of linguistic research, an analogy 418
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can be drawn with language documentation, a form419

of crowdsourced perspective of linguistic research420

in which data collection leverages the involvement421

of diverse contributions, profiles, and situations422

(Ajo et al., 2010; Grenoble, 2010; Maxwell, 2010;423

Himmelmann, 2006). While MCV’s crowdsourc-424

ing perspective is generally of the "fishing" type,425

language documentation predominantly employs426

the "hunting" technique, with various accounts of427

success stories (Dwyer, 2010), as well as shortcom-428

ings (Akumbu, 2024; Ngue Um, 2019).429

One aspect of crowdsourcing for speech data that430

appears to be overlooked in the "fishing" approach431

employed by MCV is the distinction between the432

literacy rate in WEIRD (Western, Educated, Indus-433

trialized, Rich, and Democratic) populations and434

that in non-WEIRD ones (Brice et al., 2024). The435

implication of the literacy rate is that it indicates436

the degree of exposure of the average population437

to written text in the language for which speech438

datasets are collected. It is commonly assumed that439

a vast array of literacy expertise is readily avail-440

able for crowdsourcing speech by reading sentence441

prompts, as well as for evaluating pre-recorded442

sentences. This is undoubtedly the case in liter-443

ate societies and in WEIRD settings, but it is not444

the case in non-WEIRD, African under-served lin-445

guistic communities. Despite the fact that these446

communities have developed a considerable liter-447

acy rate through education, the reading and writing448

skills of individuals are still largely confined to the449

former colonial languages that serve as the medium450

of instruction in the majority of educational insti-451

tutions across Africa. The implementation of the452

"fishing" approach in such circumstances thus ren-453

ders crowdsourcing vulnerable.454

As previously noted in Section 5, in the context455

of the project described in this paper, 100% of the456

contributions for the 30 languages included in the457

collection have either ceased or decreased signifi-458

cantly after the final payment of incentives. This459

may be in alignment with the analysis presented460

by Bagherzadeh et al. (2023), which suggests that461

the "fishing" approach attracts a significant num-462

ber of non-domain experts, primarily driven by463

financial incentives. This hypothesis can be further464

substantiated by examining the trends in speech465

data contributions for African languages that were466

launched on MCV but not included in our data467

camp, as illustrated in Table 2.468

This analysis does not imply that participants469

who are primarily attracted by financial incentives470

Languages Hours Speakers Validation
Duala 11 13 91%
Borgu Fulfulce 10 9 100%
Mbo 11 12 91%
Mokpwe 8 9 75%
Yoruba 7 123 72%
Hausa 13 50 39%
Ahmaric 3 34 67%

Table 2: Status of voice data contribution on MCV for
6 African languages (Language = “language name”;
Hours = “total hours of speech recording, updated: 13th
Oct. 2024 10:42am”); Speakers = “total number of
contributors of recordings and validation”; Validation
= “total number of labelled hours of speech data record-
ing”.)

lack domain expertise. In the context of this study, 471

domain expertise is defined as literacy skills in the 472

language in which speech data is crowdsourced. 473

The argument, therefore, is that the motivation of 474

those who are attracted primarily by financial mo- 475

tives is more likely to decrease drastically in the ab- 476

sence of incentivisation. Conversely, Bagherzadeh 477

et al. (2023) suggest that elite experts, that is to say, 478

the category of participants in crowdsourcing who 479

are recruited using the "hunting" approach, do not 480

engage out of the prospect of financial gain in the 481

first place. 482

With respect to the number of contributing speak- 483

ers and the total population of the linguistic com- 484

munity, the three languages indicated in the shaded 485

section of Table 2 exhibit a comparatively larger 486

population. This may justify why their contribut- 487

ing population is more significant than the number 488

of the contributing population of the languages in 489

the unshaded area. Thus, the "fishing" approach to 490

crowdsourcing that represents MCV’s standard con- 491

tribution "doctrine" would result in a higher level 492

of contribution from the languages in the shaded 493

area compared to those in the unshaded area. As 494

the data in Table 2 show, this is not the case. In 495

particular, a greater number of contributors does 496

not necessarily result in a proportional increase in 497

hours of recorded speech and validation. The dis- 498

crepancy in the contribution rate observed in this 499

case can be attributed to at least two factors. First, 500

the influence of incentives, which is reflected in 501

the higher contribution rate of the languages in the 502

upper part of Table 2. Second, in the context of 503

under-served linguistic communities, the standard 504

"fishing" approach of MCV does not attract elite 505
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experts, who are likely to spend more time record-506

ing and validating voices, even in the absence of507

financial reward. It is also noteworthy that the tim-508

ing of the contribution rate in the languages at the509

top of Table 2 indicates that participation in the510

"fishing" approach is primarily driven by financial511

incentives.512

8 Recommendations513

The participation of individuals in crowdsourced514

linguistic datasets in exchange for financial com-515

pensation highlights the economic vulnerability of516

those engaged in such activities. In the specific517

context of African under-served linguistic commu-518

nities, where literacy in indigenous languages is519

often low, this raises further questions about the520

quality of participation. In light of the above, there521

is an urgent need to develop robust protocols for522

crowdsourcing data for speech technologies such523

as ASR and TTS that aim for inclusivity and effi-524

ciency. This is especially true for crowdsourced par-525

ticipation aimed at collecting and labelling speech526

data. Similarly, the evaluation of the performance527

of ASR and TTS models trained on crowdsourced528

speech data in under-served linguistic communities529

should include an assessment of the crowdsourc-530

ing methods used, as well as an investigation of531

the potential influence of the socio-economic vul-532

nerability of the contributors on the quality of the533

technological solutions developed. The success of534

the experience of the Speech Data Camp reported535

in this study, which we describe in terms of the536

achievement of the objectives initially stated, owes537

much to 3 main factors. The first is the incitement538

through cash payment of the contributors, which539

has attracted a critical mass of candidates to the540

speech contribution, and has enabled the manage-541

ment side to define selection criteria that could542

guarantee a reasonable level of literacy expertise of543

the selected participants, as well as the diversity of544

voices, in terms of representativeness of coexisting545

dialects and gender. Here it is important to em-546

phasize that the design of the data camp model is547

an important step for the success of such an initia-548

tive. The second factor is the timing of data collec-549

tion. In our model, most language teams achieved550

the best contribution scores in terms of number of551

hours and rate of progress during the camp. In552

other words, on-site mobilisation and emulation553

among peer groups is critical for the onboarding554

and self-motivation of contributors, even with the555

promise of financial reward. In comparison, the 556

rate of contribution within one month after the data 557

camp was significantly lower compared to the 6 558

days of contribution during the camp, despite the 559

incentives. Reasons for this are related to the lack 560

of focus when participants are in their normal so- 561

cial environment, as well as access to internet and 562

electricity. The third factor is the quality of super- 563

vision and monitoring of the contributions. Once 564

again, the examples of Yoruba, Hausa and Amharic 565

in Table 2 show that in the absence of leadership to 566

create a momentum of voice-data contributions, the 567

growth of contributions may remain uncertain. The 568

status of the Kinyarwanda9 contribution illustrates 569

this state of affairs. Namely, under the leadership 570

of a speech data collection startup, Digital Umu- 571

ganda10, Kinyarwanda is currently the third most 572

contributing language on MCV, just behind En- 573

glish and Catalan, and surpassing better endowed 574

languages such as Spanish, French, and Chinese. 575

Conclusion 576

The initiative to enhance speech technologies for 577

under-served African languages has highlighted 578

both challenges and opportunities in language data 579

collection. This paper details the methodological, 580

technological, sociolinguistic, ethical, and incen- 581

tive aspects of the project, while highlighting the 582

significant progress made in collecting over 300 583

hours of speech data for 30 languages11. How- 584

ever, critical issues remain, such as uneven lan- 585

guage representation, barriers to community en- 586

gagement, and the biases introduced by reliance on 587

pre-existing automatic speech recognition (ASR) 588

and text-to-speech (TTS) models, many of which 589

are rooted in religious texts. 590

The project also grappled with competing ortho- 591

graphic norms, issues of copyrights applicable to 592

the sources of the sentence prompts, and the long- 593

term sustainability of crowdsourced data collection 594

efforts. Despite the tangible results achieved, en- 595

suring continued community participation beyond 596

financial incentives remains a challenge. Going 597

forward, a deeper commitment to fostering authen- 598

tic collaboration between language communities, 599

linguists and industry is essential to ensuring the 600

9https://commonvoice.mozilla.org/rw
10https://digitalumuganda.com/
11As of the date of submission of this paper, one language,

Tunen, is awaiting clearance for copyright issues regarding the
collection of sentence prompts submitted by representatives
before its launch.
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equity and efficiency of the new economy model601

brought by voice technologies.602

In addition, expert linguists specialising in under-603

served African languages need to develop a criti-604

cal awareness of the solution-oriented approaches605

driven by industry that are increasingly influencing606

applied linguistic work. Without a deep under-607

standing of industrial and commercial practices in608

product and service design, linguists cannot criti-609

cally and productively engage with industrial ac-610

tors who own many of the technological solutions611

and financial resources. These industrial actors612

often lack key insights into which approaches are613

most appropriate for specific languages and con-614

texts. Productive collaboration between linguists,615

communities and industry is essential to ensure616

that the technologies developed are not only lin-617

guistically sound, but also socially and culturally618

relevant to the communities they are intended to619

serve.620
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