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Abstract

Approximate search is a valuable component of
online dictionaries for learners, allowing them
to find words even when they have not fully
mastered the orthography or cannot reliably
perceive phonemic differences in the language.
However, evaluating the performance of dif-
ferent approximate search algorithms remains
difficult in the absence of real user queries. We
detail several methods for generating synthetic
queries representing various user personas. We
then compare the performance of several search
algorithms on both real and synthetic queries
in two Indigenous languages, SENĆOTEN and
Michif, that are phonologically and morpholog-
ically very different from English.

1 Introduction

Online dictionaries are one of the most commonly
used and important tools in language revitalization
and reclamation programs (Anderson, 2020; Leav-
itt, 2023; Lyon et al., 2023). For under-resourced
languages, online dictionaries are very often the
only lexical resource available to learners in a com-
munity where no print dictionary has ever been
compiled or published. For authoritative monolin-
gual dictionaries, such as the Oxford English Dic-
tionary, users are assumed to be fluent and literate
in the language of the dictionary. The same expec-
tations of users of bilingual dictionaries and phrase-
books in language revitalization contexts cannot
be made. Users of bilingual dictionaries are of-
ten learners, and trying to harness the power of
an online dictionary can present learners with an
unwelcome paradox: they may wish to look up a
word in the dictionary in order to learn it and/or
verify the spelling, but in order to look it up in a
dictionary with only an exact-match search algo-
rithm, they already need to know exactly how to
spell it. This can lead to a Catch-22, particularly
with complex writing systems for which keyboard

input systems are less standardized or easily avail-
able. For these reasons, it is extremely important in
a language learning context that users can benefit
from fuzzy search algorithms that accommodate
anticipated errors or idiosyncratic spellings.

Despite the importance of online dictionaries
in language revitalization, they remain resource-
intensive endeavours that are often the first project
that communities and scholars start and the last one
to be completed (Sear and Turin, 2021; Schreyer
and Turin, 2023). Compiling lexicographic data,
let alone managing and maintaining software, web-
sites and mobile apps all present significant techni-
cal hurdles (Trotter et al., 2023). On top of these
requirements, building a language-specific approx-
imate search algorithm is also a significant chal-
lenge. In some cases, language models already
exist for the language in question and can be ap-
plied to provide morphologically-aware search re-
sults (Johnson et al., 2013; Arppe et al., 2021).
Alternatively, Littell et al. (2017) describe soft-
ware that allows users to define language spe-
cific phonologically-aware approximate search al-
gorithms. Originally published under the name
Waldayu, the software was generalized and re-
named ‘Mother Tongues Dictionaries’ (MTD) in
2018. MTD is a Python library and collection of
visualization frameworks that, given the MTD data
specification, allows users to create online dictio-
naries (web, Android, iOS) from a potentially het-
erogeneous set of data (i.e., a spreadsheet, JSON
file, and XML file). In addition to the data wran-
gling and visualization capabilities of the library,
it also allows users to customize an approximate
search algorithm based on weighted or unweighted
edit distances. MTD has been used to develop
online dictionaries for dozens of Indigenous lan-
guages around the world including in Canada, the
US, and Japan.

Since 2017, the MTD search algorithm has been
updated to allow multi-word, multi-field search,
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and to also include a multi-field variant of the
BM25 ranking algorithm (Zaragoza et al., 2004)
as a secondary score in addition to edit distance.
Impressionistically, and through gathering infor-
mal user feedback, we believe that the changes to
the MTD search algorithm have led to improved
search results, although this has not been formally
investigated. Part of the difficulty in evaluating
approximate search is that a corpus of common
misspellings or otherwise plausible queries does
not exist for the Indigenous languages that we are
working with. In this paper, we demonstrate a vari-
ety of techniques for generating plausible queries
that can be applied to other written and unwrit-
ten languages. We then apply these techniques
to dictionary data in the SENĆOTEN and Michif
languages and show that the recent updates to the
MTD search algorithm provide improvements for
each type of query generation strategy that we test.
We believe the query generation techniques that we
describe could be applied to other languages and
used in other contexts to help evaluate approximate
search algorithms.

2 Methodology

2.1 Data

To investigate a variety of approximate search al-
gorithms, we apply our proposed query generation
techniques to two lexical resources from two dif-
ferent languages; SENĆOTEN and Michif.

2.1.1 SENĆOTEN Dictionary

The SENĆOTEN language is a Salish language
spoken traditionally in the territories of the
W
¯

SÁNEĆ people. Contemporary revitalization
efforts were catalyzed by the late Dave Elliott
Sr., who developed the SENĆOTEN orthogra-
phy which is still the standard used by the com-
munity. The SENĆOTEN dictionary (Montler,
2018) is the largest lexicographic resource avail-
able for the SENĆOTEN language, and contains
over 30 000 words and example sentences. From
an approximate search perspective, the language is
particularly challenging given its rich and complex
phoneme inventory. The language has 36 different
consonants with phonemic contrasts between ve-
lar and uvular consonants as well as rounding and
glottalization. These contrasts are all represented
in the orthography, often only with small diacritical
changes to indicate them, as illustrated in Table 1.

K
¯

/q/ Ḱ /qw/ K /q’/

K /qw’/ Q /kw’/ C/ /kw/

Table 1: A subset of the SENĆOTEN consonant inven-
tory illustrating how uvular/velar, rounding, and glottal-
ization contrasts are encoded in the orthography. This
phonological richness presents a challenge for learners
when searching in the dictionary.

2.1.2 Michif Dictionary
Southern Michif is one of three language varieties
spoken by the Métis (Bakker, 1997; Sammons,
2019). It is a contact language combining ele-
ments from Algonquian languages—Plains Cree
and the Saulteaux dialect of Ojibwe—with Métis
French. Traditionally, it has been written with a
mixture of English and French spelling conven-
tions, notably as seen in the Turtle Mountain Dic-
tionary (Laverdure et al., 1983) and its recent dig-
ital version (Souter et al., 2024b). More recently
there has been an effort to further develop and use
the Southern Michif Learners Orthography which
is based on a double-vowel system similar to that
used for Ojibwe. It has its roots in the work done
initially by the late Rita Flamand of Camperville,
Manitoba with later input from Robert Papen. Fur-
ther refinement was carried out by a number of
learners. And, after reflection on the early work
of Ida Rose Allard, a decision was made to use
one special symbol, ñ, to mark nasalization of pre-
ceding vowels in order to help support accurate
pronunciation.

The Southern Michif for Learners website
(Souter et al., 2024a) includes an extensive set of il-
lustrated phrases and words with audio recordings,
used with permission here.

2.2 Evaluation
To evaluate the performance of our search strate-
gies we employ the use of mean reciprocal rank
(MRR). MRR is a measure for evaluating the order
of results given a query. Concretely for our use
case, if we type a query and the dictionary entry we
intended to find is ranked first in the search results
then it has a reciprocal rank of 1 (which denotes
the best possible score); however if the expected
entry does not rank at all in the search results then
the reciprocal rank is 0 (which denotes the worst
possible score). If the expected dictionary entry
appears as the second result, it would have a recip-



rocal rank of 1
2 (and 1

3 if it appeared as the third
result, etc). The mean reciprocal rank is then the
mean of each reciprocal rank for each query that
we evaluate.

More formally, we calculate MRR as
1
|Q|

∑|Q|
i=1

1
ri

where Q is a set of queries and
ri is the rank of the expected entry from the
dictionary for the i-th query. So, in order to
calculate this metric, we need a set of queries Q
and a corresponding set of expected dictionary
entries E.

One can imagine obtaining Q from actual
queries logged from an online dictionary - the ex-
pected dictionary entries E could also then be ob-
tained by asking users to select the entry they were
looking for if it appeared in their search results.
This approach is somewhat noisy though, and more
importantly, is incompatible with the privacy terms
of the dictionaries we use. As a rule, we do not
log open user input since even when this informa-
tion is anonymized, there is no guarantee that users
will not input de-anonymized or sensitive search
terms (e.g., searching for one’s own name or other
identifying features). Furthermore, these dictio-
naries often operate entirely offline which would
complicate our ability to record these results.

Instead, this paper presents eight methods for
approximating user queries given a set of dictio-
nary entries. Since some of our methods are time-
consuming, we limit our evaluation to a randomly-
sampled 50-word subset from each dictionary. That
is, we apply each of the eight methods discussed
in the following section to a randomly sampled
subset of the dictionaries. We then use mean re-
ciprocal rank to evaluate how robust the search
algorithms discussed in §3 are with respect to the
approximated user queries.

Our approach here has the simplifying assump-
tion that there is only one expected entry for any
given generated query. In reality, there are often
multiple relevant entries given a query, for example
morphologically related words or matches found
in other fields related to the main entry (e.g., an
example sentence). If we were able to accurately
identify all relevant entries in the dictionary for a
particular query, we might instead have considered
evaluating using mean average precision.

2.3 Generating queries
To help guide the creation of our query generation
functions, we borrow descriptions of likely users
from Littell et al. (2017). The sections 2.3.1 to

2.3.4 describe a variety of different types of users
and our corresponding query generation techniques.
To further approximate the types of queries made
by a learner, we consider additional approaches to
query generation in sections 2.3.5 to 2.3.8.

2.3.1 Users who can distinguish phonemes but
do not always know the orthographic
conventions

In order to generate queries for this category of
user, the first and second authors hand-transcribed
words in the target language by listening to audio
of those words. Both transcribers were familiar
with the sound systems of the languages they were
transcribing, but were not speakers, and had not had
any instruction in the language or its writing system.
They simply listened to the audio with headphones
and transcribed what they heard using the (non-
IPA) keyboard available to them. Both transcribers
are first-language English speakers who also speak
French and have formal training in linguistics.

2.3.2 Users who know the orthography, but
cannot reliably discern certain
phonemes

We approach query generation for this category
of user as a data corruption task. We target spe-
cific classes of graphemes and phonemes that we
expect to be challenging for our users to distin-
guish (i.e., the velar/uvular contrast in SENĆOT
EN). We then randomly corrupt up to N = 3 of
these phonemes’ related graphemes with another
confusable from the same class, for example swap-
ping out Ḱ (/qw/) for K (/qw’/) in SENĆOTEN or
ñ (indicating nasalization on the preceding vowel)
for n (/n/) in Michif.

2.3.3 Users without access to a keyboard
We assume this category of user to be able to accu-
rately identify and discern phonemes in the target
language, and to also be familiar with the target
language’s writing system, but to be unable to type
due to the unavailability of a Unicode input system
on their device. This is less of an issue for Michif,
but for SENĆOTEN there are many specialized
Unicode characters and diacritics used in the writ-
ing system, and typing in the language requires
installing a language-specific keyboard (Chase and
Borland, 2022).

To approximate the type of user queries expected
when such a keyboard is not installed, we trans-
form each non-ASCII character to its closest ASCII



equivalent. We do this by performing NFD Uni-
code normalization, removing any diacritics in the
range U+0300 to U+036F, and then applying the
Unidecode1 library to the resulting text.

2.3.4 Users who know an alternative
orthography

For this class of user queries, we generate queries
for Michif in the Turtle Mountain Dictionary
(TMD) orthography, an alternate orthography to
the one used in the Michif dictionary in this study.
SENĆOTEN has historically had multiple orthogra-
phies, including an Americanist phonetic represen-
tation and the Bouchard practical orthography (see
Turner and Hebda (2012, p. 155)). These orthogra-
phies are not in standard use by the community and
while they might still be used in some queries of the
SENĆOTEN dictionary, it would be uncommon,
and we do not include them.

2.3.5 IPA-based query generation
The vast majority of users of the SENĆOTEN dic-
tionary are first-language English speakers. This
is similar for Michif except in some cases users
might speak French as a first language. This query
generation technique seeks to approximate a query
by mapping it through the International Phonetic
Alphabet (IPA) to a query language such as En-
glish.

First, we use a rule-based grapheme-to-phoneme
(G2P) library (Pine et al., 2022) to derive the IPA
pronunciation form of a given word in the dictio-
nary. We then use PanPhon (Mortensen et al., 2016)
to map from the IPA symbols in the target language,
to the closest English IPA equivalents. For Michif,
we also map to the closest French IPA equivalents
for comparison, since speakers of that language are
more likely to speak French as a first language.

Finally, we train two sequence-to-sequence
Transformer based models using the DeepPhonem-
izer2 software. We train an English system using
a reversed IPA version of the CMU pronunciation
dictionary3 to predict IPA from English graphemes,
and we train a French system in the same way using
the WikiPronunciation dictionary4. In both cases
we keep the default hyperparameter settings and
train until convergence (140k steps for English with

1https://pypi.org/project/Unidecode/
2https://github.com/as-ideas/DeepPhonemizer
3https://github.com/open-dict-data/ipa-dict
4https://github.com/DanielSWolf/

wiki-pronunciation-dict

a 12% character error rate (CER), and 1700k steps
for French with a 10% CER).

We release our English5 and French6 phoneme-
to-grapheme models publicly. For generating
plausible English or French queries from another
language, a method of turning graphemes into
phonemes in the target language would be required.
For generating plausible queries in a language
other than English or French, a similar phoneme-to-
grapheme model in that language would also have
to be trained.

2.3.6 LLM-based query generation
We also consider the use of Large Language Mod-
els (LLM) as naive transcribers of the languages in
question. We use ollama and the publicly available
‘llama3’ model. For the Michif prompts, we ask
the question ‘The following is a list transcriptions
of words in the Michif language. How would you
write these words using only the English or French
orthography?’ and for SENĆOTEN we prompt it
to only write the words using the English orthogra-
phy. We then provide the list of IPA transcriptions
of Michif or SENĆOTEN words and record the re-
sults. Like the previously described method, adapt-
ing this approach for other languages would also
require providing the LLM with a pronunciation
form of the words in question.

2.3.7 Audio-based query approximation
(ASR)

Instead of approximating user queries through a
transformation of the original text, we also con-
sider approximating user queries by decoding the
original audio using automatic speech recognition
(ASR) models. To mimic how a user of the dictio-
nary ‘with English ears’ might transcribe a word,
we decode audio corresponding to a given query
with the pre-trained wav2vec2-base-960h model7.
Importantly, we use a greedy decoder that is not
constrained by a language model, so the model will
decode the audio into characters in the English or-
thography, but will allow for non-English words to
be decoded. While the Michif dictionary had audio
available for each of the 50 words that were sam-
pled, the SENĆOTEN did not, so we synthesized
the audio using the SENĆOTEN speech synthesis
model described in Pine et al. (2025).

5https://bit.ly/eng-p2g-model
6https://bit.ly/fra-p2g-model
7https://huggingface.co/facebook/

wav2vec2-base-960h
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2.3.8 Teacher-curated queries
It is difficult to draw any conclusions from artifi-
cially generated queries. Part of the problem is
that for each word in the dictionary, there are many
ways to misspell it. So, we cannot know if the
ways our query generation techniques have mis-
spelled these terms are similar to the way the target
audience of these dictionaries will misspell them.

To help corroborate the results seen among our
query generation techniques, the third, fifth and
sixth authors, who have experience in teaching
Michif and SENĆOTEN and are familiar with com-
mon misspellings from students, compiled a list of
common misspellings for each of the words in the
50-word subsets of the Michif and SENĆOTEN
dictionaries.

2.4 Examples and CERs of each technique

In Table 2 we show the result of applying each
method to one of the words in each dictionary.

Query Type Michif SENĆOTEN
Original pashikook NEW

¯
SPETTENEK

¯IPA p2SIko:k n@xwsp@s”t@́n@q
Human (§2.3.1) peshkop nuhuhspahstanak
Phon. (§2.3.2) pawshiihkok NEW

¯
SPETTENEK

ASCII (§2.3.3) pashikook NEWSPETTENEK
P2Eng (§2.3.5) puchikouk neckspothtinick
P2Fra (§2.3.5) péchecauque nekspestenek
LLM (§2.3.6) Pashikotak Nexwspetheniq
ASR (§2.3.7) PUSHCOG NOSPASTANA
Teacher (§2.3.8) pashikohk NEW

¯
SPESTENEK

¯

Table 2: An example of how a sample word in each dic-
tionary is transformed by each query generation method.
Each example here is the raw output from each query
generation method (i.e., prior to case normalization).

As mentioned in §2.2, to generate our test set,
we randomly sample a 50-word subset from each
dictionary. We then apply each proposed query
generation method to the 50-word test set. In Table
3 we report the character error rate (CER) between
the generated queries and the original terms. Note
that this is not an evaluation of the query genera-
tion technique (which we cannot do without data
of actual misspelled words and a model of their
distribution), rather it is just meant to be an indi-
cation of how much the generated queries deviate
from the original terms. A higher CER indicates
an increased difficulty for the task of approximate
search, but not necessarily a less valid or less plau-
sible query.

Across the board, our query generation tech-
niques incurred higher CERs in SENĆOTEN than

Query Type Michif SENĆOTEN
Human (§2.3.1) 0.37 1.38
Phon. (§2.3.2) 0.52 0.27
ASCII (§2.3.3) 0.01 0.30
P2Eng (§2.3.5) 0.43 1.18
LLM (§2.3.6) 0.34 1.01
ASR (§2.3.7) 0.59 0.81
Teacher (§2.3.8) 0.40 0.29

Table 3: Query generation Methods and their Character
Error Rates (CER). CERs in terms of the character edit
distance between the words generated by the query gen-
eration method, and the terms in the dictionary they are
meant to approximate.

they did for Michif. For example, the ASCII query
generation technique (§2.3.3) incurs a 30% CER
for SENĆOTEN but only a 1% CER for Michif. In
other words, for SENĆOTEN, non-ASCII charac-
ters make up 30% of the characters in our 50-word
set, whereas they only make up 1% of the charac-
ters in our set for Michif.

2.5 Adapting to other languages
Beyond evaluating the recent changes to the MTD
search algorithm, part of the goal of this paper is
to provide query generation techniques that can
be applied to languages other than SENĆOTEN
and Michif. Table 4 shows the data or models
required to implement each technique, since some
techniques require only audio and some techniques
require text, or an available grapheme-to-phoneme
library for the language in question.

Query Type G2P Audio Text
Human (§2.3.1) ✗ ✓ ✗

Phon. (§2.3.2) ✗ ✗ ✓

ASCII (§2.3.3) ✗ ✗ ✓

P2Eng (§2.3.5) ✓ ✗ ✓

LLM (§2.3.6) ✓ ✗ ✓

ASR (§2.3.7) ✗ ✓ ✗

Table 4: Query generation Methods and their require-
ments. ‘G2P’ indicates that the method requires a
grapheme-to-phoneme engine to be adapted to a new
language.

3 Search Algorithms

Following Littell et al. (2017) we compare results
using both an unweighted Levenshtein edit distance
ULev and a weighted Levenshtein edit distance
WLev. The unweighted Levenshtein edit distance



between two strings X and Y is equal to the num-
ber of single-character edits (additions, deletions,
substitutions) required to change X into Y . By
comparison, the weighted Levenshtein edit distance
allows edits to be weighted differently, for example
allowing substitutions involving commonly con-
fused characters to accrue a lesser penalty. We
used the hand-written substitution weights that
have been in use for the dictionaries already.

In addition to ranking results based on edit dis-
tance, the most recent version of the MTD search
engine also applies a secondary ranking based on
a weighted multi-field variant of BM25 (Zaragoza
et al., 2004); a language agnostic ranking function
based on the inverse document frequency of the
query. Therefore, in addition to evaluating the dif-
ference between weighted and unweighted edit dis-
tance, we also report the effect of including BM25
as a secondary score. Although MTD is capable of
handling multi-word queries and indexing multiple
fields, for the purposes of this evaluation we limit
ourselves to single word queries and only search
based on a single field in the dictionary entries.
The MTD search engine also allows for optional
stemming when creating the inverted index used
in searching, as well as some basic normalization
functions including case and Unicode normaliza-
tion and the removal of punctuation. These config-
urations result in the same normalization processes
being applied to each term in the inverted index and
to each query. For the purposes of this paper we do
not configure a stemmer, but we do apply both case
and Unicode normalization to all of the queries and
to each term in the inverted indices built by MTD.

4 Results

To evaluate the approximate search algorithms de-
scribed in §3, we randomly sample 50 words from
each of the dictionaries. We then apply each of our
query generation techniques to the random 50-word
sample sets for both languages and compute the
mean reciprocal rank (MRR) for the queries gener-
ated by each technique. We present our results in
Table 6 on the following page.

As expected, given the wide range of CERs for
our various query generation techniques, there is
also a wide range of results and the relationship
between CER and MRR appears roughly inverse.
For example the P2Eng (§2.3.5) technique, which
had a CER of 1.18, only receives a MRR of 0.07 in
the best system for SENĆOTEN while the ASCII

system for Michif had a 0.01 CER and resulted in
a MRR of 0.96 in the best systems.

The addition of BM25 results in MRR improve-
ments across all query generation strategies for
both weighted and unweighted edit distance. We
also see improvements to the MRR when BM25
is included for unmodified queries. That is, when
we pass the original word unchanged as the query,
we see improvements of +0.09 MRR for SENĆOT
EN and +0.15 MRR for Michif as well as improve-
ments among all query generation techniques. We
believe that this is sufficient for justifying the use
of an approximate search strategy that is combined
with BM25, like the one found in MTD.

To weight or not to weight The difference be-
tween weighted and unweighted edit distance is
less clear than the improvements seen with the ad-
dition of BM25. In Table 5 we compare the results
when prompting the LLM to produce either English
or French outputs, as well as mapping through
English or French pronunciation forms for the
phoneme-to-grapheme based technique (§2.3.5).
Unexpectedly, the results from the English LLM
and P2Eng methods do not seem to show a strong
difference between weighted and unweighted edit
distances whereas we see a stronger improvement
for the generated ‘French’ queries using an un-
weighted edit distance. Since the Michif dictio-
nary substitution weights were written by a first-
language English speaker who works primarily
with English-speaking students, the pattern that
we see here could be the result of linguistic bias
in the substitution weights, which could be either
desirable or undesirable depending on the target au-
dience for the dictionary. In this case, it is possible
that the weights are resulting in worse performance
for French-influenced queries, since the weights
were created with an English speaking audience

MRR ↑
Query Type MTDw MTDu

P2Eng 0.39 0.41
P2Fra 0.18 0.38
LLM Eng 0.66 0.65
LLM Fra 0.30 0.39

Table 5: Mean Reciprocal Ranks (MRR) for Michif
IPA-based (§2.3.5) and LLM (§2.3.6) query generation
with both English and French outputs. CER denotes
the Character Error Rate for the 50 word set for each
particular query generation technique.



MRR ↑
Query Type Language CER ULev WLev MTDw MTDu

Original Text SENĆOTEN 0.0 0.91 0.91 1.0 1.0
Phon. (§2.3.2) SENĆOTEN 0.27 0.63 0.54 0.58 0.68
Teacher (§2.3.8) SENĆOTEN 0.29 0.09 0.09 0.11 0.12
ASCII (§2.3.3) SENĆOTEN 0.30 0.35 0.36 0.45 0.42
ASR (§2.3.7) SENĆOTEN 0.81 0.01 0.03 0.04 0.03
LLM (§2.3.6) SENĆOTEN 1.01 0.06 0.10 0.14 0.11
P2Eng (§2.3.5) SENĆOTEN 1.18 0.02 0.04 0.06 0.07
Human (§2.3.1) SENĆOTEN 1.38 0.0 0.01 0.02 0.0
Original Text Michif 0.0 0.80 0.81 0.96 0.96
Phon. (§2.3.2) Michif 0.52 0.33 0.33 0.41 0.44
Teacher (§2.3.8) Michif 0.40 0.47 0.48 0.61 0.60
ASCII (§2.3.3) Michif 0.01 0.79 0.79 0.96 0.96
ASR (§2.3.7) Michif 0.59 0.12 0.12 0.15 0.20
LLM (§2.3.6) Michif 0.34 0.46 0.52 0.66 0.65
P2Eng (§2.3.5) Michif 0.43 0.25 0.26 0.39 0.41
Human (§2.3.1) Michif 0.37 0.43 0.42 0.50 0.55
TMD Queries (§2.3.4) Michif 0.79 0.18 0.26 0.30 0.25

Table 6: Mean Reciprocal Ranks (MRR) for different query generation techniques given 50 randomly sampled
words from the SENĆOTEN and Michif dictionaries. CER denotes the Character Error Rate for the 50 word set for
each particular query generation technique. MTD indicates the search strategy used by Mother Tongues Dictionaries
ranks results based on edit distance and a secondary BM25 score. A higher MRR for a particular search strategy
indicates that it is more robust to that type of query.

in mind. Ultimately, we believe that the decision
of whether to use substitution weights should de-
pend on how well the target audience is known
in advance. In most cases though, given the time
and expertise required to create custom substitu-
tion weights for each language, unweighted edit
distance is likely sufficient.

5 Conclusion

In this paper, we have proposed and developed a
variety of methods for approximating user queries.
We provide guidance and release models so that
they might be adapted to other languages. Using
the described query generation techniques, we com-
pared the effectiveness of a variety of approximate
search algorithms in both SENĆOTEN and Michif
dictionaries. We showed that fuzzy search can
be improved by combining BM25 as a secondary
score with Levenshtein edit distance. Despite these
improvements, and the relatively successful results
for Michif, approximate search remains a diffi-
cult problem, particularly for languages with large
phoneme inventories like SENĆOTEN.

Future work should compare the queries gen-
erated using our described techniques with actual

misspellings, for example using corpora like the
ones described in Max and Wisniewski (2010) and
Flor et al. (2019). Additional future work could
also more thoroughly explore the difference be-
tween weighted and unweighted edit distances for
example by applying the methods described here
to more languages, or by devising techniques for
learning optimal edit distance weights from data.
The latter approach would require a corpus of real
or artificial misspelled data, as well as careful eval-
uation to avoid over-fitting to the training data.

Additional future work might also consider
morphologically-aware query generation and ap-
proximate search algorithms, for example com-
paring the FST-based morphologically-aware ap-
proaches of Johnson et al. (2013) with the phono-
logically motivated techniques described here. We
expect that languages with higher degrees of
polysynthesis might in turn require search algo-
rithms with greater morphological awareness, but
it is not clear at what point the benefits of mor-
phologically aware search would be large enough
to motivate the additional effort compared to, for
example, a simple unweighted edit distance in com-
bination with a secondary BM25 score.
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